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SM Adaptive Filters

t The estimation error, e, in an adaptive filter is given by

e = d −wTx

t If γ is the prespecified bound on the estimation error, then the
SM criterion yields a set of solutions that must satisfy the
condition

|e|2 ≤ γ2 ∀ (x, d) ∈ S

where S is referred to as the data space.t The solution set can be expressed as

Θ = ∩(x, d)∈S{w ∈ RM : |d −wTx| ≤ γ}
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SM Adaptive Filters, Cont’d. . .

t The constraint or observation set at iteration k is the set of
weights that satisfy the prespecified bound at iteration k and
is given by

Hk = {w ∈ RM : |dk −wT
k xk | ≤ γ}

t The intersection of the constraint set Hk over iterations
i = 1, 2, . . . , k is called the exact membership set and is given
by

Ψk = ∩ki=1Hit The exact membership set over the P most recent iterations is
given by

ΨP
k = ∩ki=k−P+1Hi
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Constrained SMAP Adaptive Filters

t In the constrained SMAP algorithm, whenever the weight vector wk

satisfies the constraint f = Cwk where f ∈ RK is the constraint
vector, C ∈ RK×M is a constraint matrix with K < M and is not a
member of the set ΨP

k , an update is performed by solving the
optimization problem

minimize Jwk+1
= ‖wk+1 −wk‖2

wk+1

subject to the constraints

f = Cwk+1

gk = dk − XT
k wk+1

where gk is the error-bound vector.
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Constrained SMAP Adaptive Filters, Cont’d . . .

t If the error-bound vector is chosen as gk = [γsign(ek) εk−1
· · · εk−P+1]T , the weight-vector update formula of the
constrained SMAP algorithm becomes

wk+1 = Z
[
wk + αkXk(XT

k ZXk)
−1

eku1
]

+ F

where
u1 = [1k 0k−1 · · · 0k−P+1]T

αk =

1− γ

|ek |
if |ek | > γ

0 otherwise

Z = I− CT
(
CCT

)−1
C

F = CT
(
CCT

)−1
f
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Proposed Robust CSMAP Algorithm

t The proposed robust constrained SMAP (PCSMAP) adaptation
algorithm essentially solves the optimization problem

minimize Jwk+1
= ‖wk+1 −wk‖2

wk+1

subject to the constraints

f = Cwk+1

gk = dk − XT
k wk+1

t The PCSMAP algorithm uses the error-bound vector gk as

gk = γ

[
ek
|ek |

εk−1

|ek |
· · · εk−P+1

|ek |

]T
instead of gk = [γsign(ek) εk−1 · · · εk−P+1]T .
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Proposed Robust CSMAP Algorithm, Cont’d...

t The weight-vector update formula in the PCSMAP algorithm
becomes

wk+1 = Z
[
wk + αkXk(XT

k ZXk)
−1

ek
]

+ F

where

αk =

1− γ

|ek |
if |ek | > γ

0 otherwise

Z = I− CT
(
CCT

)−1
C

F = CT
(
CCT

)−1
f

8 / 16 University of Victoria, BC, Canada



Proposed Robust CSMAP Algorithm, Cont’d...

t The error-bound γ in the PCSMAP algorithm is obtained as

γ =

{
‖ek‖∞ − νθk if ‖ek‖∞ > θk

γc otherwise

where 0 < ν � 1, θk = ϑσe,k and ϑ is chosen such that
ϑσe,k < γc .

t The variance of the error signal is estimated as

σ2e,k=λσ2e,k−1 + (1− λ)median(e2k , . . . , e
2
k−m+1)

where the forgetting factor , λ, assumes values in the range 0
to 1.
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Proposed Robust CSMAP Algorithm, Cont’d...

t The initial value σ2e,0 is chosen to be large to ensure that
‖ek‖∞ < θk during transience in which case the algorithm
would work with the error bound γ = γc : This leads to a
faster convergence.

t At steady state, we have σ2e,k ≈ σ2v and hence ‖ek‖∞ > θk
and, as a result, the algorithm would work with error bound
‖ek‖∞ − νθk : This leads to robustness with respect to
impulsive noise and low steady-state misalignment.t During sudden system disturbances, the estimate σ2e,k tends
to grow in which case the algorithm would again work with
the error bound γc which would thus lead to fast tracking.
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Simulation Results

t Learning curves for a linear-phase system identification
application for the CNLMS, CAP, CSMAP, and PCSMAP
algorithms:
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Simulation Results, Cont’d...

t Learning curves for a linear-phase system identification
application in an impulsive-noise environment for the CNLMS,
CAP, CSMAP, and PCSMAP algorithms:
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Simulation Results, Cont’d...

t Learning curves for a time-series filtering application for the
CNLMS, CAP, CSMAP, and PCSMAP algorithms:
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Simulation Results, Cont’d...

t Learning curves for an interference-cancellation application in
an direct-sequence code-division multiple access
communication system for the CNLMS, CSMAP, and
PCSMAP algorithms:
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Conclusions

t A new constrained robust set-membership affine-projection
algorithm has been proposed.

t The proposed algorithm yields

– a significantly reduced steady-state misalignment,
– better tracking,
– faster convergence, and
– robust performance

relative to several known competing adaptation algorithms of
the SM family.
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Thank you for your attention.
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