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Abstract
The “data pipe” model used by the existing 

Internet protocol stack is no longer ideal for many 
emerging applications, due to multimedia, mul-
ticast, mobility, machine learning, and network 
management challenges. A new learning-orient-
ed network architecture is required to deal with 
these challenges and serve learning-centric appli-
cations in data centers, around network edges, 
and on mobile devices. This article focuses on 
the network for AI and AI for network for learn-
ing-oriented network architecture. This is done by 
leveraging, improving, and creating new learning 
techniques to determine and optimize protocol 
mechanisms and control policies. The new net-
work architecture can provide ample research 
opportunities in network topology control, proto-
col design, and performance evaluation, aiming 
to network a truly dependable cyber-infrastruc-
ture. The learning-oriented network can also learn 
from applications and communications automati-
cally and continuously while running on different 
infrastructures to support diverse requirements. In 
addition, the network can keep evolving its proto-
col mechanisms and control policies in an online 
manner. It does this while maintaining protocol 
security and preserving user privacy, to learn and 
perform more effectively and efficiently. Finally, 
the main challenges and opportunities of learn-
ing-oriented network are discussed, encouraging 
further research.

Introduction
Computer networks were initially designed as pipes 
for data streams, bytes in and bytes out, in order 
and reliably. The “data pipe” model used by the 
existing Internet protocol stack is no longer ade-
quate for many emerging applications. Newer 
applications, for example, multimedia ones, care 
more about information, not only data representa-
tion, so audio and video data can be transcoded 
if needed inside the network to meet the Quality 
of Service (QoS) and Quality of Experience (QoE) 
requirements. Emerging learning-centric applica-
tions care more about knowledge extraction and 
dissemination, so information can be fused inside 
the network to meet the convergence speed and 
accuracy requirements. Different from those for 
point-to-point, reliable, and elastic data transfer, 
information and knowledge can be aggregated and 
transformed inside the network, and control scope 
is no longer limited to endpoint-to-endpoint only.

On the other hand, new communication infra-
structures such as 6G mobile communication sys-
tems, low-orbit satellites, and underwater/ground 
communication systems are emerging rapidly, 
offering additional communication capabilities 
with certain topological features. Now the net-
work protocol stack between application require-
ments and communication services becomes a 
new bottleneck.

Looking back at the history shown in Figs. 
1a–1d, ARPANET, funded by the Advanced 
Research Projects Agency (ARPA) in the 1960s, 
was the first “domain-specific” packet-switching 
computer network. The TCP/IP protocol suite, 
as the basis of today’s Internet, was standardized 
in the 1980s, initially targeting remote login, file 
transfer, and email applications. In the 2000s, 
wireless access networks and the Internet were 
converged to provide Internet services anywhere, 
anytime. With the Internet architecture and TCP/
IP protocol suite, traditional computer networks 
build data pipes between computers, with strict 
layering and end-to-end principles, leaving a 
“smart end vs. dumb network” legacy. They are 
ill-suited for the new era of integrated Internet for 
ubiquitous intelligence.

The rise of middle-boxes already breaks the 
strict layering and end-to-end-only principles in 
computer networks. The emerging data min-
ing and machine learning applications [1, 2], to 
transport not only data but also information and 
knowledge, demand new communication primi-
tives, including multipoint-to-multipoint and in-net-
work processing/aggregation due to control and 
latency constraints. In this process, networks need 
to manage not only the bandwidth and buffer, but 
also computing and caching resources. In addi-
tion, these in-network processing and learning 
changes the traffic flow characteristics and require 
different types of service requirements. How to 
make the entire protocol stack smarter and sup-
port learning applications, for cloud, satellite, and 
6G communication systems is a pressing issue.

Furthermore, today’s large-scale ubiquitous 
network, penetrating deeply into our daily lives, 
mandates the intelligentization of existing com-
munication infrastructures, that is, being secure, 
privacy-preserving, smart and dependable [3]. 
Existing Internet protocols are lacking the ability 
to self-learn, configure, decompose and compose. 
They encounter major challenges in supporting 
new demanding applications with stringent delay, 
reliability and throughput requirements, especially 
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for Internet-of-Things applications. Unlike human 
beings, machine consumers are less flexible and 
intelligent to handle communication impairments. 
They often have to rely on ultra-high reliable, 
real-time information and control instructions to 
coordinate with each other. In addition to these 
QoS requirements, distributed AI also brings new 
security and privacy concerns on how much the 
applications should expose to the network and 
vice versa.

In this article, we first review the existing net-
work architecture approaches in the last two 
decades. The new network design requirements 
and challenges for supporting AI applications are 
then presented. Next we discuss the new oppor-
tunities applying AI for network intelligentization. 
Security and privacy issues for supporting distrib-
uted AI are then discussed, followed by conclud-
ing remarks.

Network Architecture Research Review
The great success of the Internet network archi-
tecture and TCP/IP protocol stack, and the chal-
lenges faced to support the new multimedia 
applications and explore new communication 
capabilities, inspired the research community to 
explore high-performance network protocols in 
the 1980/90s and new Internet architectures in 
the 2000/10s.

Although the Internet is still evolving around 
TCP/IP, new protocols have emerged above 
and below IP, being deployed in an overlay or 
underlay fashion. Networking expands from host 
connectivity only to data dissemination mainly, 
with content distribution networks (CDNs) and 
named-data (NDN) and information-centric net-
working (ICN). Network/application-layer multi-
cast and host/network mobility have been heavily 
explored with the advance of wireless communi-
cations systems. Security and privacy become the 
primary concerns when the Internet becomes the 
critical infrastructure for not only personal and 
commercial uses but also public safety. Together 
with multimedia, multicast and mobility, they are 
the traditional drivers for network innovation; now 
machine learning also joins the challenge for a 
more manageable network.

However, the traditional network architecture 
and protocol stack has not changed much as a 
whole. Protocol design still follows the layered 
structure and mostly end-to-end argument, in a 
one-fits-all manner. The research community and 
industry had concluded [4, 5] that such a rigid 
approach will not satisfy today’s diverse applica-
tion requirements and fully explore the existing 
and upcoming communication systems. But how 
to break down the protocol stack for more flexi-
ble network architecture is still under great debate 
and needs more research efforts.

Meanwhile, many researchers including 
ourselves have attempted machine learning 
approaches to computer networks and have 
obtained various successes, but still at the patch-
work and functionality level, lacking a systematic 
approach to the architectural mismatch to better 
support learning-centric applications and leverage 
learning inside the network architecture itself. In 
other words, we need a new network architecture 
design philosophy and protocol stack realization 
strategy beyond the current Internet and TCP/IP 

[3, 6], paraphrasing Samuel [7]: Can we give pro-
tocols the ability to learn without being explicitly 
specified?

As networked systems become “a giant com-
puter,” we can learn from what happened in 
computer architectures (CA), operating systems 
(OS), and programming languages (PL) in terms 
of architectural evolution and revolution. Specifi-
cally, domain-specific, modular, and object-oriented 
CA/OS/PLs such as GPU/TPU/NPU, Linux, and 
Python have achieved great successes recently, par-
tially fuelling the rapid development of data mining/
machine learning, instead of sticking to an all-in-one 
or one-fits-all approach. For networking, SDN is an 
existing attempt toward this direction [8].

We have examined the applicability of the 
domain-specific, modular and object-oriented prin-
ciple in network architecture, although computer 
networks have their own features and require-

FIGURE 1. Communications and computer network history: a) Circuit switching 
telephone network; b) Packet-switching ARPANet; c) TCP/IP Internet 
(Internet 1.0); d) Converged wireless/wired Internet (Internet 2.0); e) Inte-
grated Internet for ubiquitous intelligence (Internet 3.0).
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ments for interconnection. Essentially, modularity 
is a powerful approach, not just by layering. If we 
can decompose and define a set of relatively sim-
ple building blocks and compose and assemble 
them according to application requirements and 
network dynamics, we can avoid the “network-
ing as a bag of protocols” curse. Here, how to 
compose and assemble is a new challenge, where 
learning is the key.

Network for AI Applications:  
Challenges and Design Requirements

A new learning-oriented network architecture is 
needed to support learning-centric applications 
in data centers, around network edges and on 
mobile user equipment by exploring, improv-
ing, and creating effective learning techniques 
to decompose, compose, optimize and config-
ure protocol mechanisms and control policies for 
secure and privacy-preserving distributed AI, as 
shown in Fig. 1e. We present the challenges and 
design requirements for learning-oriented network 
architecture from four aspects: high-intensity data 
centers, large-scale network edges, high-mobility 
6G devices, and end-edge-cloud orchestration, 
which motivate the new learning-oriented net-
work architecture in the next section.

High-Intensity Data Centers
Today many high-intensity data mining/machine 
learning applications happen in cloud data cen-
ters. Traditional connectivity applications main-
ly incur north-south traffic in points of presence 
between servers and clients, and current data-in-
tensive applications mainly occur in west-east traf-
fic between servers. However, learning-centric 
applications with deep neural networks (DNNs) 
can involve “big data” sources, and “deep” layers 
of processing and decision nodes in a complex 
graph topology for frequent forward and back-
ward computation and propagation (e.g., sto-
chastic gradient descent) potentially among many 
servers in different computer racks, rows and 
areas in a data center. DNN training needs com-
munication among neurons in different layers with 
different interconnections in both forward and 
backward propagation, in an iterative and syn-
chronous or asynchronous manner, which creates 
new challenges due to one-to-many, many-to-one 
and many-to-many communication paradigms, 
so new network protocols need to be designed 
and optimized to support multicast and incast 
flows, adaptive precision quantization and update 
sampling, and so on. Given the complex graph 
topology involved, the existing optimized solu-
tions for north-south (client-server) or west-east 
(server-server) traffic are challenged, and the com-
munication between the servers for learning-cen-
tric applications can easily become a bottleneck.

The new learning-oriented network architec-
ture should leverage the regularity of data center 

network (DCN) topologies and communication 
patterns in learning-centric applications, and incor-
porate the sampling/compression techniques as 
not all model parameters and gradients are of the 
same importance for convergence accuracy and 
speed. Furthermore, the new architecture should 
have the flexibility to explore the learning-centric 
applications between geo-distributed data cen-
ters, where the propagation delay and wide-area 
network (WAN) traffic and cost are major con-
cerns.

Large-Scale Network Edges
Not all learning-centric applications can collect 
and process data in a cloud data center, due to 
privacy concerns and latency constraints. Thus 
federated and distributed machine learning has 
attracted a lot of attention in the last few years 
[9]. Leveraging the existing trust between users 
and their immediate Internet service providers 
(ISP), many learning opportunities can happen at 
the edge of the network.

However, each edge network may only have 
limited views and insights into the learned model 
due to the limitation in users and data, and the 
model lacks generality and extensibility. How to 
make a proper trade-off to distribute and fed-
erate learning at the network edge, especially 
with enough scalability, is still a challenge in the 
machine learning domain, where networking can 
also help.

Instead of always transporting the entire data 
set or model parameters, we can compress/aggre-
gate partial information/knowledge gradually at 
the edge, in a controllable lossless or lossy man-
ner, to meet the network bandwidth and latency 
constraints. Our work on edge-based sound event 
localization and identification shows the promise 
of this approach [10].

High-Mobility 6G Devices and Networks
6G mobile communication systems will become 
the Internet of Intelligence (IoI), connecting all 
kinds of mobile devices above, on, or under-
ground or water. Low-orbit satellites and high-al-
titude platforms can also become part of the 
backhaul and backbone networks. Regardless, 
most of them have mobility, some very high, 
although a few are very predictable (e.g., satel-
lites). Mobile networks bring new stability and 
scalability challenges to the IP protocol and 
IP-based routing, which were designed for fixed 
network infrastructure. For instance, using a sat-
ellite backbone, the high mobility of satellites will 
lead to frequent changes of IP routing tables, not 
affordable for satellites with limited energy supply 
and computing powers.

On the other hand, for many learning applica-
tions in 6G, data acquisition and transportation 
rely on high-mobility end devices (UAVs/AUVs, 
drones, robots, and so on) and high-mobility 
access networks (high altitude platform systems, 
satellites, and so on). How to support these AI 
applications given both the user and network 
mobility is a great challenge for network protocol 
and architecture design. For applications involv-
ing mobile users, they may accumulate lots of 
data around them, but cannot transfer all data 
to the cloud due to communication and privacy 
constraints. Edge can help, but for some sensitive 

Not all learning-centric applications can collect and process data in a cloud data center, due to privacy 
concerns and latency constraints. Thus federated and distributed machine learning has attracted a 

lot of attention in the last few years. Leveraging the existing trust between users and their immediate 
Internet service providers (ISP), many learning opportunities can happen at the edge of the network.
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data, users prefer to keep data with them only 
or in a peer-to-peer or device-to-device manner 
while still benefiting to and from the learning at 
the edge and/or in the core. Mobile users and 
their data will come and go time-wise and show 
up at different locations, which requires additional 
network support when end-to-end connectivity 
cannot be guaranteed in opportunistic sessions. 
Although mobility brings challenges, highly pre-
dictable mobility can be leveraged to improve the 
data collection performance for learning applica-
tions.

End-Edge-Cloud Orchestration
Overall, learning can happen in the data center, 
around the network edge, and on end-user equip-
ment, and many learning-centric applications may 
involve all three of these levels. The local, partial 
knowledge from the device and edge needs to 
be aggregated for useful and meaningful infer-
ence and decision making. This communication 
paradigm is very different from the traditional 
point-to-point, reliable, and elastic data transfer, 
as information can have different data represen-
tations, and knowledge can be transformed and 
transferred. The end-edge-cloud orchestration is 
required for communication networks, so the net-
work can become a giant, smart computer, with 
computing, storage, sensing, and control inside.

An example of end-edge-cloud orchestration 
is given in Fig. 2 for abnormal sound event iden-
tification and localization, which consists of audio 
feature extraction, sound source localization, and 
sound event classification [10]. Here, the end 
devices, edge servers, and cloud-based servers 
can coordinate with each other, so the abnormal 
event, such as gunfire, can be detected prompt-
ly and accurately. End devices (sensor nodes) 
collect raw audio samples and conduct simple 
audio signal processing/compression and send 
mel-spectrogram to edge servers for aggregation 
and ensemble learning. Meanwhile, the edge serv-
ers collect localization information from sensors 
to weigh learning parameters properly (depend-
ing on the distance between the sensors and 
sound source, their mel-spectrograms have dif-
ferent contributions to sound identification), and 
avoid over and under-fitting in localization (too 
much or few ranging information can distort the 
localization accuracy). Edge servers can relieve 
the core network congestion while enhancing the 
privacy of local communities by pre-processing 
the audio signals for feature extraction and sound 
source localization, and cloud-based servers have 
high computation and storage capacity to han-
dle time-consuming post-processing tasks such as 
sound classification by a pre-trained neural net-
work. Considering the biased audio information 
due to source-sensor geometries, a cooperative 
decision-making algorithm will aggregate the 
sound event classification results with adaptive 
control and ensemble learning.

The end-edge-cloud orchestration of the above 
example is coordinated by the edge server to pro-
vide low latency services, and it decides to off-
load computation-heavy and delay-tolerant tasks 
to the cloud. Generally speaking, in-network ele-
ments, such as edge servers, can coordinate data 
compression and information aggregation, with 
control signalling interacting with end points and 

applications. The new learning-oriented network 
architecture can incorporate the three-level hier-
archy of intelligence, end, edge, and cloud, to 
support a wide variety of AI applications. Here, 
efficient end-edge-cloud orchestration at different 
scopes and with different levels of coupling for 
distributed AI in computing, communication, and 
control is a challenging, open issue.

AI for New Network Architecture and 
Protocols

With the diverse learning-centric applications, 
the network protocol stack needs to adapt to dif-
ferent application requirements. The traditional 
approaches, one-fits-all or all-in-one, are no longer 
viable for both the network and new applications. 
Decomposing the existing protocol stack, identi-
fying and creating basic building blocks, and only 
composing and assembling needed ones for cer-
tain applications and to adapt to network dynam-
ics, is a more promising approach. This approach 
can also avoid redundant and sometimes con-
flicting controls adopted in different layers in the 
current Internet protocol stack.

How to design and engineer such a flexible 
architecture and adaptive protocols is a com-
plicated issue, while we can apply advanced AI 
techniques to assist the process. In the following, 
we first present a big picture of the new network 
architecture with AI-powered protocol stack. Sev-
eral aspects to apply AI for learning-oriented net-
works are then discussed.

Learning-Oriented Network Architecture
As shown in Fig. 3a, in the early days, termi-
nal-to-controller communications happened in a 
request interrupt or polling manner to exchange 
keystroke codes and screen echoes in a char-
acter-by-character or block-by-block mode, with 
asynchronous or synchronous serial or parallel 
communication lines, possibly through dial-up 
or leased-line modems. The demand of host-to-
host communications driven by remote job entry 
(rexec), remote login (telnet), file transfer (ftp) 
and electronic mail applications saw the develop-
ment of peer-to-peer network protocols such as 
the ARPANET network control program (NCP) 
and Internet TCP/IP with symmetric communica-
tion endpoints and dedicated interface message 
processors or routers. With the birth of the World-
wide Web in the 1990s, client-server applications 
dominated the Internet in a request-response 

FIGURE 2. Cooperative abnormal sound event detection in the end-edge-cloud 
orchestrated system.
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transaction manner, and drove the evolution of 
HTTP/0.9 to 1.0 and 1.1 to run on top of TCP/
IP better.

Since 2000, many mid-boxes such as net-
work address translators (NATs), socket proxies 
(SOCKS), cache servers, deep-packet inspection 
intrusion detection/prevention systems (IDS/IPS) 
and fi rewalls, and so on, started to break the strict 
layering of the network protocols and the end-to-
end arguments. With the rapid growth of network 
applications and in-network devices, and devel-
opment of HTTP/2 (SPDY) and HTTP/3 (QUIC), 
the Internet is evolving toward a more intelligent 
global network. We start to see the separation 
of the data plane and control plane, as shown in 
Figs. 3b–3d.

The learning-oriented architecture further 
separates the protocol mechanisms and control 
policies in the control plane, where the protocol 
modules, regardless if they are implemented in 
network interface controllers, OS, system librar-
ies or application software, can be adaptively 
composed, confi gured and optimized at run time 
based on application requirements and network 
dynamics, as shown in Figs. 3c–3d. The new 
opportunities of applying AI for the learning-ori-
ented networks are in the control plane, that is, 
how the protocol stack decomposes and compos-
es modular protocol mechanisms, and confi gures 
control policies for supporting various applications 
eff ectively and effi  ciently, as discussed below.

decomposItIon And composItIon for protocol functIons
The TCP/IP protocol stack with the widely used 
Berkeley Software Distribution (BSD) Unix socket 
application programming interface (API) offers 
two transport-layer services, the TCP-supported 
stream service and UDP-supported datagram 
service. TCP has connection management and 
flow, error, and congestion control all-in-one, 
while UDP has none of them except transport-lay-
er addressing/multiplexing. Thus, Internet appli-
cations can only choose between fully reliable, 
ordered stream service and unreliable, unordered 
datagram service, or reimplement connection 
management and flow/error/congestion con-
trol themselves or in software libraries again, for 
example, the Google QUIC protocol.

Instead, following the domain-specific, mod-
ular, and object-oriented design principle for 
large-scale software systems, we can decompose 
protocol mechanisms such as connection man-
agement and flow/error/congestion control in 
the OS kernel, and allow applications to confi gure 
these building blocks according to certain control 
policies to fi t their needs (Fig. 3).

An example of a decomposed transport layer 
protocol is given in Fig. 4. Here, the connection 
management, fl ow control, error control, and con-
gestion control are decomposed, so the control 
functions can be selected flexibly. For instance, 
if an application can tolerate packet losses while 
preferring timely datagram services, the transport 
layer protocol can keep the fl ow/congestion con-
trol, while skipping connection management and 
error recovery (e.g., end-to-end retransmission). 
If another application requires a high-reliability 
and low-latency streaming service with smooth 
throughput, the protocol should carefully confi g-
ure its connection management, error control and 
congestion control modules to meet the service 
requirements. In addition to considering the ser-
vice requirements, the confi guration of the proto-
col should also consider and react to the network 
features. For example, if the connection with long 
round-trip time relies on a highly dynamic and 
lossy communication link, the end-to-end error 
control may combine both the forward error 
correction (FEC) and automatic repeat request 
(ARQ) mechanisms to provide high-reliable and 
low-latency services.

Note that the decomposition shown in Fig. 4 is 
not complete, as new functions can be included 
for other service requirements, such as delay/jitter 
control, and different types of protocol mecha-
nisms can be added for each control function, 
such as rate-based flow and congestion control, 
timer-based connection management, configu-
rable error control based on traffic classes, and 
so on.

Furthermore, these protocol mechanisms and 
control policies have many parameters, for exam-
ple, the initial congestion window and slow-start 
threshold in TCP. Existing implementations hard-
code default parameters or adjust them after the 
connection is established and data transfer is ongo-

FIGURE 3. Toward learning-oriented network architecture.
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ing. Once the data transfer is finished and the con-
nection is closed, the new connection for a similar 
pair of sender and receiver has to go through the 
same process, which is lengthy for some short-
lived flows. A better approach is for the network 
to learn from experience and set the initial param-
eters for the new connection in a more informed 
way. TCP fast open is an attempt toward this direc-
tion, but more systematic approaches are needed 
to handle the transfer of knowledge in both the 
time and space domains with different granulari-
ties, and also for dealing with the multimedia, mul-
ticast, and mobility challenges.1

Sequential Decision-Making Network Problems
Given the decomposition of protocol functions, 
a key issue for the new protocol architecture is 
how to select and configure protocol functions 
to meet the service requirements and network 
dynamics. To compose and decompose proto-
col mechanisms for dynamic and adaptive con-
trol policies, and parameter configuration and 
optimization, there are many decisions to make, 
some of which are done sequentially and have 
interdependence between them and over time. 
These decisions have to explore the unknown and 
changing environment and exploit the learned 
knowledge to minimize regret (performance loss 
due to the lack of prior knowledge).

To solve the sequential decision-making prob-
lems, we should consider the trade-off of explora-
tion and exploitation and aim to minimize regret 
(performance loss) during the exploration and 
exploitation process. This problem can be for-
mulated as a multi-armed bandit problem, which 
can be solved with guaranteed performance (with 
bounded regrets) using various learning algo-
rithms, such as the upper confidence bound algo-
rithm or the Thompson sampling algorithm. For 
instance, content caching in wireless cellular edge 
can be formulated as a stochastic combinatorial 
multi-armed bandit problem with delayed feed-
back and forced-to-sleep arms [12, 13], so we can 
solve the problem effectively and efficiently.

In the context of federated and distributed 
learning in a cloud data center, around the net-
work edge, and on mobile users, we need to 
make the multi-armed bandit model more generic 
and powerful in terms of multiple, combinatorial, 
sleeping/moving arms (i.e., actions), as well as 
multiple decision-making agents. Overall, this is 
a promising tool to solve many sequential deci-
sion-making network problems, and it is very use-
ful for the composition process of the protocols 
in the new protocol architecture with modular, 
configurable protocol functions.

Multi-Agent Online Optimization
In a networked system, multiple players or agents 
are involved, most likely distributed. How to opti-
mize network performance in an online manner, 
that is, improving while things are happening, is a 
grand challenge [14].

Similar to sequential decision-making prob-
lems, we can investigate the trade-off of explo-
ration and exploitation using the multi-armed 
bandit approach. For example, in a highly mobile 
ad hoc network where no prior knowledge is 
given and nodes only have limited data packets 
to send (i.e., without additional routing packets 

possibly exchanged in advance), Thompson sam-
pling-based opportunistic routing with multiple 
agents (i.e., routers) can be applied to ensure 
bounded regrets.

Moreover, in a distributed AI system, there 
are many data sources, and possibly some “weak-
er” learners due to the limitation of time, space, 
computation, communication, and storage capa-
bilities. However, if these weak learners can coop-
eratively coordinate with each other, they can 
become strong learners overall. In this sense, the 
network for AI and AI for the network naturally 
connect the network and distributed AI. Howev-
er, not all agents are available all the time, due to 
the distributed manner, and some might be selfish 
or malicious. Thus, how to learn effectively and 
efficiently for distributed AI becomes a new chal-
lenge, which will also be addressed later.

Auto-Configurable and Self-Evolving Protocols
The learning-oriented network architecture and 
decomposed and composable protocol stack 
need a new API for applications, particular-
ly learning-centric applications, so the protocol 
stack can automatically configure and continu-
ously improve according to applications’ require-
ments and network dynamics. The applications 
can give some high-level intent at the beginning, 
and through the interaction between the protocol 
stack as the agent and the application and net-
work as the environment. Again, multi-armed ban-
dit approaches can play a key role, making the 
trade-off between exploration and exploitation in 
an online manner, so the applications do not have 
to handle all the complexity inside the network 
and protocol stack. This will make the network 
more intelligent.

Here, we assume the applications are cooper-
ative and willing to share the intent with the net-
work, so the network can optimize the protocol 
composition. However, some applications may 
not be willing to do so. In this case, the protocol 
stack can infer the application intention by topol-
ogy and traffic inference as discussed below.

Security and Privacy of Distributed AI
Similar to the security and privacy issues intro-
duced by communication and networking, distrib-
uted AI can also bring in new security and privacy 

FIGURE 4. Decomposed protocol: an example.
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concerns, for example, how much information 
the applications shall expose to the network and 
can trust the feedback and instruction from it, and 
vice versa [15]. Here, we discuss these challeng-
es from the network protocol and architecture 
design perspectives.

Topology Inference
Networking may go across different domains 
(autonomous systems, AS), and the neighbor ISPs 
may appear to be a blackbox. Certain knowledge 
about the topology of neighbor networks can 
help the current network better utilize its resourc-
es and serve its users and applications better. 
Thus the new learning-oriented network archi-
tecture and protocol stack can have certain van-
tage points inside the network and in neighbors if 
cooperative, to infer network topology and traffic 
condition with a small amount of probing traffic. 
With this knowledge, the protocol stack can auto-
matically explore the diversity inside the network, 
for example, multi-homing, multi-link, multi-hop, 
and multi-path in the network, without revealing 
all network details.

Traffic Inference
Not all applications can and are willing to give 
traffic specifications when creating the flow and 
during data transfer. Existing network manage-
ment relies on packet inspection, but end-to-end 
encryption makes it infeasible. However, the net-
work can infer traffic behavior from packet size, 
sending gap, flow duration and volume, for exam-
ple, distinguishing very short liveness heartbeats, 
medium-sized regular voice packets, and longer 
video packets. The network can also correlate the 
incoming and outgoing traffic in timing and length 
to infer client, server, or relay nodes. Even if the 
application is not revealing its traffic specification, 
learning-based traffic inference can help the net-
work to manage it better.

Protocol Security
A smarter protocol stack may incur more security 
vulnerabilities, and here we focus more on the 
protocol itself, instead of the implementation due 
to buffer overflow and other issues. The protocol 
shall be correct without livelock or deadlock and 
not susceptible to denial of service (DoS) attacks. 
Certain model checking tools can be used, while 
we can also apply learning-based approaches to 
improve protocol security by watchdog modules, 
so possible vulnerabilities and attacks can be 
mitigated before they are exploited by malicious 
users.

User Privacy
With learning, more application and user informa-
tion might be exposed to the network and pos-
sibly curious or malicious third-parties, and thus 
user privacy becomes the main concern. With-
out properly preserving user privacy, users are 

unlikely to contribute to and thus benefit from 
the learning, degrading a win-win situation to a 
lose-lose one.

In addition, after deploying AI applications 
on networks, AI models should be released and 
accessed by authorized entities or publicly. Even 
though only black-box access is allowed, that is, 
the AI model training algorithm is not disclosed 
publicly, adversaries can launch many malicious 
attacks, including membership inference attacks 
and model extraction attacks, to break the model 
privacy requirements. Consequently, different 
network data centers may not be willing to pub-
lish their well-trained AI models, which are often 
considered as intellectual property. Thus the new 
network architecture and protocol stack have to 
preserve user privacy including data and model 
privacy while maintaining protocol security.

There have been extensive research efforts 
in data and model privacy preserving using 
cryptography tools like secure multi-party com-
putations and homomorphic encryption. These 
cryptographic tools can help but still suffer from 
high complexity and overhead.

We can address the problem from additional 
approaches such as masking and consensus to 
achieve differential privacy. However, the masking 
and consensus process has to tolerate users com-
ing and going, as well as curious and malicious 
users.

Attacks on AI Security Functions
AI network security functions, for example, 
AI-based firewall and intrusion detection, can 
monitor and inspect network traffic intelligently 
to identify anomalous or malicious activities by 
learning from historical data. However, AI-based 
network security functions are vulnerable to mali-
cious adversarial attacks, which generate adver-
sarial inputs to mislead the training of AI models. 
How to detect and react to these attacks on AI 
models used to protect the network remains an 
open problem. Traffic inference mentioned in the 
previous subsection and generative adversarial 
models may be useful for countermeasure.

Conclusions and Further Discussions
Network architecture research is challenging and 
there are many “failed” attempts already [5], but 
we can learn from the research process and still 
apply many techniques in new environments, for 
example, Asynchronous Transfer Mode traffic 
management now in Multiprotocol Label Switch-
ing traffic engineering. More importantly, we have 
much more confidence in the learning-oriented 
network architecture for the following reasons.

First, unlike many previous attempts that tried 
to replace the Internet as a whole, we can focus 
on specific networks such as DCN, satellite, and 
6G networks, where they are relatively standalone 
by themselves and isolated from others. They can 
interconnect with the current Internet through a 
protocol gateway or overlay. Second, although 
previous attempts tried to address the challenges 
faced by the Internet from different aspects, they 
followed the traditional design philosophy for one-
shot optimization in a one-fits-all approach. Here, 
we focus on a learning-oriented approach with 
modular decomposition and composition. Third, 
we mainly target learning-centric applications, and 

The new learning-oriented network architecture and protocol stack can have certain vantage points 
inside the network and in neighbors if cooperative, to infer network topology and traffic condition with 
a small amount of probing traffic. With this knowledge, the protocol stack can automatically explore the 

diversity inside the network.
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we find they will become more dominant in the 
next decade. Unlike another data pipe, we intro-
duce multipoint-to-multipoint in-network process-
ing/aggregation for learning inside the network 
to support learning-centric applications and other 
applications better.

The learning-oriented approach is expected 
to have a significant impact to support AI appli-
cations in the data center, around the network 
edge, and on mobile devices, as we expect more 
of these applications in the coming decades. Dif-
ferent from the previous work that only explored 
learning above the network, we advocate learning 
inside the network, to make the network smarter 
and more dependable, for not only learning-cen-
tric applications but also other applications with 
improved performance and functionality. The 
learning-oriented network architecture and recon-
figurable, self-evolving protocol stack will bring 
a new golden age for integrated computing and 
communication networks, similar to that for com-
puter architecture. Extensive research is beckoned 
to create new learning algorithms, methods, and 
prototypes, particularly for data center, satel-
lite, and 6G networks. They will have substantial 
impacts on standards and product development 
for the future paradigm of Internet-of-Intelligence.
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