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Abstract—Mobility-assisted data collection in sensor networks creates a new dimension to reduce and balance the energy
consumption for sensor nodes. However, it also introduces extra latency in the data collection process due to the limited mobility of
mobile elements. Therefore, how to schedule the movement of mobile elements throughout the field is of ultimate importance. In this
paper, the on-demand scenario where data collection requests arrive at the mobile element progressively is investigated, and the data
collection process is modelled as an M /G/1/c-N.JN queuing system with an intuitive service discipline of nearest-job-next (NJN).
Based on this model, the performance of data collection is evaluated through both theoretical analysis and extensive simulation. NJN is
further extended by considering the possible requests combination (NJNC). The simulation results validate our models and offer more
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insights when compared with the first-come-first-serve (FCFS) discipline. In contrary to the conventional wisdom of the starvation
problem, we reveal that NJN and NJNC have better performance than FCFS, in both the average and more importantly the worst
cases, which offers the much needed assurance to adopt NJN and NJNC in the design of more sophisticated data collection schemes,

as well as other similar scheduling scenarios.

Index Terms—Wireless ad hoc sensor networks, mobile elements, on-demand data collection

1 INTRODUCTION

MANY applications in wireless sensor networks are data
oriented [1], [2]. Data collection in sensor networks
typically relies on the wireless communications between
sensor nodes and the sink, which may excessively consume
the limited energy supply of sensor nodes due to the super-
linear path loss exponents [3]. Furthermore, sensor nodes
near the sink also tend to deplete their energy much faster
than other nodes due to the data aggregation towards the
sink, which imposes them a much heavier volume of data to
forward and leads to a very unbalanced energy consump-
tion in the entire network [4]. In addition, these approaches
are based on a fully connected network, which requires the
dense deployment of nodes and thus introduces extra costs.

Another data collection approach utilizes the often-
available, controlled mobility of certain devices, referred
to as mobile elements (MEs) in this paper [5], [6], [7]. By
utilizing mobile elements, not only more energy can be
conserved and balanced on sensor nodes, but also the
communications and networking become possible in very
sparse networks with the store-carry-forward approach.
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For example, the seabed crawler deployed in the observa-
tory of the NorthEast Pacific Time-series undersea net-
worked experiments (NEPTUNE) can cruise through
several experimentation sites, “talk” to experiment devi-
ces, and bring the data back to the junction boxes [11].
Another mobile element example is the Seaeye Sabertooth
[12], a battery-powered autonomous underwater vehicle,
which travels in deep water environments to collect data
from deployed equipments, and uploads the data to the
control center at the docking station. Other examples of
the mobility-assisted data collection include the smart
buoy equipped with Seatext from WEFS [13], the structural
health monitoring with radio-controlled helicopters [14],
and so on.

Although mobile elements create a new dimension for
data collection, they also introduce extra challenges. First,
the data collection latency may be large due to the rela-
tively low travel speed of mobile elements [15], [18], espe-
cially when compared with that of electromagnetic or
acoustic waves. This large latency must be addressed for
applications with tight requirements on the timely data
delivery. Second, with a large latency, data loss might
occur due to the buffer overflow of sensor nodes, which is
not desirable for data integrity sensitive applications [16].
Finally, mobile elements themselves are battery-powered
as well in most cases, e.g., the travel distance of Sabertooth
is about 20-50 Km with a fully charged battery, so the data
collection must be accomplished before mobile elements
deplete their own energy.

A lot of efforts have attempted to address these chal-
lenges by finding the optimal data collection tour for the
mobile elements, under the offline scenario where the data
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collection is carried out in a periodic way [17], [25], [26], [44].
However, in a more practical scenario where the data collec-
tion is carried out in an on-demand manner, we need to
determine how the mobile element should carry out the
data collection tasks without a priori information on the
data collection demands. There are some existing efforts
aiming to design data collection schemes for this online sce-
nario [21], [49]. However, a critical and unaddressed issue
is how to evaluate the efficiency and optimality of the pro-
posed schemes, because without a priori knowledge on the
request arrival, no optimal solution is available as the
benchmark in this case.

In this paper, we focus on this on-demand data collection
scenario and tackle this limitation by theoretically analyzing
the data collection performance when certain classic disci-
plines are adopted through a queue-based modeling
approach, which offers important guidelines in designing
and evaluating more sophisticated on-demand data collec-
tion schemes for the mobile elements.

We first show that data collection requests in the
online scenario can be captured by a Poisson arrival pro-
cess, and with the travel distance (and time) distribution
between any two sensor nodes in the sensing field, the
collection process can be modelled as an M/G/1/c-NJN
queuing system, which accommodates at most ¢ requests
at the same time. The NJN stands for Nearest-Job-Next, a
simple and intuitive discipline adopted by the mobile
element (server) to select the next to-be-served request
(client). A challenge with the analysis of the NJN disci-
pline is the dynamic and state-dependent service time, as
will be explained later. Furthermore, observing that mul-
tiple requests can be combined and served together by
the mobile element if a collection site within the commu-
nication ranges of all the corresponding sensor nodes
can be found, we extend the NJN discipline to NJN-with-
combination (NJNC), ie, M/G/1/c-NJNC, to explore
how much gain can be achieved by the possible requests
combination. The resultant data collection efficiency is
evaluated based on the analytical results on the system
measures of these models.

To the best of our knowledge, this is the first time that
the distributions of critical performance metrics with NJN
and NJNC are obtained through a queue-based approach,
and the approach can be extended to other dynamically-
prioritized scenarios as well. Our results show that even
though NJN may be unfair for farther-away requests tem-
porarily, its average performance outperforms FCFS
greatly and more importantly, even its worst-case perfor-
mance is better than FCFS, especially in the case of
NJNC. These results offer the much needed assurance to
adopt NJN and NJNC in the design of more sophisticated
on-demand data collection schemes.

The remainder of this paper is organized as follows.
Section 2 briefly reviews the literature on the mobility-
assisted data collection. In Section 3, we outline the prob-
lem setting and list the assumptions and definitions used
in this paper. We present the analytical models of the
NJN and NJNC disciplines in Section 4 and Section 5,
respectively. The analytical and simulation results are
presented and compared in Section 6 for model validation
and further insights. In Section 7, we discuss the possible

approaches to further extend and improve the work.
Finally, we conclude this paper in Section 8.

2 BACKGROUND AND RELATED WORK

Recently, a lot of efforts have been made on exploring the
mobility-assisted data collection in wireless sensor net-
works [25], [27], [29], [44]. Many of them are scheme
design oriented for the offline scenario where the mobile
elements know all requests in advance and carry out the
data collection periodically [17], [19], [28]. For example,
Ryo et al. focused on the scenario where the ME has to
accomplish the data collection task by visiting all the
nodes within the shortest possible time in [17]. They for-
mulated the problem as a label-covering problem, which
was proved to be NP-hard. A tour selection algorithm for
the ME was proposed in [20], which starts with a con-
nected dominating set of the network, obtains a minimum
spanning tree based on it, and finally generates a Hamilto-
nian circuit for the ME. The case where multiple MEs exist
in the network was considered in [28]. Xing et al. tackled
this problem by finding the rendezvous locations in [29],
and extended the work to jointly optimize the data rout-
ing path and the tour of the ME in [30].

In contrast, the online mobile data collection, which is
carried out in an on-demand manner, is much less explored,
even though it is more practical in reality [21], [49]. The
most intuitive service discipline is first-come-first-serve
(ECEFS), i.e., the order to serve requests is the same as their
arrival order, whose performance is analytically evaluated
in [10]. However, due to the randomness of service requests
in both of the time and space domains, the ME may unnec-
essarily travel back-and-forth to serve requests, which is
clearly undesirable since the travel time of the ME domi-
nates the data collection latency. Another intuitive service
discipline is to serve the geographically nearby requests
first, or nearest-job-next, in order to reduce the distance that
the ME has to travel and thus the time it has to spend on.
However, in the literature and practical systems, NJN and
its variants are much less explored, due to the concerns dis-
cussed below.

NJN is similar to the traditional shortest-job-next (SJN)
service discipline [22]. However, two extra issues need to
be considered. First, for SJN, the service time for each job
has to be accurately estimated upon its arrival in the sys-
tem and remain fixed before its service. But the service
time with NJN for data collection in wireless sensor net-
works is jointly determined by the location of the
requesting sensor node and that of the serving ME,
which cannot be determined in advance until the job is
about to be served. This dynamic service time makes not
only the existing results on SJN not applicable to our
problem [23], but also the analysis on NJN much more
challenging due to the dynamic priority of a particular
request. Second, SJN is known to lead to the starvation
problem for large jobs, which limits its practical imple-
mentation. Thus whether NJN suffers from the similar
unfairness problem for mobility-assisted data collection
is another question we need to answer. Another disci-
pline similar to NJN is the shortest-seek-time-first (SSTF) in
disk scheduling [24]. The disk tracks are normally treated



HE ET AL.: EVALUATING SERVICE DISCIPLINES FOR ON-DEMAND MOBILE DATA COLLECTION IN SENSOR NETWORKS 799

]
. . 1 .
offline scenario | on-demand data collection
]
]

entire set of sensor nodes as input =+ requesting sensor nodes as input
1
|
|

—_—T

input is fixed and
known in advance

input is dynamic and no
a priori information is available

aim to plan the

1
1
1
aim to design the optimal
optimal tour for the ME :
1
1

service discipline for the ME

compute the tour once, and collect > need to select the next request
data periodically based on it : upon each service completion
1

Fig. 1. Differences between the on-demand data collection and the off-
line data collection.

in a one-dimensional space, while the sensing field of
NJN is a two-dimensional space.

The design of dynamic scheduling schemes has been
extensively explored in the scenarios such as the dynamic
vehicle routing [45] and dynamic traveling salesman problem
[46]. Greedy schemes similar to NJN have been explored
by the research efforts on these problems [47], [48], and
our queue-based analysis advances the investigation by
obtaining the probability distributions of its critical per-
formance metrics, such as the queue length, queuing
time, and response time. The most relevant work to ours
is [49], in which the communication range between the
mobile elements and sensor nodes has been exploited to
facilitate the data collection, as we did in NJNC. A travel-
ing salesman problem with neighbourhoods (TSPN)-based
schedule has been proposed, and the system stability
under it has been proved. We treat the TSPN-based
schedule as the state-of-the-art in the on-demand data
collection problem in sensor networks and adopt it as an
important benchmark in our evaluations.

3 ON-DEMAND DATA COLLECTION

3.1 On-Demand Scenario versus Offline Scenario
Numerous research efforts on the mobile data collection in
sensor networks exist, and most of them focus on the offline
scenario, where the mobile elements carry out the data col-
lection in a periodic manner. A potential issue with this peri-
odic data collection is that certain sensor nodes may not
have data to upload, and visiting these nodes just to find
out no data to collect is clearly not good for a high-efficient
data collection process.

Observing the limitation of the offline scenario, in this
paper we consider the online scenarios, in which the data
collection is carried out by the mobile elements based on the
real-time demands from sensor nodes, i.e., the data collec-
tion is carried out in an on-demand manner.

More specifically, in the on-demand mobile data collec-
tion problem, we consider the scenario where mobile ele-
ments travel around in the sensing field to collect data
from sensor nodes with wireless communication techni-
ques. Sensor nodes gather sensory data according to
application requirements, and when they have gathered
enough data to report, or have captured certain events
that are of particular interests, sensor nodes will send
data collection requests to the MEs by adopting existing

(a) FCFS

Fig. 2. Demonstration of the FCFS and NJN service disciplines. For clar-
ity, only requesting sensor nodes are shown and no new requests are
considered. The arrival order of requests is shown lexicographically.

lightweight and efficient protocols that can track and
communicate with the MEs [3], [31].

Note that usually these tracking protocols rely on the
multi-hop forwarding of messages among sensor nodes.
Thus adopting these protocols to report the sensory data,
which are usually of much larger size, e.g., in camera sensor
networks [32], is clearly not a good choice for the node
energy efficiency. This is also the reason that we introduce
the MEs to the network.

The ME maintains a buffer to store the received requests,
and serve them according to its service discipline. As a base-
line, in this paper we consider the case where only one ME
is available in the network, and discussion on the case of
multiple MEs is provided in Section 7.

Different from the offline scenario, the on-demand
data collection shows great dynamics, which reside in
both the temporal domain, i.e., when a new data collec-
tion request will arrive, and the spatial domain, i.e.,
where the new request will come from. This dynamic
property means our objective will shift from the optimal
path planning for the ME [17], [19], [29], [30], [44], to the
design of efficient real-time service disciplines to select
the request to serve next. The real-time character of the
on-demand scenario also impose a low computation
complexity requirement on the service disciplines. Fig. 1
summaries the differences between the on-demand data
collection and that under the offline scenario.

3.2 Our Approaches

In the on-demand data collection, the ME needs to select
request from its buffer as the next one to serve, which shows
a clear queuing behavior. Inspired by this, our approach is
to model the on-demand data collection process as a queu-
ing system (an M/G/1/c queuing system, as will be
explained in Section 4), and theoretically analyze the perfor-
mance of data collection with different service disciplines.
These analytical results reveal insights on the data collection
performance and guide the design of more sophisticated
service schemes.

When talking about service disciplines, the first one
comes to our mind would be the first-come-first-serve disci-
pline, whose performance has been extensively explored
by the queuing theory society [39]. However, FCFS disci-
pline schedules requests based on their temporal features,
which may make the ME unnecessarily move back-and-
forth, as shown in Fig. 2a. This is clearly undesirable since
usually the travel time of the ME dominates the data col-
lection latency.
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Noticing the inefficiency of FCFS, we explore two other
disciplines that schedule the requests according to their
spatial features. The first service discipline we explore is
the nearest-job-next discipline (Fig. 2b), i.e., on finishing the
service of the current data collection request, the ME
selects the spatially nearest requesting sensor node in its
service queue according to its current location, and travels
to the node to collect data. Furthermore, with wireless
communications, it is possible for the ME to collect data
from multiple sensor nodes at a single collection site, pro-
vided that the collection site is within the communication
ranges of all these nodes. Inspired by this, we extend the
NJN discipline to NJN-with-combination, with which other
requests in the queue can be combined with the nearest
one and served together when possible. Analytical results
on the data collection with NJNC are also derived to
quantitatively evaluate the performance improvement by
the possible requests combination.

To simplify the calculation and presentation, we assume
a unit square sensing field in this paper. This assumption
can be relaxed without violating the analysis and equiva-
lent results can be obtained accordingly, although the com-
putation may be more complicated. Also, we assume that
the time from a sensor node sending out its request till the
ME receiving the request is negligible when compared
with the travel time the ME takes to serve the request. Dis-
cussion on how to remove these two simplifications can be
found in Section 7.

3.3 Definitions and Symbols
For clarity, we list and briefly explain here the definitions
used in this paper.

o u: the travel speed of the ME (normalized w.r.t. the
side length of the field);

e 1 the wireless communication range (normalized
w.r.t. the side length of the field) between the ME
and sensor nodes;

e c: the maximal number of requests that the ME can
accommodate at the same time;

e &: the service time of requests, or S; for the to-be-
served request selected when there are [ data collec-
tion requests in the service queue;

e L: the size of the queuing system, i.e., the number of
requests that are waiting for or under service;

Z: the idle period of the queuing system;

B: the busy period of the queuing system;

7w = {my,m,...,7.1}: the system size probabilities at
the departure time of requests;

o w={wy,w,...,w}: the system size probabilities at
the arrival time of requests;

o u={up,uy,...,u}: the steady-state system size
probabilities of the queuing system.

4 DATA COLLECTION WITH NJN

We explore the case where the ME serves data collection
requests with the NJN discipline in this section. More spe-
cifically, by considering the arrival and departure pro-
cesses of data collection requests, we first model the
system as a non-preemptive M/G/1/c-NJN queuing

system, and then obtain the analytical results on the sys-
tem measures, which offer important insights on evaluat-
ing the performance of the data collection.

41 M/G/1/c-NJN Queuing Model

The obvious queuing behavior in the data collection process
inspires us to construct a queuing model to capture its per-
formance, in which the ME acts as the server and data col-
lection requests are treated as clients. For any queuing
model, the clients arrival and departure processes are the
two most fundamental components, so we characterize
them respectively in the following.

4.1.1 Arrival Process

For a particular sensor node in a stable network, the proba-
bility for it to send out a data collection request at a given
time instant is small, and the total number of sensor nodes
in the network is usually expected to be relatively large.
Theoretically, if the client population of a queuing system is
relatively large and the probability by which clients arrive
at the queue at a given time instant is relatively small, the
arrival process can be adequately modeled as a Poisson pro-
cess [34]. (Similar conclusions are also obtained in [35, Prop-
osition 1.12], , pp. 11). Based on this, we adopt a Poisson
process to capture the arrival of data collection requests to
the ME, which is further verified by an event-driven simula-
tor in Section 6.1.

4.1.2 Departure Process

The data propagation speed in sensor networks is about
several hundred meters per second [30], which is much
faster than the travel speed of the ME. Thus we assume
the communication time between the ME and the sensor
node to accomplish the data uploading is negligible (fur-
ther discussed in Section 7). In this way, the service time
of each request can be captured by the time from the ser-
vice completion of the current request to the time when
the ME moves to the next selected requesting sensor
node.

Due to the fact that the last collection site is also the
starting point of the travel when the ME serves the next
request, the service time of consecutively served requests
seem not to be stochastically independent. However,
denote the sequence of service times as {t1,ts,13,...}, and
if we examine only at every second element of the original
process, it is clear that {t;,13,t;,...} are independent of
each other, and the distribution-ergodic property of this
sub-process can be easily observed [36]. The same is true
for sub-process {is,t4,%s,...}. The distribution-ergodic
property still holds if we combine these two sub-processes
since their asymptotic behaviors do not change after the
combination. This means that if we can find the time distri-
bution when the ME travels between consecutive to-be-
served sensor nodes, we can adopt it as the service time
distribution for the queuing system over a long time
period, i.e.,

h
Fs(z) = hllrgcz% Pr{t; < a). (1)
: =0
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Fig. 3. State transition at departure time with FCFS.

One challenge in the performance analysis of NJN is
its dynamic service time, in the sense that it is deter-
mined by both the location of the requesting sensor node
and that of the ME just before its service. This dynamic
property of service time makes the existing results on
the traditional shortest-job-next discipline not applicable
in our problem, which requires the service times of cli-
ents are both known and fixed upon their arrival to the
queue [23]. We tackle this problem by adopting existing
results on geometrical probability.

By the results in [9], the distribution of the distance
between two random locations in a unit square is

2d(r — 4d + d) 0<d<1,
- -1 1
Fold) = 2d[25m (3)—2s1n 1—=
+AVP —1 - d* - 2] 1<d<y2,
0 otherwise,

(2)

and Fp(d) = [ fp(z)da.

Based on (2), and with the constant travel speed v of the
ME, the travel time distribution between two uniformly and
randomly distributed sensor nodes is thus

Fr(t) = Pr{D < vt}(0 < t < V2/v), (3)

and fT(t) = 8FT(t)/8t

The analysis of NJN becomes even more complicated due
to its greedy nature: the service time of the to-be-served
request tends to be shorter if more requests are waiting in
the system, which makes the service time state-dependent.
We begin our analysis by conditioning on the system size to
tackle the conditional service time.

4.1.3 Finite Capacity System

Note that for a specific application, certain constraints on
the maximal acceptable data collection latency exist,
either because of the requirement on the timely delivery
of sensory data or the possible buffer overflow of sensor
nodes. Thus a finite capacity queuing model is a better
choice to capture the system behavior when compared
with the regular M/G/1 queue. However, additional
attention is needed for those requests who arrive and
find a fully occupied system.

4.2 Service Time with a Given System Size
Denote [ as the number of requests that are waiting for
service when the ME just accomplishes the service of the

Fig. 4. State transition at departure time with NJN.

current request, and is about to select the next request,
i.e., the one sent by the nearest requesting sensor node
according to the current location of the ME, to serve.
Observing the randomness of both the current location of
the ME and the requesting sensor nodes, the distances
from these I requesting nodes to the ME can be approxi-
mately viewed as [ i.i.d. random variables with distribu-
tion fp(d) (further verified in Section 6.3.1). Thus based
on the results on the first-order statistic, the probability dis-
tribution of the distance between the ME and the nearest
requesting node is

Fpu(d) =1— (1 - Fp(d)), (4)

with probability density function (PDF) fp;(d) = 0Fp,(d)/
dd. The conditional service time distribution of the nearest
request with a given system size is thus

fs,(t) = v fpu(uvt), (5)

where S; represents the service time with system size [.

4.3 System Size at Departure Time

If we record the system size every time it changes, we can
see the next system size only depends on the current one,
which is exactly the Markov property. Also, the time the
system stays at the current size is a random variable
jointly determined by the arrival and the departure pro-
cesses of requests. From these, we can see the evolution
process of system size is a semi-Markov process. Then if we
only examine the system size at the departure time of the
requests, we can observe an embedded discrete-time Markov
chain, which is similar to the case with FCFS [10] (Fig. 3).
However, since the service time is now dependent on the
current system size, the chain becomes heterogeneous in
its transition probabilities (Fig. 4).

With the conditional service time distribution obtained
by (5), we can define and calculate the probability of i new
arrivals during the time serving a request selected from !
available ones as

'\/_/U —\t i
= [ ©

g il

where A is the intensity of the arrival process. Note that for
FCFS shown in Fig. 3,

V2/v e M i
= [ 7)
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The state transition matrix of the finite capacity queue
with NJN at the request departure time is then

r c—1 T
KoK Ko 1=> K
i=0
c—1
ko ki Ky 1=k
=0
c—2
=0
c—3 )
0 0 By 1=K
1=0
L0 0 -k 1k

and 7P = 7. Thus 7 can be calculated by > 7, = 1.

4.4 General Service Time

We have derived the conditional service time distribution in
Section 4.2, and have just obtained the system size probabili-
ties at departure times in Section 4.3. Note that the service
time of the current request is determined at the departure
instant of the previous request in most cases, and the only
exception is when the previous departure leaves behind an
empty system, in which case the service time simply follows
the distribution of fs, (t). Thus, we can obtain the general
service time distribution of requests as

Fs(t) = mo - /O fo @)z + S - /0 s @)z, (9)
=1

and fs(t) = 8Fs(t)/dt. The expected service time of the sys-
tem can be calculated by

v
BlS] = / £ fs(t)dt.

0

(10)

4.5 Steady-State System Size

It is proved in [39] that with an infinite system capacity,
the departure time system size probabilities of the stan-
dard M/G/1 queue are the same as those in the steady
state. However, this conclusion does not hold in the finite
capacity case, since we only have c states for the departure
time system size (0,1,...,c¢—1), while c+1 states
(0,1,2,...,¢c) have to be considered for the steady state
distribution. With the [evel crossing methods, we can
observe the fact that the distribution of system sizes just
prior to the arrival time is identical to the departure time
probabilities as long as arrivals and departures occur indi-
vidually, which clearly holds for the Poisson arrival and
the NJN disciplines. Thus

7; = Pr{new request finds ¢ in queue | request joins}
=w;/(1 —w.)(0<i<c—1),

SO

wy;:(lfwc)m- (2'20717...7071). (11)

To obtain w,, we can equate the arrival rate with the depar-
ture rate of the system,

M1 —w.) = (1—wy)/E[S],

we=1- (1 —wp)/(\- E[S]). (12)

Thus w can be obtained based on (11) and (12). Further-
more, with the PASTA property of the Poisson arrival pro-
cess, u=w, therefore the steady state system size
distribution is derived. The expectation of the steady state
system size can be calculated as E[£] =) ,i-u; and a
new request arrives to find a fully occupied system and
thus gets dropped with probability w.. Note that certain
existing hybrid data collection protocols (i.e., using multiple
homogeneous or heterogeneous MEs) could be good choices
to address these dropped requests if the missing data are
indeed needed [40].

4.6 Response Time

The ultimate metric to evaluate the data collection perfor-
mance is the response time R of requests, i.e., from the time
the request is sent to the time it is served. With the expected
system size and by Little’s Law, we know

E[R] = EIL]/(A1 - we)). (13)

However, similar to the case with the traditional SJN dis-
cipline, the possible starvation problem needs to be investi-
gated when NJN is adopted due to its greedy nature.

We argue that although NJN may suffer similar prob-
lem, its severity would be much less significant for the fol-
lowing two reasons. First, the service time of requests
with NJN cannot be arbitrarily large, which is bounded by
the maximum travel time of the ME when serving two
consecutive requests, i.e., V2 /v to cross the sensing field.
Second, the service time of a specific request changes as
the ME travels in the field, and the probability that it
keeps at a large value during a long time period is small.

However, the expected response time shown in (13) is
not enough to verify the above reasoning, and more
insights on the distribution of response time are needed.
For a given request, its response time R consists of three
parts, the residual service time S, of the request under ser-
vice upon its arrival, the waiting time from the first depar-
ture after its arrival to the time it enters service WV, and its
service time S, i.e.,

R=8 +W+S. (14)

Investigating one step further, we can see that the wait-
ing time WV is actually the sum of the service time of those
requests served before the given request. Based on the
results on the general service time of the queuing system
(Section 4.4) and by convolution theorem, the distribution of
the waiting time when conditioning on the fact that :
requests are served ahead can be obtained as

Fw(td) ~ £5(8),
where f*)(.) is the z-fold convolution of f(-).

(15)
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Again, consider the case that [ requests are waiting in
the queue for service when the ME selects the next one to
serve. As mentioned above, these | distances from the ME
to each of the requesting sensor nodes can be viewed as [
iid random variables, and thus the probability for any
one of them to be selected as the next to serve is approxi-
mately 1/1.

Note that it is clear that given a specific requesting node,
the probability for its request to be selected as the next one
is dependent on its location in the field, and this probability
varies for different requesting nodes (consider two request-
ing nodes located at the corner and the center of the field,
respectively). However, if we focus on a random request in
the queue and look at its asymptotic behavior, the selection
probability of 1/ clearly follows.

Summing over all possible [, the probability for a request
to be selected would be

c—1
po= 3 m/((1 - ). (16)
=1

Combining (15) and (16) , the distribution of the waiting
time is thus

fw(t) = Xfw<t,i><1 —p,)"'ps.

i=1

(17)

where N is the number of sensor nodes in the network. Fur-
thermore, it is well known that the distribution of the resid-
ual service time is [39]

fs.(t) = (1 = fs(t)/ E[S]- (18)

From (14), (17), and (18), we know the response time of
requests follows a distribution of

Tr(t) ~ fs.(t) * fw(t) * fs(t),

where * represents the convolution operation.

With the response time distribution of requests, we can
directly obtain observations on the possible starvation prob-
lem from the tail of the distribution, i.e., the longer the tail,
the more serious is the starvation problem. We will examine
this again in Section 6.3.5.

The above results on the response time are obtained
based on the convolution theorem. Although theoretically
sound, one potential limitation with convolution theorem is
that depending on the specific form of the functions, some-
times it may not have closed-form analytical solutions. To
address this limitation, next we investigate the busy period
of the ME, which can serve as a stochastic upper bound of
the response time when the analytical results on its distribu-
tion cannot be obtained.

(19)

4.7 Busy Period

Our approach to tackling the busy period of the ME is to
approximate its distribution based on the analytical results
of its statistical moments with verification. Note that with
a Poisson arrival, the idle period distribution of the system
is Fr(t) =1 — e M. Denote 7, ; as the time the system takes

from entering state i till it entering state j, and thus 7 is
the busy cycle of the system. By conditioning on the num-
ber of new arrivals when serving a request, we know
E[Too] = EIT + Si]ky + E[Z + 81 + T10]k)
+ BT+ 81+ Toglky + -
E[T 0] = E[S]ky + E[S1 + Tk
+ E[S1 + Taolky + -
E[T 0] = E[Ss + T10)ky + E[S2 + Toglk;
+ E[Sy + Ts0lk3 + - -

with some simple arrangement, we have

E[T)+ E[Si)| + Y E[T,olk}  i=0,
E[Tio] = .
B[S+ > E[T k) iy

=

(20)
1> 0.

Thus E[T(] can be calculated, and the second-order
moment of 7 can be obtained with a similar approach

E[T},] = E((Z + 81)"ky + E[(T + 81 + T10)° Ky
+ E[(Z+8+Top)’ |kt +--

E[T3,] = E[SIk) + E[(S1 + T10)* ]k}
+ E[(S1 + To0) kb + -

E[T3,] = E[(Sy + T10)’1k + E[(S2 + Ta0)° 1k
+ E[(Sy + T30) k2 + -

and after some arrangement, we have

E[(T + 1) ]k}
+ZL:E[(I+81 +T;0)° K} i—0,
=1
BTl =\ Blsi + S Bls + T =1,
=1
.C BI(S: + T50)" K5 i1 i> 1.
- (21)

Therefore, the first and the second-order moments of the
ME’s busy period B can be calculated as

E[B] = E[T ] — E[Z], (22)

E[B’] = E[T; ] — E[I°] - 2E[B|E[T]. (23)

Observing the fact that the busy period of the system is
actually the sum of the service times of several consecutively
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served requests, we adopt the Gamma distribution to
approximate that of the busy period as

fo(t) =17 /(0"0 () (¢ > 0),

where 1 =1/(E[B*/E[B]> — 1) and 6 = E[B]/y. The accu-
racy of this approximation is verified in Section 6.3.6.

(24)

5 DATA COLLECTION WITH NJNC

We have theoretically analyzed the system measures when
the NJN discipline is adopted in the previous section. In
this section, we extend NJN by taking the wireless commu-
nication properties into account: with wireless communi-
cations, the ME can collect data from several requesting
nodes at the same collection site, provided that the site is
within the communication ranges of these nodes. We con-
sider this NJNC discipline in the following, with which
the ME still selects the spatially nearest requesting node as
the next one to serve, except that if there are other request-
ing nodes that are within the communication range of the
nearest one, the ME will combine these requests and serve
them together.

The data collection tends to fail due to the poor commu-
nication quality when the distance between the ME and the
corresponding sensor node approaching the communica-
tion range of adopted devices. However, it is shown
through measurement studies that the packet reception
rates are uniformly high up to a certain transceiver distance
[8]. This means the combination of requests is still reason-
able since we can find a proper value for the communica-
tion range as the input of the NJNC discipline based on
empirical results or deployment measurements.

The combination, if happens, can effectively reduce the
system size, and thus shorten the response time of
requests. It can also alleviate the possible starvation prob-
lem, since intuitively, starvation is less likely to happen
with a smaller system size. We mainly deal with two ques-
tions in this section: how likely the combination can hap-
pen, and if it happens, how many requests can be
combined; to what degree the combination can improve
the data collection performance.

5.1 Combination Probability

For the requests combination to happen, the collection site
must be covered by the communication ranges of at least
another requesting node, besides the nearest one. Same as
before, assume [ requests are currently available when the
ME selects the next request. The probability that X; request-
ing nodes, including the nearest one, can be combined
together and served from one collection site can be captured
by a binomial distribution

-1 z— -z
Pr{X, =z} = <m B 1) Fp(r)" ' (1= Fp(r))™™. (25
Thus the expected number of combined requests is
!
BX)) =) i -Pr{X;=x}, (26)
=1

Fig. 5. State transition at departure time with NJNC (only those for state i
are shown for clarity).

and the probability for the combination to happen is

Pr{X; >0} =1—(1— Fp(r))"". (27)

Requests combination improves the system performance
by effectively reducing the system size. Based on a similar
M /G/1/c queuing model as that for the NJN discipline, we
present quantitative analysis on its impact on the system
performance in the following.

5.2 M/G/1/c-NJNC Queuing Model

The ME still selects the nearest request to serve with NJNC,
so given the system size, the conditional service time distri-
bution is identical to that of NJN. Following a similar idea
of the embedded Markov chain, we can derive its departure
time system size probabilities, and the results shown in (4),
(5), and (6) still hold.

The difference between the heterogeneous Markov
chains of NJNC and NJN is that, it is now possible to have
multiple departures after one service period, as shown in
Fig. 5. With the current system size [, denote a,; as the prob-
ability of n arrivals during the service of the nearest
requests selected from [ requests with possible requests
combination. Since the combination does not affect the
arrival process, we know

ang = k. (28)

Denote d,,; as the probability of m departures after serv-
ing the nearest requests selected from [ requests with possi-
ble requests combination, which means m — 1 requests have
been served together with the nearest one,

Ay = < -1 )FD(r)””‘l(l — Fp(r)) ™. (29)

m—1

Thus the state transition probabilities of the embedded
Markov chain for NJNC, i.e., the counterparts of (8) under
NJNC, are

i

P = [p;j] = |: dm,i . aj'i+m,i:| 5 (30)
1

and 7'P’ = 7/, where 7’ is the departure time system size
distribution with NJNC, and > %"} 7, = 1. Hence, the gen-
eral service time distribution can be derived with the same
approach as in (9) and (10).

Based on (26) and 7, we have the following result on the
system throughput with NJN and NJNC, i.e., the number of
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served requests during a unit time, denoted as ¥, ;,. and
Vojns respectively,

c—1 +
1pn,}'nc =1+ Zﬂ; . E[XJ -1 .
1»[/njn i=1

(31)

When the requests intensity in the network is heavy, i.e.,
A — 00, (31) can be simplified as

an ne
]/fnjn

= E[X.] as A — oc. (32)

The analysis on the request response time and the busy
period of ME is much more complicated with NJNC, due to
the possible multiple departures after one service, but the
idea of obtaining these results still holds. However, we can-
not use (11) and (12) to precisely calculate the steady state
system size in the NJNC case anymore, because the possible
multiple departures after one service invalidates (11). We
can see in this case the results obtained by (12) are essen-
tially a stochastic upper bound of the arrival time system
size probabilities, which makes the results returned by (13)
also an upper bound of the expected response time.

6 PERFORMANCE EVALUATIONS

We evaluate our modeling and analytical results on the per-
formance of data collection with NJN and NJNC disciplines
in this section, and we also show the corresponding results
with FCFS in certain cases for comparison. Note that we
have already explored the case with FCFS-with-combination
(FCFSC) in [10], whose results are not shown here due to
the space limit. We consider a 100 x 100 m* square sensing
field with 100 randomly distributed sensor nodes, unless
otherwise specified. Based on the parameters from real sys-
tems [30], the travel speed of ME is 1m/s. The communica-
tion range 7 is 20 m and system capacity c is 8 by default
unless otherwise specified.

To deal with the inconvenience of the piecewise distance
density function in (2), we approximate it by a polynomial
function of order 10 using least squares fitting with a verified
accuracy [9]:

Fp(d) = 0.2802d" — 2.0964d" + 2.2349d° + 24.3629d"
—106.8231d5 + 194.4928d° — 182.8093d"
+91.8223d% — 29.3663d* + 8.2843d — 0.04.

(33)

6.1 Validation of the M /G/1/c Modeling
To validate the M/G/1/c model, we need to examine the
assumptions of both the Poisson arrival of requests and the
distribution-ergodic property of their service.

We adopt a hot-spot model [37] to capture the data gen-
eration in our event-driven simulator. Specifically, several
hot spots (10 in our simulation) exist in the field, and the
probability for an event to occur at a certain location is
inverse proportional to its distance to the closest hot spot.
When an event occurs, sensor nodes whose sensing range

covers it can detect the event and generate sensory data of
size ae %4 bits to record it, where d is the distance between
the node and the event, and « is set to 0.5 in our simulation.
Sensor node sends out a data collection request when a
total volume of 1 KB data are accumulated in its buffer. A
total number of 100 data collection requests are generated
and served during each simulation, which is repeated for
100 times.

For each simulation run, we record the inter-arrival time
of the requests, and use an exponential distribution with
the same mean value to approximate them. We adopt the
Kolmogorov-Smirnov (K-S) test with a significance level of
0.05 to verify the goodness-of-fit of the approximation, and
record the percentage of runs that pass it. We repeat the
whole process for 40 times. To verify the distribution-ergo-
dic property of the service time, we also record the service
time of each request, and calculate their one-lag autocorre-
lation (as in [38]). Fig. 6a gives the results of the K-S test
and the autocorrelation on the M/G/1/c model, where
each point corresponds to one of the 100 x 100 simulation
runs. The z-value of the point is the percentage of simula-
tion runs that pass the K-S test, and the y-value is the one-
lag autocorrelation. Thus we expect that, if these points are
clustered around the right bottom corner, as being
observed from the validation results in Fig. 6a, the
M/G/1/c queuing model adopted in this paper is con-
firmed sound and acceptable.

6.2 Combination Probability

Next we evaluate our analytical results on the combination
probability for NJNC. We explore the cases where five, 10,
and 15 requests are in the system when the ME selects the
next request to serve, respectively, and Fig. 6b shows the
results obtained with 10 requests as a representative. Three
cases with a communication range of 10, 20, and 30 m
respectively are investigated. Besides the accuracy of the
analytical results, we can see that the number of combined
requests increases with a larger r, because it is more likely
to collect data from more sensor nodes at the same collec-
tion site with a longer communication range. Furthermore,
the probability for the combination to happen, even
with the shortest explored communication range of 10 m, is
about 25 percents, which increases to around 90 percents
when r is 30 m. The high probability for requests combina-
tion indicates that NJNC can improve the data collection
performance most of the time, when compared with NJN.

6.3 System Measures

We evaluate the analytical results on the system measures
with NJN and NJNC in the following.

6.3.1 Service Time with a Given System Size

We first examine the results on the service time distribution
with a given system size. The conditional service time is
derived based on the first-order statistic, which assumes the
distances from requesting nodes to the current location of
the ME are independent. We start the verification by investi-
gating the independence among these distances. In the sim-
ulation, after the deployment of sensor nodes, we randomly
select one as the current location of the ME. Then we select
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Fig. 6. Evaluation results on the queue-based modeling and system meas

two other sensor nodes as the requesting sensor nodes, cal-
culate their distance to the ME, and record it. We repeat the
calculation for 10,000 times, and obtain two distances
sequences of size 10,000 each. Then we calculate the correla-
tion coefficient of the two sequences. We repeat the whole
process for 20 times, and the mean square error (MSE) of
the resultant correlation coefficients is 6.8010 x 10~°, with
the estimation of a strict independence (a correlation coeffi-
cient of 0). This near-zero correlation supports our approxi-
mation based on their independence.

For the conditional service time distribution, two cases
with a small and a large system size of 5 and 9 are explored
respectively, and the results are shown in Fig. 6c. We can
see that the analysis and simulation agree with each other,

with NJN and NJNC (I) Gamma approx. of busy period

ures.

and the conditional service time becomes shorter with a
larger system size, which is consistent with their greedy
nature: more queued requests in the system bring more
opportunities to have nearer ones.

6.3.2 System Size
The ultimate performance metric of data collection is the
response time of requests, which is determined by both the
service time and system size, and a shorter service time
does not necessarily lead to a shorter response time. Thus,
we move on to evaluate the system size.

The average system sizes with different request arrival
rates X for FCFS, NJN, and NJNC are shown in Fig. 6d. The
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system sizes under all the three disciplines are small and
comparable to each other when the traffic is light, since the
potential for both NJN and NJNC to take effect is quite lim-
ited in this case. The system size for FCFS increases very
quickly when X increases, and cannot keep stable anymore
when ) exceeds a certain threshold (0.018 in Fig. 6d. In fact,
the case of A =0.018 in our simulation roughly corre-
sponds to the case that p = A\ - E[S] = 1 for FCFS, where p is
the system utilization factor, and increasing A further will
result in an unstable system where the steady state does
not exist. When compared with FCFES, NJN can reduce the
system size greatly because it tries to serve and finish
nearby requests in a shorter time, and NJNC can further
decrease the system size as a result of possible requests
combination. Note that the capability of NJNC to further
reduce the system size becomes more obvious when X
increases, since a larger system size leads to a larger poten-
tial to combine already queued requests. (One thing to
mention is that, not surprisingly, the resultant system size
with FCFSC falls between those with FCFS and NJN, e.g.,
an average system size of 1.9 is resulted with the FCFSC
discipline when A is 0.018 [10].)

We then explore the system size probabilities for FCFS,
NJN and NJNC with A = 0.018 (Fig. 6e. The maximal system
size resultant by NJN and NJNC is around 5 to 6, but that
for FCFS is too large to be shown clearly in the same figure
(given enough system capacity, the maximal system size
with FCFS observed in our simulation is 33). Furthermore,
we can see that the requests combination shortens the queue
consistently.

6.3.3 Overflow Probability

Data collection requests may be lost due to the limited sys-
tem capacity. To gain insights on this possible data loss
problem, we explore the overflow probability of the finite
capacity system in Fig. 6f, in which we consider a very small
system capacity (¢ = 3) to amplify the problem and obtain a
clear observation. These three disciplines result in similar
overflow probabilities when A is small. However, the over-
flow probability for FCFS increases dramatically and
becomes much less stable as A increases, and is much larger
than those achieved by NJN and NJNC. On the other hand,
even with a small capacity, the overflow probabilities for
NJN and NJNC are very small and more stable (less than
0.2 in the worst case by our simulation settings), and NJNC
can further reduce the overflow probability by reducing the
system size through possible requests combination.

6.3.4 General Service Time

We then examine the general service time for both NJN and
NJNC. The average service time of NJN and NJNC with dif-
ferent arrival rate of requests are shown in Fig. 6g. The
decreasing trend of the service time as A increases agrees
with the greedy nature of both NJN and NJNC with more
queued requests. When comparing these two disciplines,
the service time of NJNC is slightly larger than that of NJN
because of the possible combination, since NJNC reduces
the system size more aggressively and thus also reduces the
possibility of finding a closer requesting sensor node in the

TABLE 1
Verification of Requests’ Selection Probability
) 0.03 0.04 0.05 0.06
# of Selections 37166 | 5.0175 | 5.6479 | 6.1289
# of Waiting Reqs. || 3.8036 | 5.0325 | 5.6533 | 6.1312

future. Also note that the difference between the two
becomes more obvious with a larger .

To gain more insights on the service time, Fig. 6h shows
the general service time distribution with A = 0.018, where
the service time distribution for FCFS is also shown for com-
parison as well. We can see that when compared with FCFS,
NJN and NJNC can shorten the service time noticeably
because of their nature to serve nearby requests with less
time, and similar insights can be observed as in Fig. 6g.

6.3.5 Response Time

As mentioned above, both service time and system size
affect the response time. Since NJN has a shorter service
time and NJNC has a smaller system size, next we need to
examine their response time.

The average response time for FCFS, NJN and NJNC is
shown in Fig. 6i, from which we can see that when com-
pared with FCFS, NJN and NJNC can greatly shorten the
response time of requests, especially when ) is large. NJNC
can further reduce the response time as a result of possible
requests combination, which also becomes more obvious as
A increases. It shows that between a shorter service time for
NJN and a smaller system size for NJNC, the system size
reduction is more dominating for the resultant response
time. A smaller system size also indicates a lower overflow
probability for a given system capacity limit. Actually, the
above observations can be inferred based on Fig. 6d and the
linear relationship between the response time and system
size (by Little’s Law). We still include Fig. 6i here for a clear
and straightforward comparison.

We have derived the distribution of the response time of
requests to investigate the potential starvation problem
when the NJN (NJNC) discipline is adopted. One funda-
mental part to obtain the response time distribution is the
probability for a request to be selected for service, and we
verify this before moving to the response time. For each
request, after its arrival, we record the number of selections
made by the ME until the request is chosen, and compare
this to the average number of requests that are waiting for
service in the queue. If (16) holds, then we expect these two
results to be close. We intentionally set higher traffic intensi-
ties (and thus larger system sizes) for this verification to
make the observation more clear. The comparison results
are shown in Table 1, which verify the accuracy of (16).

Next we evaluate the results on the response time distri-
bution, which are shown in Fig. 6j (A = 0.018). The response
time by the FCFS discipline (obtained according to [39]) is
also shown for comparison. Besides the accuracy of the ana-
lytical results, we can see even the worst case of NJN, in
terms of the longest response time experienced by requests,
is much smaller than that by the FCFS discipline. This obser-
vation is a little unexpected since FCFS is known to be able
to achieve a good fairness among clients, but it also allevi-
ates our concerns on the possible starvation problem with
NJN (NJNC).
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To present a clear comparison between the performance
of NJN and NJNC, we presents the response time obtained
by a particular run of simulation (A =0.018) in Fig. 6k,
where a total number of 10,000 requests are served (or
dropped due to system overflow). We sort the response
time in an ascending order, and only plot the response time
every 200 requests for clarity. Not surprisingly, NJNC fur-
ther reduces the response time in terms of both the average
and worst cases.

6.3.6 Busy Period

Fig. 61 shows the evaluation results on the distribution of the
busy period of the ME, where ) is set to 0.018. We can see
that although the results are obtained through approxima-
tion methods, the accuracy is still good. For comparison, the
response time distribution obtained with the FCFS disci-
pline is shown here again. We can see that with NJN, even
its busy period, which is a stochastic upper bound of the
response time, is smaller than the response time with FCFS.

6.4 Comparison with Other Scheduling Schemes

In the following, we compare the performance of NJN and
NJNC with two classic scheduling schemes:

e TSP: the offline optimized TSP-based scheduling
scheme, with which the mobile element carries out
the data collection according to the optimal solution
of the TSP instance formulated based on the node
deployment. This is involved in many offline data
collection scheme designs [17], [19], [44].

e Gated-TSPN: the dynamic schedule scheme based on
a TSPN instance according to the available data col-
lection requests [49], which is treated as the state-of-
the-art for the on-demand data collection.

The average data collection latency resultant with the
Gated-TSPN, NJN, and NJNC are shown in Fig. 7, with the
request arrival rate varies from 0.002 to 0.022. We can
see that the NJN (NJNC) outperforms the Gated-TSPN
scheme noticeably, especially when the request arrival rate
is large. However, the system stability of the Gated-TSPN
scheme has been theoretically guaranteed, while our analy-
sis on NJN and NJNC has not proved this property yet,
which is the direction of our future work. The results with
the TSP scheme are not shown in the figure because the
latency resultant is significantly longer, specifically, around
940 s when A = 0.006. However, the latency with the TSP
scheme is relatively insensitive to the request arrival rate,

% 3000
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Fig. 8. Response time with field size L.

e.g., around 960 s when A = 0.022. This infers that the TSP
scheme may be a good choice when the intensity of the data
collection tasks in the network is quite heavy.

The response time with various field size are shown in
Fig. 8, where the z-axis is the side length of the square field.
The response time with the TSP scheme increases almost
linearly, which agrees with the nature of the optimal TSP
tour. The NJN and NJNC outperform the Gated-TSPN
scheme, and the advantage becomes more obvious with a
larger field. Again, we would like to emphasize that
although verified to be efficient through simulation, unlike
Gated-TSPN, the system stability with NJN and NJNC has
not be theoretically proved yet.

7 DiscussiON AND ONGOING WORK

Our modeling and analysis are shown accurate but some
issues need to be further explored. Here we discuss some of
these issues and the directions of ongoing work.

Clearly, the assumption of a square sensing field may not
hold in practice. However, our queue-based modeling and
analysis approaches are still feasible even for general sens-
ing fields, provided that the distance distribution between
arbitrary locations in the field can be obtained, e.g., we have
also analytically derived the random distance distributions
associated with rhombuses and hexagons [41]. Furthermore,
even if the sensing field is of irregular shape, which may be
true in certain cases, we can adopt the polygon-approxima-
tion approach to approximate the field by the combination
of several regular shapes [42], and derive the random dis-
tance distributions within and between them. Of course,
more computation efforts will be needed.

Another simplification we made is that the time for
transmitting the data from sensors to the ME is negligible,
which may not hold if the data volume is large. However,
note that given any sensor network deployment, the
knowledge on the data transmission rate and communica-
tion range is available, or at least can be estimated through
experimental measurements. Based on such knowledge,
we can estimate the data volumes that can be collected if
the ME travels without any stops, and then the time that
the ME has to pause or slow down to collect the remaining
data can be calculated as well. The statistics of this addi-
tional time can be incorporated when formulating the ser-
vice time distribution.

The request response time in this work does not include
the time since the request is sent by the sensor node to its
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reception at the ME, which we assumed to be negligible.
Observing the fact that these two times are independent to
each other, thus by the convolution theorem, we can easily
take the latter into account provided that its distribution
g(t) can be estimated,’ i.e.,
Fr(t) = g(t) * f(0). (34)
When multiple MEs are available, a straightforward
approach is to extend the model to the multi-server case.
However, in addition to the queue length and response
time, we also need to consider the load balance among the
MEs as another metric to evaluate the system performance.
Some preliminary results on the on-demand data collection
with multiple MEs can be found in [9].

8 CONCLUSIONS

In this paper, we have analytically evaluated an intuitive
service discipline, NJN, for data collection with mobile
elements in wireless sensor networks, and also explored
the case where the ME follows NJN and combines
requests whenever possible, i.e., NJNC. We have modeled
the system as an M/G/1/c queue, and then with different
service disciplines (NJN and NJNC), critical system met-
rics have been derived. We have verified our analytical
results through extensive simulation, and gained more
insights on the starvation problem that NJN and NJNC
may suffer from. Our results have showed that not only
the average performance of NJN is much better than that
of FCFS, but also the worst-case performance of NJN is
still better than that of FCFS, even though according to
the conventional wisdom, NJN may suffer from the star-
vation problem. A possible reason is that the service time
is not arbitrary for data collection applications in wireless
sensor networks. Moreover, NJNC can further improve
the performance as a result of possible requests combina-
tion. We have also discussed several possible extensions
as the ongoing and future work.
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