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Rate-Adaptive Concurrent Transmission
Scheduling Schemes for WPANs with
Directional Antennas

Maggie X. Cheng  Quanmin Ye  Lin Cai

Abstract—We consider the concurrent transmission reuse. To make efficient use of the radio spectrum, a
scheduling problem in a rate-adaptive wireless personal rigorous treatment of the subject is deemed necessary.

area network. In such networks, the physical layer can 1his motivates the study of finding an optimal schedule
adaptively change modulation and coding schemes based for the maximum network throughput

on the interference level in the environment and accord- - ) .
ingly change the data rate. The scheduling problem is to ~ Although scheduling is a well-studied subject, to
assign users to time slots so that the total throughput optimally schedule transmissions when each user can
is maximized. The challenge is that the achieved data adjust its data rate according to the signal to interference
rate of one flow is limited by the interference from — gnq pojse ratio (SINR) is relatively new. A new dose of

other flows in the same slot, which is unknown until the . .
schedule is known. We propose to discretize data rate challenge is added when the data rate of each user is not

into several distinct levels supported by the PHY layer, Knowna priori. The achievable data rate is dependent
and then use a linear programming model to find the on who else is transmitting, which is not known until

_highest rate level a flow can _achieve. The same model the scheduling decision is made.

is extended to consider a mixture of omni-directional The rate-adaptive scheduling problem is different

antennas and directional antennas with heterogeneous]c th heduli bl tudied i . K
transmitting power. The simulation results show that the rom the scheduling problems studied in previous wor

proposed algorithms outperform the previous work for  [1], [2], in which fixed data rates were used for in-
adaptive-rate transmission scheduling in both throughput dividual flows. The main challenge is to manage the
and fairness. multi-user interference. However, there is no straight-
forward solution for interference management. How
to optimize the scheduling solution for rate-adaptive
networks remains an open issue. In this paper, we
Wireless personal area networks (WPANSs) featurtake an optimization-based approach to determine the
multi-users coexisting in a small area. Due to the shoroncurrent transmission schedule; moreover, we deal
distance, users can communicate with each other directhith the interference relation in a continuous scale for
in a peer-to-peer fashion without involving a relay nodemaximum performance gain, which is superior to the
Also due to the short distance, nodes may have harmfaptevious work that used a binary conflict relation-based
interference to each other. However, from a systerapproach [3]. The proposed solution also considers
point of view, having the nodes access the channédirness among users. The entire schedule for peer-to-
one at a time in a serial TDMA manner may be gyeer transmission is updated in each round, which allows
waste of resource due to the long waiting time eacheal-time applications since the duration of a superframe
user experiences. The total network throughput maig long enough to accommodate a schedule update.
be decreased for not utilizing spectrum spatial reuse. The rest of the paper is organized as follows. In
The performance degradation can be significant when &ection 1l, we describe the network model for which
comes to the mm-Wave based WPANSs, since at the 6@ie scheduling problem is studied. In Section Ill, we
GHz band oxygen absorption peaks and the transmissiformally introduce the rate-adaptive scheduling problem.
range is short, so there is large room for spectrum spatibd Section IV, we propose a linear programming model
to find the optimal schedule for networks with homo-
Copyright (c) 2014 IEEE. Personal use of this material is pteti  geneous and omni-directional antennas. In Section V,
However, permission to use this material for any other purpose .
must be obtained from the IEEE by sending a request to pubé./ye extend the homogeneous model to networks with
permissions@ieee.org. heterogeneous transmitting power and different antenna
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Technology, Computer Science Department; Quanmin Ye is with . . . .
Nokia Networks; Lin Cai is with the University of Victoria,l&ctrical related work and present simulation results in Section
and Computer Engineering Department. VI. In Section VII, we briefly survey the previous related

I. INTRODUCTION

0018-9545 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://lwww.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation informe
10.1109/TVT.2014.2365496, IEEE Transactions on Vehicular Technology

work. Section VIII concludes the paper and points out Ill. SCHEDULING PROBLEM FORRATE-ADAPTIVE
future research directions. WIRELESSNETWORKS

Il. SYSTEM MODEL f Sctht?duling rhatz—all_daptfi_ve (;‘Iovx{[s i?l funda_men':a{lty di_f—
) erent from scheduling fixed-rate flows. The latter is
(;NE C%nf/'\;j:'gl\tlhe ,{ln%del of IEdEEl 802d1_5'3 for u:fra'easier in that as long as the SINR is above a threshold,
wigebanc I SI 0 ei ?{g eplt())ye Em erl]sma 'St uses a fixed data rate to transmit, while in the
glon, typlca.y no argert. anfim x 19m. =ac ”a"?s' former a transmitter varies its data rate according to
mitter can directly transmit to its receiver without using

| d thi . -t flow. O he received SINR. When the ratio is high, a node
relay, and this communication pair forms a flow. One of, o556 jts data rate to maximize spectrum utilization.

the nodes will be selected as the coordinator of the entlﬁe e - .
. . the transmitting power idr, then the received power
piconet (PNC). Fig. 1 shows the superframe structure. ﬁ gp T N P
C

. : " Pr = ksiGrGrPrd=", wherex; oc (;-) is the con-
superframe starts from the Beacon Period (BP), in whi ant scaling factor corresponding to the reference path-
the PNC broadcasts network control messages. BP

. ) ~ 18ss,G and G, are transmit and receive antenna gains
fo:]lpvr\]/e((jj b.y the antentlon Accgilscper!od ((:CSAI\\/IPA)\/ C'nrespectively,d is the distance between the transmitter
which devices sen requests to_ using X Aand receiver, ang is the path-loss component, usually
After CAP, It is the Channel Time Allocation Period between 2 and 6. The noise and interference consists
(CTAP), in which devices communicate with each other white Gaussian noise and interferenéefrom other

in a peer-to-peer fashion using allocated slots. transmitters. If the white Gaussian noise spectral density

To accomodata the variable data rate transmission vyg No, then the total noise power i&,1V. Using the

proposed in this paper, the PNC can use the Beac ; - ;
i . %hannons theory, the achievable data rate is
Period to announce the schedule together with the rate y

information for peer-to-peer transmissions, and devices R = koW logy(1 + H1GTGRPTd_7)

can choose the corresponding coding and modulation NoW +1 ’

schemes based on the schedule and rate information theywherex, accounts for the efficiency of the transceiver
have received. The PNC receives requests in the currefésign, and¥ is the channel bandwidth. When there is
CAP and announces the schedule at the next BP, thus &ly one active flow in the network, the achievable data
PNC can use the entire duration of CTAP to computeate is fully determined by its own transmitting power

the schedule. and constant parameters. However when multiple users
share one slot, the achievable data rate for each user is
5P| cap oap S no longer a constant. A transmitter then adgpts its data

rate based on the current SINR. It is consideraté-

adaptivebecauseR varies with[.
Fig. 1: Superframe structure Definition 1 (MTS): The Maximum  Throughput
Scheduling problem is to find an optimal assignment

Suppose there ar&v active flows. We name the of flows to slots such that the network throughput is

transmitter of flowi transmitteri and the receiver of Maximized.
flow i receiveri. If we assign one flow per slot and FOr instance, assume that flow 1 and flow 2 have

arrange transmissions in a round-robin fashion, thef@ata ratesiz, and R,, respectively, when they each

will be no multi-user interference. A flow will achieve fransmit alone. If flow 1 and flow 2 transmit at the
its highest data rate in the allocated slot, but will havéa@me time, the data rate of flow 1 beconigswith the

to refrain from access in other slots, so the averagdPerscript indicating the interfering flow. Apparently
data rate of flowi is only R;/N, where R; is its 11 < Fi, and Ry < Rp. The combined throughput

achieved data rate in a transmitting slot. If we uséS Bi + Ri. The optimal solution to the maximum

CDMA in each slot, and allow multiple flows to transmit throughput ismax{ R} + R5, Ry, R, }. With more flows

in one slot using different codes, it is possible thathvolved, the o_ptlmal solutloq is selected from a large
the total throughput is higher. We assume the codd¥imber of choices expongnual to the nu.mber of flqws.
are pseudorandom sequences, which have a numberf& NV flows, the cardinality of the candidate solution

good properties including immune to noise and autos.; g JXV: N — 2¥ _ 1. Among the2V — 1
correlation, and low requirement for synchronization. k=1

In this paper, we adopt the same physical layer modébw assignment options, there exists a flow assignment
used in [3], which uses the 60 GHz mm-Wave unlicensethat provides the maximum total throughput. However,
band, and uses DS-CDMA in each allocated slot. Werhich flows can be put in one slot to maximize the total
focus on the scheduling scheme used by the coordinatilroughput is a complicated combinatorial optimization
for slot allocation. problem. We show that the MTS problem is NP-hard
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in the Appendix. Apparently, an exhaustive search algcA. A High Throughput Scheduling Algorithm (LP)
rithm is not practical for largevV. We henceforth explore

k i Let £ be the current slot numbeREk) is the sum
a linear programming-based approach.

of data rates from slots 1 tb, for k = 1,..., K. Upon

termination, we getREK)/K, the average data rate of

IV. LINEAR PROGRAMMING-BASED TRANSMISSION ©)
'i f—

SCHEDULING flow ¢ over K slots. Initially we sett = 1, and R
The proposed method involves first discretizing datg’ v

rate to H levels, with each level corresponding to A lqorithm LP
PHY layer coding and modulation scheme. The lowest 9

data rate,r;, is defined as the minimum data rate af

which a node is allowed to transmit. In other words, if - Step 1:Pick the flow that has the lowest through-
a node cannot achieve this data rate due to interference, put:

it won't be transmitting. The highest data ratey, i* = argmin RV

is the maximum data rate a node can achieve when ¢

transmitting at the maximum power to a receiver at then setu;~ = 1. For the first iteration, since all

distanced = 1 and there is no interference from other flows haveREO) =0, pick a flow randomly.

flows. The actual data rate of a flow in a transmitting - Step 2: Solve the following linear program, and

slot is between the two boundaries depending on the  obtain data ratg?; and slot assignment; at the
interference it receives. Variables and constants used in  current slot:

the linear program are listed as follows. Maximize N
Variables: ZR' 1)
« 0-1linteger variable,; = 1 if flow 7 uses the current ~ !
slot to transmit; =0 otherwise. )
« 0-1 integer variablet;, = 1 if flow i uses the Subject to
current slot to transmit at rate levie] =0 otherwise. wpe = 1 (2a)
o Real-valued variable?; is the achieved data rate I
of flow ¢ in the current slot. If flow: is not w; < Zti e Vi (2b)
transmitting, R; = 0. i
Constants: w; > tin, Vi,Vh (2c)
o N is the number of flows. H
« K is the number of slots. Zti h<1, Vi (2d)
o W is spectrum bandwidth in MHz. =
« 7 is the path-loss exponent. H
. 1 is a constant dependent on wavelength, oc R; < Ztiah rh, Vi (2e)
(E)W- h=1

« ko is the coefficient describing the efficiency of the Noo(1 = ti1) + (m1GisPrd. " JSINRy) >
transceiver design. : ; i z

« 7, for h = 1..H are the discretized data rates. NoW + bz(“l s1Gr(DGr(i)Prd, ), Vi, Vh
is the the minimum rate, andy is the maximum el of
rate. H is the number of levels. (@

o SINRy is the signal to interference and noise ratio - Step 3: updateREk):
threshold to achieve data ratg. Using equation *) (k—1) .
rn = KkaWloga(1 + SINRy), SINRy, can be R;” = R; + Ri, Vi
calculated as followsSINR), = 2/¢2W) — 1 gian 41— 1 1. While k < K, repeat steps
for a given data rate,. 1-3.

« Gr(i) is the omni-directional antenna gain of trans-  _ Return  the average data rate of each flow

mitter i, Gr(¢) is the omni-directional antenna gain (K) N oK)

of receiveri. For homogeneous modefi7 (i) = R;”’/K, and network throughpu}_ R;"'/K.
Gr(i) = n x 1, wheren is the antenna radiation =

efficiency. Inequality (2b) requires that tf ;, = 0 for all h, then

« bis cross-correlation between two concurrent transs; = 0, which means if flowé is not using any valid data
missions in a CDMA context, also called multiuserrate to transmit, then flowis not transmitting in slok
interference (MUI) factor. at all. Inequality (2c) requires that if , = 1 for some

e N, is a large positive number. h, thenu; = 1, which states that if flow is using some
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data rater;, to transmit, then flow is transmitting in slot as the seedi{ = 4), and flows 4 and 5 transmitted,
k. Inequality (2d) requires that a flow either use one ratthen we sett = {3,3,4,2,1}. LP already has fairness
level to transmit or not transmit at all. Inequality (2e)consideration by choosing the seed of the next round.
states that if flowi is using levelh then the achieved data The use of coefficient; can further improve fairness
rate isry, in this slot. (2f) requires that if flow has data over LP by assigning different priorities. The effect of
rater;, in slotk, then the signal to interference and noisaising ¢; is observed at slot 2, when bottP and LP-
ratio must be at leasi/ N Ry,; otherwise ift; ;, = 0, the Fair selected flow 4 as the sedd? would choose flow 2
inequality is automatically satisfied for having a largeo transmit together with flow 4, P-Fair would choose
positive constant at the left hand side. flow 5 to transmit together with flow 4, becausg =
Formulating the MTS problem into a Mixed Integer2, andc, = 1, therefore flow 5 has higher priority to
Program (MIP) does not make the original problentransmit than flow 2.
easier to solve, since it is still an NP-hard problem, but
it does provide a way to approach the optimal solution, )
The MIP can be solved by first relaxing it to a real-C- A Benchmark for Maximum Throughput
valued linear program and then rounding fractions to To assess the effectiveness of the proposed algorithm,
integers. The heuristics yields a feasible schedule, frome present a benchmark model. The benchmark model
which the actual data rates are calculated according it® a global optimization model that tries to schedule
the Shannon’s theory. Most solvers (i.pp,solve have transmissions for all slots in one linear program, with an
built-in ability to do LP-relaxation and rounding. It takesobjective of maximizing the total throughput. All vari-
only O(n?)-time to solve a real-valued linear programables need to add one more dimensioto indicate slot
with n variables, much lower than the exponential-timexumber. The following notations are used for variables:

exhaustive search algorithm. e up; = 1 if flow i uses slotk to transmit; =0

. . . otherwise.
B. Throughput-Fairness Tradeoff Design (LP-Fair) o t.n — 1if flow i uses slotk to transmit at rate

Although the algorithmLP does have some control level h; =0 otherwise.
over fairness by allowing the flow with the lowest data Ry ; is the achieved data rate of floiin slot &. If
rate to transmit in the next slot, the achieved data rate  pnode; is not transmitting in slok, Ry ; = 0.
in the next slot still depends on the interference fronMaximize

other transmitters. To improve fairness, we introduce 1 K
a coefficientc;(c; > 0) for each flowi and use the *ZZR’W (4)
following objective function in Step 2. We call this K i=1 k=1
algorithm LP-Fair.
Maximize N Subject to
ZciRi 3 H

In the first slot & :1211), we sete; = 1,Vi. When Uki < Ztka““ vk, Vi (5a)
k > 2, ¢; reflects the priority to transmit for each h=1 )
node. To decide the coefficient, we need a function Uk.i = tkin, VK, Vi,Vh (5b)
FRED L RETYY RN 5 RN that has the follow- Y thin <1, VkVi (5¢)
ing property: ifREk_l) < ng_l), thenc; > ¢;, so that &
in the next round, nodé has better chance to transmit H
than nodg. There are infinite number of functions thatRe.; < Y _ tkin rn, Vk,Vi (5d)
have this property. For instance, h=1

1) ¢; = rank(R"™Y). The largest rate has rank 1, Noo(1 = tkin) + (51GiiPrd; [/ /SINRy) >

and tl}lve smallest rate has rank NoW + bZ(Uk,l KlGT(l)GR(Z')PTd;iW)’ Vk, Vi, Vh
2) e = 3 ROV /RIY 41 oz |
=1

= 5e
We choose to use the first one in this paper for its (5€)

simplicity, although others can do the job equally well. Solving this optimization problem will lead to the
To see howc; regulates fairness, we consider the 5slot assignment for all slots. We call this algorithm
flow network in Fig. 2. In the first slot, flows 1, 2 and 5Aggregate

transmitted, and flows 3 and 4 did not, so we assign In addition to pursuing the maximum throughput,
{1,1,3,3,2} for flows 1 to 5 (same number indicatessometimes there is a strict requirement for fairness
there is a tie). In the second round, flow 4 was selecteamong flows. We adopt a widely used method to address
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fairmess requirement, and call the algorithm with fairness | S'1°t I ggg [ Afg'z':a; [ 1L§ 3[ Lf';ag | TDE"A |
control Aggregate-Fair 5 23 i5 24 75 5
o Each individual flow must achieve at leagt 3 2,3 1,2,3 |12,35] 2,35 3
i 4 2,3 4,5 1,2,3] 1,2,3 4
< < , , 1 & 1 &
fraction of the total throughput, where < p < = 3T 123 5% 5 =

1/N. We add the following constraint:

> Rei>pd > Rii ,¥i  (50)

TABLE I: Transmission scheduling

[ Flow [ Agg [ Agg-Fair [ LP [ LP-Fair | TDMA ]

; . - . 1 0 102352 | 682.34 | 911.02 | 341.21
al

The solution to the linear programming model deflne_, > 370623 169068 270509 2147 81 563.62

by (4)—(5e) leads to the maximum throughput, but it—3 370623 1519.69 | 1646.33 | 1139.76 | 633.27

cannot be efficiently solved for large networks. With the 4 0 1663.33 | 2049.97 | 1856.65 | 1025.09

additional fairness constraint, it is more complex. In the__> 0 1241.39 | 9941 | 1005.03| 497.07

next section, we use it as a benchmark to evaluate the>- [[ 7412.46] 7138.68 | 7183.14] 7060.27 [ 3060.26 |
performance of the S|0t-by-S|0t methddB andLP-Fair. TABLE II: Flow rate and network throughput (Mbps)
D. Comparison to the Benchmark

We show a network with ten nodes and five flowsE Performance Gap
deployed on a0m x 10m square region. Transmission ) . _
The proposed linear programs all have integer vari-

power Pr is set to 10 mW. The number of levels for ) ; )
data rate is five (H=5). Transmitters and receivers af@€S in them, and the exact solutions for integer or

shown in Fig. 2. Aggregate-Fairalgorithm is used with mixed integer programs are NP-hard to compute. To
p = 1/10. Transmission schedule is shown in TABLE | understand how close the results are from the optimal
The Aggregatemodel would schedule flow 2 and flow 3 solutions, we need to know the optimal solutions. How-

in every slot, and TDMA would schedule one flow perever, the dilemma is that we do not _have an efficient
slot, but the slot-by-slot modélP would schedule flow method to compute the optimal solutions. Since these

1, flow 2, and flow 3 in the first slot, then flow 2 and problems are all maximization problem, a reasonable
flow 4 in the second slot, and so on. Throughput resuftPProach is to compare the obtained solutions with the
is shown in TABLE Il. Comparind_P with Aggregate  UPPEr bounds of the optimal solu_t|ons. Taking program
LP has 3.1% throughput loss; Comparibg-Fair with (4)-(5e)_ as an exgmple, we can_flnd the upper bound of
Aggregate-Fair LP-Fair has only 1.1% throughput loss the optimal solution by computing the following real-

since the faimess constraint also reduces total throughp(fiued linear program:
for Aggregate-Fair « real-valued variabley, ;, 0 < ug; <1

« real-valued variabléy ; p, 0 < t;;p <1
« Real-valued variable?; ; is the achieved data rate
Orecotr of flow ¢ in slot k. If node ¢ is not transmitting in

slotk, Ry ; = 0.
) o Maximize

/ 55
7 > Ry (6)

/' i=1 k=1
p 5 Subject to

H

Fig. 2: A network of 10 nodes, 5 flows. Uki < Ztkﬂ%’“ Vk, Vi (7a)
h=1

Uk > thin, VK, Vi,Vh (7b)

Running-time Comparison:Compared to the
benchmark models, which schedule all slots in one linea) _ tk.in < 1, Vk,Vi (7¢)
program, the proposed slot-by-slot models reduce the

number of variables by a factor d&f (K is the number H

of slots). Solving the real-valued linear program is in thd®k.i < > tkih Thy Yk, Vi (7d)
order of O(n?) wheren is the number of variables. The h=1

slot-by-slot models solve the smaller linear program folVy ; = NoW + bZ(anT(Z)GR(z’)PTd;]), Yk, Vi,
K times, so the overall running time is still reduced I#i

by a factor of K2 from the benchmark model. The (7e)

running-time efficiency is achieved with a slight tradeoff
in throughput performance.
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Nii(1 = tgin) + (k1Gi i Prd;] /SINRy) > sectors. A directional antenna pattern consists of a main
’ . . _ Zl . .
N()W-l-bZ(uk,z ﬁlGT(Z)GR(i)PTdZ?)7 Yk, Vi, Vh lobe with gainGy, = 17 and beamwidthy and side

lobes with gainGs = (1 — n)52=,; and aggregated
(7) beamwidth2r — 6. Let G (i, j) be the transmit antenna
gain between transmittérand receiveyj; Gr (3, j) is the

Program (6)-(7f) is solvable in polynomial time. With receiver antenna gain between transmittand receiver
n variables, the running time complexity &(n®). If ;. If transmitter i is omni-directional, thenGy (i, §)
the objective value of the optimal solution to (6)-(7f) isis the same a1 (i) in Section IV regardless of the
OPT, ., and the objective value of the optimal solutionjocation of receiver;. Similarly, if receiver;j is omni-
to (4)-(5e) isOPT;;., then directional, thenGg(i,j) = Gr(j) regardless of the

OPT,., > OPT, | Ipcation of.tran'smittez'. When tfansmitter (or regeiver)

i has a directional antenna, in order to achieve the
since the optimal solution of (4)-(5e) is a feasiblenaximum directivity gain, we can make receiver (or
solution of (6)-(7f), andOPT,.;, by definition, is the transmitter); align with transmitter (or receiveg)s main
largest value among all feasible solutions. lobe axis.

If the objective solution from the proposed heuristics In heterogeneous networks, in addition to using dif-
is SOL 4, which is obtained by solving the real-valuedferent types of antennas, nodes can also have different
program and then rounding up fractional values tdransmit power. LePr (i) be the transmit power of flow
integer values, then we have i, then the received power of flowis calculated as

1#£i

SOLA S OPTint S OPTrel PR(Z) = K;lGT(Z,Z)GR(Z,Z)PT(Z)d;:

The gap betweenSOL, and OPTi,, is certainly _The interference power from transmittg¢ito receiveri

is
jvgarlll(;:ethan the gap betwe&fOL, and OPT,.;. SO L= mbGT(j,i)GR(j,i)PT(j)dj’]
OPTint _ OPT,q With the above substantiation, we can replace inequality
SOL, — SOLy4 (2f) with the following in the linear program fdrP and
LP-Fair.

The LHS is the performance ratio that we want to know, B

but is not available; the RHS is the upper bound of theVoo (1 = tin) + (k1 G (6, ) Gr(i,§) Pr(i)d ' /SIN Rn) >
performance ratio. The experiment results show that thevo v + bZ(ul k1Gr(l,1)Gr(l,7)Pr(l)d, ), Yi,Vh.
upper bound of the performance ratio is around 4.5 1£i

1.6 for the following test cases: (6)

o o T EToms T o T IE Tows 20 Tows Case 1: Omni-directional Transmitter and Receiver

Ratio Z2TzeL 153 1.542 155 157 If flow ¢ has an omni-directional transmitter and an
& _omni-directional receiver, the'r(i,i) = Gr(i) and
TABLE llI: The upper bound of the performance ratio. . (i,i) = Gg(i). For other interfering transmitters

1 #1,
The actual performance ratio is smaller than the data
shown in the table. We conclude that the performance of

Gr(l), if Tx I is omni-directional;

the proposed heuristics is close to the optimal solution. Gm,  if Tx Lis directional and Rx is
Gr(l,i) = inside the main lobe of T,
V. EXTENSION TO DIRECTIONAL ANTENNA AND Gg, if Tx [ is directional and Rx is

HETEROGENEOUSTRANSMITTING POWER not inside the main lobe of Tk

In this section, we consider networks with directional_
antennas and non-uniform transmission power. Therd )
are several benefits of using directional antenna: fer (i)
increases the signal strength at the intended receiver
while at the same time reduces interference to otherSase 2: Directional Transmitter and Omni-directional
Although WPANS usually have small network coveragdreceiver
area and there is no need to increase transmission rangeansmitters is directional withGr(i,i) = Gps. Re-
we can achieve much higher network throughput bgeiveri is omni-directional withGr(i,7) = Gr(i). For
using directional antenna. The new interference relatioother interfering transmitters # i, Gr(l,i) = Gr(3),
will not only depend on node positions but also theand we follow the same discussion from Case 1 for
beamwidth and orientation of the axes of the radiatior (I, 7).

nce receiveri is omni-directioanl, Gr(l,7) =
vi.
)
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Case 3: Omni-directional Transmitter and Directional A. On Concurrent Transmissions

Receiver For a serial TDMA, the number of concurrent trans-

Transmitteri is omni-directional withGi(i, i) = Gp(i). Missions is exactly one. F&®REX LP andLP-Fair, the
Receiver is directional withG (i, ) = G.,. For other number of concurrent transmissions in each slot is in

interfering transmitters # i, G (1, i) follows Case 1. general larger than one and non-uniform, so the average
Since receiver is directional,G(1,4) will depend on ©Over all K slots is used. If tr}(e number of transmissions
whether transmittet is located within the main lobe of in slotk is x, thenX = % > xy is used in the plots.

. . k=1
the receiver. For each point in the plot, we run 10 randomly generated

S ) test cases and calculate the average.
Gr(l.i) = { Gu, ifLis |r.1$|de the main lobe of, In Fig. 3, we show the average number of concurrent
’ Gs, otherwise. transmissions byP andREXwith 10, 30, and 40 flows.
In Fig. 3(a) the number of concurrent transmissions
decreases with transmission power due to the cross-flow
Case 4: Directional Transmitter and Receiver interference, and increases with the number of flows
due to having more choices to select from. In Fig. 3(b)
and (c) when directional antennas are used, we observed
that concurrency decreases with beamwidth since larger
beamwidth causes larger cross-flow interference.

Transmitters is directional withGr(i,i) = Gy. Re-
ceiveri is directional withGr(i,i) = Gys. For other
transmitterd # 4, G (1, ) follows Case 1, andrr(l, %)
follows Case 3.

VI. PERFORMANCEEVALUATION B. On Throughput

We evaluate the proposed schemes on the number F19- 4 shows network throughput achieved on the
of concurrent transmissions, network throughput, ang®™Mme network mstances_ uspd in Fig. 3. In F_'g' 4("?‘)’_ as
fairness through simulation. The algorithms using ob?€ increase the transmission power, there is an initial
jective functions (1) and (3) are name@ andLP-Fair, ~Cclimbing phase from 0.4 mW to around 3.75 mW, after
respectively. The proposed schemes are compared whps point, network throughput decreases with transmis-

the REX scheme in [3] and the serial TDMA schemeSiO” power due to stronger cross-flow interference. In
using the same network setup. Fig. 4(b) and (c), we use constant transmission power 10

The networks are set up onla x 10m? area. A total mW, and network throughput decreases with beamwidth

of 2N nodes are randomly deployed in the square regioH,u?Nto flartgher |r_1terfetr_en;:edatrﬁa._ t of havi
from which N nodes are randomly selected as trans—I e Tur etr |n\lies |gfae € anac- 0 ?ylng tmore
mitters and the remainders are designated as receivé%wS on NEtwork performance by using a fixed trans-

to form N active flows. We have tested networks of1!l>>/0N POWer .10 mw a}nd a f|xeq beamW|d$b°.
different sizes With\V — 5 ~ 80. The results in Fig. 5 confirmed the increasing trend of

In all simulations we have used the following settingsthmnghput with the_ngmb_er of flows,_and_the conelusion
is true for both omnidirectional and directional antennas.

o The number of slotg(" in a frame is the same as We also evaluated the algorithms in heteroge-
the number of flowsV. This is not a requirement neous networks by randomly selecting either an omni-
by the proposed algorithms, but a requirement ofiirectional or a directional antenna for each node while
the serial TDMA, which assigns one flow per slotkeeping the fraction of nodes with directional antennas
in a TDMA frame. a fixed constanp. We ensure that if a transmitter is

« For transmission powerr, with omni-to-omni directional, it must face the receiver; if a receiver is
transmissions, we vary the transmission power frorgirectional, it must face the transmitter. We compare
0.4 to 165 mW, which is equivalent to havingnetwork throughput resulting frohP and REX Fig.
exclusive region radiuso=0.5m to 10m in REX 6(a) is the result with beamwidth = 30°, and (b)
[3]; if directional antennas are involved, we usewith § = 45°. The result show&P outperformsREXin
a constant transmission powét = 10mW and every single case and the throughput gain is increasing
vary the beamwidthy from 6° to 90° with incre-  with number of flows and the percentage of directional
mentAf = 6°. antennas. Wit = 30°, at p=20%, the throughput gain

o Data rate leveldT is set to 5. of LP over REXis from 4% to 45%, increasing with the

o Other parameters; = 4, W = 500M Hz, n = 0.9, number of flows; and at=80%, the throughput gain is
b=10"2, Ny = —114dBW/MHz, k1 = —51dB,  from 9% to 65%. Withd = 45°, the throughput gain
kg =1, Noo = 10°. is relatively smaller and the range of throughput gain is
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Fig. 3: Concurrent transmissions, (a) Omni-Omni, (bFig. 4: Throughput, (&) Omni-Omni, (b) Omni-

Omni-Directional, (c) Directional-Directional. Directional, (c) Directional-Directional.

from 4% to 28% atp=20% and from 8.5% to 64% at
p=80%. We compare._P, LP-Fair andREXon their slot-index
and rate-index. Since there exists a tradeoff between
network throughput and peer fairness, we also included
network throughput to show the overall performance
To evaluate peer fairness, we use Jain's fairness indeX. these schemes. We use fixed transmission power
Lety; be the measurement forflowthen Jain's fairness £+ = 10 for all cases, and usé = 30° for directional
antennas. Fig. 7 shows the cases in which transmitter
and receiver both use omni-directional antennas, and
resource aIIocatlon faimess by using the number of slofsig. 8 shows the cases in which transmitter and receiver
allocated to each flow as measurement, then compdneth use directional antennas. It is shown thBtFair
data rate fairness by using the per flow data rate dms the best fairness performance and the second best
measurement. We call the two indices slot-index anthroughput performancel.P has the best throughput
rate-index respectively. Apparently the serial TDMAperformance, and the second best fairness performance.
scheme has a perfect slot-index of 1. Both LP andLP-Fair outperformREXin throughput and

C. On Fairness

is computed az{z vi)?/(N Z y?). We first compare
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Fig. 5: Throughput, (a) Tx and Rx use the same type dfig. 7: Fairness result for Omni-Omni transmissions, (a)
antenna, (b) Tx and Rx use different types of antennabletwork throughput, (b) Jain’s index

ol ‘ ‘ ‘ e 2o fairness simultaneously.
I LP,’ 8096 Dir - | It is further observed that every scheme has a larger
70 REX, 80% Dir - 11
7 el ok slot-index than its rate-index. Since slot allocation is ou
=) K
) KK means, slot-index can be easily controlled; but data rate
= 50 | X K 4 . ) . . il .
£ ol X | is the outcome of using slot allocation, so rate-index
g w0l X eeea 88wy can only be indirectly controlled_P-Fair outperforms
0l &7 SN S the other two schemes in both slot-index and rate-index,
[ o+ ] . . .
ok | and it is noteworthy to point out thdtP-Fair has the
\ \ \ ‘ ‘ ‘ smallest gap between slot-index and rate-index, which
10 20 30 40 50 60 70 80 . . S g p b ee S0 de d . de ! ¢
Nu(mb)e,m Flows indicates effective control over peer fairness.
a
VII. RELATED WORK
of T Amamenrt ] Scheduling is a major research problem in wireless
70t REX, B0% DI 1 communication and has received extensive study since
2 eof ] the earliest days of wireless communication. Different
Qo . .
T sof ] network models have been considered. Some deal with
£ wf oy KX I peer-to-peer communication in personal area networks
£ ot e R [3]-[6], some deal with one-hop communication in
o = . .
2f X B 377Ej,,E,E,*##,,#,_ cellular networks [7], and some deal with multi-hop
208 A | communication in ad hoc networks [1], [2], [8]. The
0 20 s a0 = 0 70 80 performance consideration is mainly throughput and
Nu(ngieromows fairness among users.

In [9]-[11], a conflict graph is constructed to bound

Fi_g. 6: OThrougr;put_ res_ult for heterogeneous Onetwork{she mutual interference so the SINR of the tagged trans-
with 20% or 80% directional antennas, (&)= 30% (b)  missjon can be above the threshold for a predetermined

0 = 45°. data rate. As a result, fixed data rates for all transmitter-
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. is an NP-hard problem.

i The most related work to this paper is [3] in which
1or oWA O | the same network model is considered, where nodes can
g 80| : use directional antennas and data rate can be adapted to
5 ol P the received SINR. The method used in [3] is to derive
fg I N a sufficient condition that ensures the aggregated data
R 1 rate from concurrent transmissions be higher than the
2ol ] would-be average data rate in a serial TDMA scheme,
U | and then compute an exclusive region for each flow
% 20 50 60 70 80 based on this sufficient condition and antenna directivity.
N(“g§6f°fF'°WS The scheduling process starts from randomly selecting
a flow, and then adds flows one-by-one if the new flow
‘ ‘ ‘ ‘ and existing flows are out of each other's exclusive
12} PR S region. The benefit of this approach is its simplicity,
—_— wharRae o | since it is easy to determine if a node is inside a region;
E A TDRNI?:,: Rate- o | the drawback is that it has turned a continuous-scaled
- P S 4 interference relation into a binary relation— transmit-
£ OSgenggTETN z z . o ters inside the region are forbidden to transmit, and
g o8l ] those outside of the region are allowed to transmit.
I - In fact, multiple transmitters outside of the exclusive
Coe region have accumulated effect on the receiver and their
%6 o =0 0 70 20 aggregated interference maybe even higher than from
N(ug)berofﬂows the one inside the exclusive region, but they could be

. . o . allowed to transmit at the same time if their exclusive
Fig. 8: Faimess result for. I,D|r_—D|r transmissions, (a)regions are mutually exclusive. These are the reasons for
Network throughput, (b) Jain’s index performance loss. [3] is an improvement and extension

of earlier works that use the concept of exclusive region

[13]-[15].
receiver pairs are used throughout the communication
session. [12] is another example in which SINR is con-
sidered during scheduling but only used as a threshold
for a fixed data rate. These works are fundamentally
different from ours which treats data rate as a variable.
In broadband wireless systems such as UWB and mm- We considered scheduling concurrent transmissions
Wave wireless networks, the transmitter can adjust the a variable data rate WPAN. Linear programming-
data rate according to the SINR. With such rate-adaptiveased algorithms for maximum throughput with fair-
property, these conflict graph based solutions are mess consideration have been proposed. The simulation
longer optimal. To schedule concurrent transmissiorr@sults showed significant improvement over TDMA
in a rate-adaptive network, [13]-[15] proposed scheduknd earlier work with concurrent transmissions. The
ing solutions based on the exclusive region concepperformance gain increases with the directivity of the
which reserves an area for each flow to avoid harmfuintenna and the percentage of nodes with directional
mutual interference. It is found that these concurrerantennas in the network. The proposed algorithiRs
scheduling can result in much higher network throughpuUtair is the best in fairness and the second best in
than TDMA. [4] further proposed a global search-basethroughput, and_P is the best in throughput and the
algorithm to achieve higher throughput with concurrensecond best in fairness; the two algorithms outperform
transmissions. previous workREXin both fairness and total throughput.

Proportionally fair scheduling[16], [17] has been The paper serves as a good starting point for more

studied for simplified network models in [18]-[21], in advanced research problems in this area, e.g., consider-
which at most two users are allocated to any slot. Thimg fast fading channels and node mobility. In addition,
cardinality of the candidate solution set is polynomialalthough the current work allows for heterogeneous
and therefore it renders a polynomial-time algorithmtransmitting power, power is used as a predetermined pa-
Different from previous work, this paper deals withrameter. Future work will also consider adaptive power
unbounded users in any slot. The optimal solution isontrol and the joint design of scheduling and power
selected from an exponential-sized candidate set, andcibntrol.

VIIl. CONCLUSION
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