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Abstract—How to support multimedia services for people on
the road is a pressing issue. Relying on the vehicle to infrastruc-
ture (V2I) communications, the limited wireless resources and
vehicle sojourn time make it quite challenging to schedule the
transmissions of multiple vehicles to ensure high efficiency and
quality. In this paper, the scheduling of multimedia transmissions
over Drive-thru Internet is investigated. A utility model is devised
to map the throughput to user’s satisfaction level. The objective
of the scheduling problem is to maximize the total utility. Then
the optimization problem is formulated as a finite-state decision
problem with the assumption that future arrival information
is known, and it is solved by a searching algorithm as the
benchmark. To obtain a real-time solution, a practical heuristic
algorithm based on the concept of utility potential is devised.
We further implemented the solution and conducted extensive
simulations using NS-3, and the simulation results show that the
proposed heuristic algorithm can outperform the state-of-the-art
one, so it can effectively make scheduling decisions to achieve
both higher utility and efficiency, and better fairness.

Index Terms—Multimedia transmission, Utility, Drive-thru
Internet.

I. INTRODUCTION

THERE is an increasing demand of Internet service nowa-
days, even for people in the moving vehicles. Due to

the high mobility for them, it is quite challenging to provide
high-speed, low-cost and reliable Internet services. Vehicle to
infrastructure communications (V2I) is a promising solution
to cope with the mobility challenge. Road Side Units (RSU)
are deployed along the road to act as Internet access points
(AP). When vehicles pass through the coverage area of a RSU,
they can access the Internet by connecting to the RSU. The
above system, termed Drive-thru Internet, has attracted many
research interests recently [1]–[3].

Multimedia applications in Drive-thru Internet have
emerged recently [4]–[7]. For instance, video and voice are
desirable media to deliver advertisements, news and etc. to
improve the experience of passengers. Meanwhile, multimedia
transmission can also take an important role to enhance
road safety [8]. For example, video clips of dangerous road
conditions taken by the vehicles ahead can assist overtaking
on rural roads [9]. However, the transmission of videos and
other multimedia traffic over Drive-thru Internet can be quite
challenging. Due to mobility, the sojourn time of the vehicle
in the RSU’s coverage range is limited which restricts the total
amount of data that can be transmitted. When multiple vehicles
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are within the coverage of a single RSU, the competing
of limited bandwidth will further reduce the throughput of
each vehicle. Therefore, the scheduling problem of multimedia
transmission in Drive-thru Internet is an open issue.

In this paper, the scheduling problem of multimedia traffic
including video, voice and data, among multiple vehicles
accessing a single RSU is investigated. Videos encoded with
various techniques are taken as sample applications in our
work, and other kinds of multimedia traffic can be easily
incorporated to our approach as well. Motivated by [10], a time
division multiplex access (TDMA)-based scheduling algorithm
is devised to maximize the total utility of the transmitted
videos. The utility model is devised as a function to map
the total flow throughput to user’s satisfaction level, such as
the decoded quality of video. Channel time will be divided
into time slots. For each time slot, only one vehicle will
be allocated to transmit. The scheduling problem is then
formulated as an optimization problem to maximize the total
achieved utility. The optimal solution is difficult to obtain
since the solution depends on the future arrivals, and the
optimal decision cannot be simply decoupled into per-slot
optimization problems. To solve this challenging issue, we
propose a heuristic algorithm based on the concept of utility
potential.

The main contributions of this paper are summarized as
follows. First, considering the new problem of scheduling het-
erogeneous multimedia flows in Drive-thru Internet, we define
utility models to map the throughput to user’s satisfaction
level, and formulate the optimization problem to maximize the
total utility. Second, by converting the optimization problem
into a finite-state decision problem with the assumption that
the future arrivals are known, the optimal results can be
obtained by a searching algorithm. As the assumption is not
realistic and the searching algorithm is too complicated to
use, we propose a heuristic algorithm based on the utility
potential to make scheduling decisions in real time. Finally,
we implement the proposed scheduling algorithm and conduct
extensive simulations using NS-3 [11] to evaluate its perfor-
mance. The results show that the proposed heuristic algorithm
can substantially outperform the state-of-the-art one [1] in
terms of total utility, resource utilization, and fairness.

The rest of the paper is organized as follows. In Section II,
the related work is summarized. Section III describes the
system model and the problem formulation. We present the
optimal upper bound and scheduling algorithm in Section IV.
The performance evaluation by simulation is presented in
Section V, followed by the concluding remarks and further
research issues in Section VI.
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II. RELATED WORK

Vehicle to infrastructure communications (V2I) has attracted
research interests in recent years, and there are extensive work
studying the Drive-thru communication scenarios [1]–[3],
[12]–[16]. Tan et al. proposed an analytical model in [12] to
characterize the downlink average throughput and distribution
achieved for each vehicle during the sojourn time by a Markov
reward model, with the assumption that the wireless resource
is evenly shared by all the passing vehicles. In [13], the authors
tried to model the uplink performance of the last-hop Drive-
thru communication with the consideration of vehicle density
and speed. They showed that with an optimal admission
control scheme, the throughput can be maximized for each
Drive-thru vehicle. For the non-real-time traffic transmission
of V2I communication, Alcaraz et al. proposed a contention-
free, poll-based link-layer scheduling algorithm [14], aiming to
reduce the residual queue backlog for each user by assigning
the user with the lower packet error rate a higher priority.
Cheung et al. studied the random access problem in the
Drive-thru scenario [2], [15]. They formulated the optimal
transmission problem as a finite-horizon sequential decision
problem and solved it by dynamic programming. Due to the
high computational complexity, only an offline solution was
obtained. Zhang et al. proposed an application-layer service
scheduling algorithm with the consideration of both service
deadline and data size [1]. The variation of communication
distance was ignored in their work and a constant transmission
rate was assumed.

Recently, utility-based TDMA scheduling has been applied
in many works [10], [17]–[23]. Considering the mobility
pattern of unmanned aircraft system, [17] formulated the data
collection problem as a potential game between the unmanned
aircraft and the ground nodes to maximize the energy effi-
ciency of the ground nodes. How to improve both spectrum
and energy efficiency was considered in [18]. Utility-based
flow control optimization problems were formulated for wire-
less sensor networks with lifetime constraint [20], [21]. In [10],
the problem of utility maximization of concurrent transmission
scheduling in UWB networks was studied. The definition of
utility function depends on the traffic type. By modeling the
network into a graph, a heuristic scheduling algorithm based
on the “exclusive region” was proposed. Similarly, Hwang
et al. considered the video multicast problem in wireless mesh
networks which was also modeled into graphs [19]. By jointly
considering routing and scheduling the transmissions over the
graph, the system utility was maximized. In [22], the optimal
utility scheduling of adaptive video streaming over a small
cell network was formulated into an optimization problem and
solved by liner programming. Scheduling multimedia applica-
tions over heterogeneous wireless networks was investigated
in [23], and a novel distributed approach was proposed to
maximize the utility which jointly considered QoS, reliability
and availability. However, the mobility of nodes was not
considered in the above work, and we cannot apply or extend
the above solutions easily to support multimedia services in
Drive-thru network, which motivated this work.

Transmission range
Vehicle arrival rate: 

Poisson distribution

RSU

Fig. 1. System Model.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider how to schedule multiple vehicles to transmit
the multimedia data in a highway Drive-thru scenario, which
is shown in Fig. 1. In our scenario, both uplink and downlink
are considered, such that each vehicle may request or upload
multimedia data through V2I communications to RSU. The
RSU is deployed on the road side with the transmission range
of R. Due to the high cost, it is impossible to deploy enough
RSUs to cover the entire road, and each RSU only covers
a certain range. As a result, each vehicle moving on the
highway can transmit multimedia data only when it passes
a RSU. As mentioned before, videos encoding with various
techniques are considered as examples in this work, and other
multimedia traffic, such as voice, image, data, and etc., can
also be incorporated into our approach easily. For each vehicle,
we consider only one video flow will be carried, and it will be
encoded by one encoding technique. The encoded video will
be chopped into small packets for transmission. A vehicle is
allowed to transmit only during its allocated time slots. When
the multimedia data is successfully transmitted, it does not
request wireless network access any more.

A. Vehicle Mobility Model

According to the vehicle traffic model [13], [24], the arrival
process of vehicles can be modeled as a Poisson distribution
process. The arrival rate of the vehicles for each lane is
assumed to be λ (number of vehicles per time unit). With
multiple lanes in both directions, the aggregated arrival still
follows a Poisson distribution. To simplify the notation in the
following, we assume that all vehicles are in a single lane and
the same approach can be applied to multiple lanes cases.

With the consideration of a speed limit in highway, it is
reasonable to assume that all vehicles are moving with the
average speed v (distance traveled per time unit). Let k rep-
resent the vehicle density (number of vehicles per kilometer),
and k = λ/v. Then the average number of vehicles passing an
observation point per time unit is q = kv. According to [24],
the relationship between vehicle density and speed can be
modeled as:

v = vf (1− k/kmax), (1)

where vf is the free-flow speed and kmax is the vehicle jam
density. With the vehicle’s speed v, the total duration of vehicle
with the coverage range of the RSU is easy to obtain:

Ts = 2R/v, (2)
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Region 4: 600m, 3Mbps

Fig. 2. Wireless Model.

where R is the transmission range of the RSU. The number
of vehicles in the coverage range of the RSU can also be
calculated:

Nv = bTskvc. (3)

B. Wireless Model

As we focus on the resource allocation in a general wireless
system that can support transmission scheduling, we consider
a general wireless communication model, which suffers from
fading, shadowing and path loss. It is possible that the RSU
uses cellular or WiFi technologies. If using the cellular tech-
nology, the TDMA mode can support the proposed scheduling
directly; if using WiFi with contention-based MAC, then we
may rely on the association process to deploy the proposed
scheduling algorithm.

Broadband wireless systems typically support scalable mod-
ulation and coding techniques to adjust the data rate according
to the received signal to noise ratio (SNR). Further, the
wireless channel quality between the RSU and the moving
vehicle highly depends on the path loss which is a function
of the communication distance d. Thus, we can simplify the
wireless model by mapping the transmission distance to the
data rate. Although shadowing and fading may also affect
the instantaneous signal strength and should be considered
for the data communication, but this part is not considered
by the scheduler to reduce the control overhead and simplify
the scheduling decision. This strategy is also adopted by
references [2], [12]. Therefore, the coverage area of the RSU
is divided into several regions, which is shown in Fig. 2. Each
region has a constant transmission data rate. The closer to the
RSU, the higher the data rate it supports.

C. Utility Model

Different from the previous work, we consider different util-
ity functions for different types of video encoding techniques.
As a widely accepted video quality metric, Peak Signal-to-
Noise Ratio (PSNR) is used to represent the value of utility
function [25], [26]. The utility function Fu maps the amount
of transmitted video data to the decoded quality, which can be
represented by:

U = F j
u(D), j = {1, 2, . . . , Ne}, (4)

where D is the amount of transmitted video data, Ne is the
total number of encoding techniques. For each video, with a

Utility

Video data0

CS

SVC

H.264/
AVC

t1 t2 t3

Fig. 3. Utility Model.

different encoding technique, the required amount of data to
decode is different. For example, for the H.264/AVC codec,
only if all the video packets are received successfully, the
video can be decoded. While for compressed sensing (CS)
based encoding technique, the video can always be decoded
with different quality depending on the amount of received
data. Therefore, the utility function can be either discrete or
continuous functions. For instance, the utility function Fu for
H.264/AVC codec can be defined as:

Fu =

{
u, if D ≥ Sv,
0, otherwise,

where Sv is the total size of the encoded video clips. The
above discrete utility function is shown as the blue curve with
square marker in Fig. 3. Similarly, for Scalable Video Coding
(SVC), as the video is encoded into layers, with more video
data transmitted, more enhancement layers can be decoded to
improve the video quality. Thus, the utility function for SVC is
a stair-case discrete function, as the green curve with triangle
marker shown in Fig. 3. While for the CS based encoding
technique, since the video can always be decoded with any
amount of received data, the utility function can be written as
a quadratic function [26], [27]:

Fu = aDb + c,

where a, b and c are the parameters determined by the encoder,
shown as the red curve with circle marker in Figure 3.

D. Problem Formulation

As there is a speed limit for highway, it is reasonable to
assume that all the vehicles move with the average speed v.
Similar to the typical MAC approach, the total sojourn time
can be divided into time slots with the duration of ∆t. When
the time slot ∆t is small enough, there will be at most one
vehicle arrive in the next time slot. As each vehicle travels with
stable speed in the coverage of the RSU, the total distance
traveled during each time slot is identical. If we consider
the total distance traveled during one time slot as a small
region, then the whole coverage of the RSU can be regarded
as virtually divided into small pieces. The number of small
regions is equal to the number of total time slots traveling
within the RSU’s coverage.

According to the wireless model, since the available trans-
mission rate is mainly dominated by the relative distance d
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to the RSU, the transmission rate for each region can be
represented by a vector W = {w1, w2, . . . , wNT

}, where NT

is total number of small regions and NT = Ts/∆t. The value
of each element wi can be easily obtained by the wireless
model based on the relative distance to RSU.

Since the wireless channel is broadcast and shared in nature,
in each time slot, it only allows at most one vehicle to transmit.
Let t = 1 represents the first time slot, for the t-th time slot,
the transmission scheduling decision for each small region can
be represented by a vector:

A(t) = {a1(t), a2(t), . . . , aNT
(t)}, (5)

where

ai(t) =

{
1, vehicle in the i-th region is assigned,
0, vehicle in the i-th region is NOT assigned.

(6)
There is a constraint

∑NT

i=1 ai(t) ≤ 1 for the vector A(t),
which means that at most one vehicle will be assigned to
transmit for slot t.

With multiple vehicles competing for the limited wireless
resources, the problem is formulated as finding the best time
slot allocation for a total time period T to schedule the trans-
mission, such that the total utility is maximized. Therefore,
we formulate the utility maximization problem (UMP) as:

UMP: max
Nc∑
i=1

Ui +

T∑
n=1

E(Un), (7)

s.t. aj(t) ∈ {0, 1}, j = 1, 2, ..., NT , (8)
NT∑
l=1

al(t) ≤ 1, (9)

where,
∑Nc

i=1 Ui is the total utility of the Nc vehicles currently
in the RSU’s transmission range, and

∑T
n=1 E(Un) is the

expectation of total utility achieved of future arrival vehicles
in the next T time slots.

For the current Nc vehicles in the RSU’s transmission
range, the i-th vehicle is supposed to arrive at ti, and the
decision vector [a1(ti), a2(ti + 1), . . . , aNT

(ti +NT − 1)] in-
dicates whether the vehicle is allocated to transmit. Then the
achieved utility Ui of the i-th vehicle is obtained by the utility
function Fu based on the total throughput:

Ui = Fu

NT∑
j=1

aj(ti + j − 1)wj∆t

 . (10)

Since the future arrival information is unavailable, only the
expectation of utility achieved by future arrival vehicle can
be calculated. For the future arrived vehicle, the encoding
technique of the video to transmit can be selected from the
set of Ne encoding techniques with certain probability Pe.
Assume that there is a new vehicle arrives in the next time
slot with probability Pa, then the expected utility E(Un) for
the new arrival vehicle can be calculated by:

E(Un) = PePa

Ne∑
i=1

Fu

NT∑
j=1

aj(tn + j − 1)wj∆t

 . (11)

Apparently, the formulated UMP problem is an integer
programming problem [28]. Since the variable a(t) in UMP
can be only 0 or 1, the formulated UMP is a 0-1 programming
problem and it is NP-hard according to [29]. For each time
slot, Nv vehicles in the RSU’s transmission range correspond
to Nv choices for the scheduler. As the variable a(t) must be
solved sequentially, the decision at the current time slot a(t)
will affect the future decision. With the scheduling for T time
slots, the computation complexity is O((Nv)T ).

Meanwhile, without the future arrival information, it is even
more difficult to obtain the optimal solution. Therefore, in
the next step we first consider how to obtain the optimal
solution with the assumption that the future arrival information
is known already, which is not practical and serves as a bench-
mark. Then we consider how to devise an heuristic algorithm
which is only based on the current vehicle information to
achieve high utility.

IV. ALGORITHM DESIGN

A. Optimal Solution

With the assumption that the RSU has the knowledge of
future vehicle arrival pattern, the formulated problem can be
translated into a finite state sequential decision problem.

In our problem, the goal is to obtain the maximum utility
achieved in T time slots. For each time slot t, we define state
St to represent the current status of Nv vehicles in the RSU’s
coverage:

St = (V1, V2, . . . , VNv ), (12)

where Vi is the information set of the i-th vehicle in the
coverage and is defined as:

Vi = {Ii, Pi, u
T
i , D

S
i , D

R
i }, (13)

which includes the vehicle ID Ii, the current position Pi, the
utility type uTi , the total amount of data DS

i to transmit, and
the amount of remaining data DR

i .
For each time slot, we only need to determine which vehicle

is allocated to transmit. Thus the actions is defined as:

At = a, a ∈ [1, 2, . . . , Nv]. (14)

If the action At = i, then the i-th vehicle is allocated to
transmit the video data during the current slot.

For the i-th vehicle, we can calculate the current relative
distance di to the RSU according to its current position Pi.
The transmission data rate wi can be estimated accordingly.
Then the total amount of data that can be transmitted in the
current time slot is obtained by:

∆D = wi∆t. (15)

With the above amount of data transmitted in the current time
slot, the amount of remaining data in the next time slot DR+

i

is updated by:
DR+

i = DR
i −∆D. (16)

For the other vehicles, without the chance to transmit, their
remaining amounts of the video do not change.

Since all the vehicles will move with distance v∆t, the
information for each vehicle in the next time slot V +

i needs to
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be updated accordingly. Only the vehicle that is allocated to
transmit in the current time slot has to update the remaining
amount of video. For the next time slot, the next state S+

t can
be represented by:

S+
t = (V +

1 , V
+
2 , . . . , V

+
Nv

+). (17)

To evaluate how good the decision is, we define the reward
Rt for each action at each time slot t. Since the goal of
our schedule algorithm is to achieve the maximum utility, the
utility achieved by the current Nv vehicles in the current time
slot will be used as the reward. Therefore, the reward can be
obtained by:

Rt =

Nv∑
i=1

[Fu(DS
i −DR+

i )− Fu(DS
i −DR

i )]. (18)

The total reward achieved by all the time slots is the summa-
tion of the reward of each time slot. Then the problem can
be formulated as the maximization of the long term reward
during the whole running time:

max
T∑

t=1

Rt, (19)

s.t. At ∈ [1, Nv], t ∈ [1, T ].

Note that, for each time slot, if we always take the action
which can bring the highest reward for the current slot, such a
greedy approach cannot guarantee the long-term highest utility.
For instance, as shown in Fig. 3, within one time slot, the
vehicle Vs with SVC video will achieve 0 utility as the amount
of transmitted data cannot even decode the base layer, while
another vehicle Vc with CS video can always achieve certain
amount of utility. With higher utility to achieve, Vc will be
allocated to transmit. However, if Vs can transmit for three
consecutive time slots, the reward it can bring will be higher
than that of Vc. So, the greedy algorithm which results in
immediate optimum cannot guarantee the long-term optimum.

The global optimal solution of the above optimization
problem can be solved by searching all the states. Obvi-
ously, the computational complexity is still O(Nv

T ), which is
prohibitively high. Meanwhile, since the prior knowledge of
future arrival is required, such a solution cannot be obtained in
practice and it can only be considered as a benchmark offline
algorithm and the performance upper bound.

B. Max Utility Potential Algorithm

Considering the high mobility and dynamic arrival of the
vehicles, it is impractical to have future vehicle arrival infor-
mation. Thus, an online heuristic algorithm should be devised
without the prior knowledge of future arrival. In this section,
based on the current vehicles’ information, we design a simple
yet effective algorithm to achieve high utility.

As discussed before, the immediate optimum of single slot
cannot guarantee the long-term optimal results, and more con-
secutive time slots should be considered to improve the results.
Therefore, for each vehicle, all the time slots before it leaves
the RSU’s transmission range can be considered to check the
maximum potential of the achieved utility. Meanwhile, since

Algorithm 1 Max Utility Potential Computation Algorithm
1: Input: the vehicle’s moving velocity v and current posi-

tion p.
2: Output: the maximum utility potential of the vehicle
3: procedure COMPUTEMAXUTILITY(v, p)
4: Initialize max utility ← −1
5: Compute the total number of slots it will stay in the

RSU’s transmission range: ns ← (2R− Pi)/(vi)
6: Initialize the total amount of downloaded data D ← 0
7: for i = 1 to ns do
8: D ← D + wi∆t
9: utility ← Fu(D)/i

10: if utility > max utility then
11: max utility ← utility
12: end if
13: end for
14: return max utility
15: end procedure

the future vehicle arrival is unavailable and quite difficult to
predict, only the vehicles currently in the RSU’s coverage will
be taken into consideration.

For each vehicle, with the position Pi and the moving
velocity vi, the RSU can accurately predict how long the
vehicle will stay in the transmission range. Then the total
number of time slots that the vehicle will stay in the RSU’s
transmission range can be calculated:

ns =
2R− Pi

vi∆t
. (20)

The maximum possible utility achieved for each vehicle can be
estimated if the vehicle can always be allocated as long as it is
inside the RSU’s transmission range. Then the average utility
potential in the next n slots Un is defined as the total amount
of utility obtained during the next n slots over n, which is
computed as:

Un =
Fu (

∑n
i=1 wi∆t)

n
. (21)

If there is only a small amount of data left to be transmitted,
only a fewer number of slots are needed. So if too many future
time slots are allocated to the vehicle, many will be wasted.
In this case, as the total amount of utility achieved in the
future will not change, with more time slots, the average utility
potential will be decreased. Besides, for certain types of utility
function, with more data downloaded, the increasing rate of
achieved utility will slow down. Therefore, the maximum
utility potential max(U1, U2, . . . , Uns

) should be computed for
the scheduling, which is shown in lines 6 to 12 of Algorithm 1.

The computation of utility potential can be considered as
to find the vehicle which can bring the highest utility-to-
throughput ratio in the following couple of slots till it leaves
the RSU coverage. For a discrete utility type, the computation
is to find the steepest stair, while for a continuous utility
function, it is close to find the maximum slope.

With the utility potential computed, all the vehicles in the
RSU’s transmission range will be sorted according to the
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utility potential. The vehicle with the highest utility potential
will be selected to transmit during the current time slot.

C. Discussion

From Algorithm 1, it can be noticed that the calculation
of utility potential for each vehicle will consider at most NT

time slots. According to the traffic model, given the vehicle
density k, the maximum number of vehicles Nv currently
in the RSU’s transmission range can be estimated by (3).
Therefore, for each time slot, there will be at most Nv vehicles
to be considered for the utility potential. Then the worst-case
computation complexity can be derived as O(NvNT ), and thus
the proposed algorithm is simple enough to run in real time.

The estimation of the utility potential can be considered
as the slope between the amount of transmitted data and the
utility, which is shown in Fig. 4(a). Although the proposed
algorithm works in a myopic way, it still can achieve good
performance without taking the future prediction into con-
sideration. Supposing that one vehicle has been selected to
transmit, the future vehicle arrival can be categorized in two
scenarios:

• In the next several future time slots, the utility potential
of incoming vehicles cannot exceed the current selected
vehicle. In this case, the proposed algorithm definitely
makes the best decision.

• The future arrival vehicle will achieve a higher utility
potential. If shortly after the current slot, there is one
incoming vehicle with a higher utility potential, then our
algorithm will select the new vehicle to transmit. Within
a short time period, the data transmitted by the previous
vehicle is very limited, and thus any possible throughput
wastage is limited. For a vehicle with stair-case type
of utility functions (e.g., for SVC or H.264 video),
once it is served, the utility potential for the selected
vehicle will become higher, which is shown in Fig. 4(b).
With more amount of video data transmitted, the slope
also becomes larger for flows with continuous utility
functions. Therefore, there is a very small probability
that the utility potential of the future arrival vehicles can
exceed the current selected vehicle, so we can largely
avoid the situation of wasting throughput.

The performance of the proposed utility potential based
approach is affected by the utility function. If the vehicle with
a stair-case utility function is assigned to transmit for a few
time slots, the transmitted video data may not be able to be
decoded, therefore 0 utility is achieved, and the throughput is
wasted. While for the continuous type utility function, even
if the vehicle is only allocated to transmit for one slot, the
limited throughput can still achieve certain utility. Therefore,
if there are more vehicles with continuous utility functions,
the total achieved utility will be closer to the optimal result.

V. PERFORMANCE EVALUATION

A. Simulation Setup

To evaluate the performance of the proposed scheduling
algorithm, we implemented simulation with NS-3 and con-
ducted simulations with real video traces. Two video traces
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achieved utility

0

(a) Utility Potential at time t0

Utility

Video data

Utility function

Expected achieved 

utility at t1

0

Expected achieved 

utility at t2

Data transmitted

between t1 and t2

(b) Utility Potential at time t1

Fig. 4. Illustration of potential achieved utility.

TABLE I
VIDEO ENCODING CONFIGURATIONS

Video Codec Avg. Bitrate Avg. PSNR

Foreman

H.264 726.8 kbps 39.5 dB
SVC layer 1 98.6 kbps 29.2 dB
SVC layer 2 158 kbps 32.89 dB
SVC layer 3 374 kbps 36.8 dB

CS Avg. PSNR ≈ 2× Bitrate0.38 + 8.51

Football
H.264 603.31 kbps 33.75 dB

SVC layer 1 537.9 kbps 29.16 dB
SVC layer 2 958.2 kbps 33.27 dB
SVC layer 3 1,408.7 kbps 35.53 dB

CS Avg. PSNR ≈ 0.51× Bitrate0.53 + 14.62

Foreman and Football [30], which have 300 and 260 frames
respectively, are used in our work. The videos are encoded
with H.264, SVC and CS techniques, and the encoding con-
figurations are listed in Table I. Other types of encoding
techniques and utility functions can also be supported by our
algorithm.

The settings of simulation parameters are shown in Table II.
Based on the traffic flow model, the free-way speed is always
impossible to achieve. For different simulation scenarios, the
actual vehicle speed is set between 60 km/h to 130 km/h.
With the assumption that the wireless data rate is mainly
determined by the relative distance, the wireless network
achievable data rate is estimated according to [31], [32]. The
wireless configuration is shown in Table III.

To better understand the performance of the proposed al-
gorithm, we compare the results with the D*S/R algorithm
proposed in [1], and two other simple schemes, the greedy
algorithm which always allocates the wireless resources to
the vehicle with the highest data rate, and the first come first
service (FCFS) scheme which serves the vehicle that will leave
the RSU’s coverage first. We run the simulation with several
different scenarios. For each scenario, we conduct 100 runs
with different random seeds to obtain the average, and each
run will last for 10 to 10,000 time slots.

B. Evaluation Metrics

In order to maximize the total achieved utility, the following
metrics are used for evaluation purpose,

• Average Utility: defined as the average utility achieved
by all the vehicles during the total time slots.

• Wasted Throughput Ratio: defined as the amount of
throughput which does not contribute to any utility over
the total throughput.
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Fig. 5. Bitrate and PSNR of Compressed sensing video.

TABLE II
SIMULATION SETUP

Parameter Value
RSU transmission range 300 m

Traffic jam density kjam 120 veh/km/lane
Number of lanes 2

Free-way speed vf 160 km/h

• Jain’s Fairness Index: calculated based on the achieved
utilities from all the vehicles to evaluate the scheduling
fairness.

C. Simulation Results

First, we evaluate the performance gap between solutions
from the proposed algorithm to the optimal solution. As
mentioned before, the computation complexity is very high
for the optimal solution. To reduce the computation load, we
set the total time slots T = 10, and the duration of each time
slot is ∆t = 1 second with a very low vehicle density (5
vehicles per kilometer per lane). With the above setting, each
run of optimal solution can be solved in around 10 minutes.

The results are shown in Fig. 6. The average utility achieved
versus the vehicle speed is plotted with 95% confidence
interval in Fig. 6(a). Obviously, the optimal solution achieves
the best performance. As the optimal solution always searches
all possible allocations to find the best solution, the per-
formance affected by the randomness is limited. Although
the proposed algorithm achieves less average utility than the
optimal solution, small variances can be achieved as well.
The greedy algorithm always chooses the vehicle with the
highest data rate to transmit, which brings high utility. In
the implementation, the deadline of D*S/R algorithm for each
vehicle is considered as the time it leaves the transmission
range. Thus, the vehicle leaving the transmission range sooner
will be given a higher priority to transmit. Meanwhile, the low
data rate caused by relatively long distance to the RSU leads
to low average utility. Similar to the D*S/R algorithm, FCFS
always selects the vehicle closest to the transmission edge to
transmit, and the worst performance is achieved, compared to
the other solutions.

For all the algorithms, the average achieved utility decreases
with the increment of the vehicle speed. This is because when
the vehicle speed is faster, the sojourn time is shorter with
the fixed transmission range of RSU. Therefore, the total
throughput for each vehicle will be be reduced, which leads
to a smaller average utility.

TABLE III
WIRELESS NETWORK SETUP

Distance range (m) Data Rate (Mbps)
[0,85] 3

[85,135] 6
[135,215] 12
[215,300] 24

The result of the percentage of the wasted throughput is
plotted in Fig. 6(b) with 95% confidence interval as well.
From the results, we can find that the proposed algorithm can
reach similar low bandwidth wastage (around 3%) and small
variances to the optimal solution. As the proposed algorithm
always tries to find the vehicle with the highest potential to
transmit, the throughput will not be wasted much. In this
scenario, since we only run the simulation for 10 slots, the
data requested during the last several slots may be wasted,
as a significant percentage of vehicles are still within the
coverage of RSU when the simulation was ended. For the
other three algorithms, the wasted throughput is much higher,
and the percentage of wastage increases linearly with the
increment of vehicle speed. With a higher speed, since the
sojourn time becomes less, the probability that a vehicle cannot
finish the transmission becomes higher which leads to a higher
percentage of wasted throughput.

Next, we conduct the simulations with more time slots. In
this case, the time slot duration is set to ∆t = 0.1s to ensure
that there is at most one vehicle arrival during each time slot.
The total time slots is set to T = 10, 000. The optimal solution
cannot be obtained for comparison as the total amount of time
slots is too large, such that the computation load has already
exceeded our computation capacity. In order to evaluate the
performance under different vehicle densities, which are set
to 10 and 30 vehicles per kilometer per lane respectively. For
each scenario, all vehicles run with same average speed with
different variations. The results are plotted in Figs. 7 and 8
with 95% confidence interval.

Figures 7(a) and 8(a) show the results of the average
achieved utility. From the figures, it can be noticed that
performance variances for all the algorithms have been greatly
reduced. According to our simulation, when the simulation
runs for a long time, the performance of each algorithm
will finally converge. Compared to the previous case, the
results show the similar trend. Less average utility can be
obtained due to the higher traffic. With more vehicles, there
will be more competitions for the limited wireless resources.
As a result, the average throughput for each vehicle will be
reduced and will lead to less average utility. By considering
the possible highest utility potential, our utility maximization
based algorithm can outperform the other algorithms.

In Figs. 7(b) and 8(b), the results of the percentage of
wasted throughput are shown. With the long running time, the
proposed algorithm wastes very limited amount of throughput.
Theoretically, the proposed algorithm only let the vehicles
which can gain utility to transmit, so none of the throughput
should be wasted. However, with the stair-type utility function,
the throughput may be wasted. For instance, as shown in
Fig. 3, during t3, the residual base layer data and part of
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Fig. 6. Results of Case 1, with vehicle density k = 5 vehicles per kilometer per lane, and T = 10 time slots.

50 60 70 80 90 100 110 120 130
5

10

15

20

25

30

Vehicle Speed (km/h)

A
v
e
ra

g
e
 U

ti
lit

y
 (

d
B

)

 

 

GREEDY

UTILITY

FCFS

D*S/R

(a) Average achieved utility.

50 60 70 80 90 100 110 120 130
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Vehicle Speed (km/h)

P
e
rc

e
n
ta

g
e
 o

f 
W

a
s
te

d
 (

%
)

 

 

GREEDY

UTILITY

FCFS

D*S/R

(b) Percentage of wasted throughput.

50 60 70 80 90 100 110 120 130

0.4

0.5

0.6

0.7

0.8

0.9

1

Vehicle Speed (km/h)

F
a
ir
n
e
s
s
 I
n
d
e
x

 

 

GREEDY

UTILITY

FCFS

D*S/R

(c) Fairness index.

Fig. 7. Results of Case 2, with vehicle density k = 10 vehicles per kilometer per lane, and T = 10, 000 time slots.
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Fig. 8. Results of Case 3, with vehicle density k = 30 vehicles per kilometer per lane, and T = 10, 000 time slots

enhancement layer data will be transmitted simultaneously.
Since the transmitted enhancement layer is not enough to
decode, the bandwidth to transmit the enhancement layer data
is wasted. Meanwhile, the performance does not change much
with different vehicle speed. This can be explained that the
estimation of the potential achieved utility is independent of
the vehicle speed, thus it does not affect the performance.

The results of the fairness index are shown in Figs. 7(c)
and 8(c). It can be noticed that the trend of the fairness index
is similar to the average throughput. With the increment of

vehicle speed, the average utility achieved will decrease. The
lower average utility implies that more vehicles cannot achieve
any utility, which leads to a lower fairness index. Therefore,
as the proposed algorithm can achieve a higher average utility,
the schedule fairness can be improved at the same time.

Finally, we conducted the simulations with the change of
vehicle density. We still set the time slot duration to 0.1s and
run the simulation with 10,000 time slots. According to the
traffic model, the vehicle speed can be estimated by (1). The
results are plotted with 95% confidence interval and shown in
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Fig. 9. Results of Case 4, with T = 10, 000 time slots.

Fig. 9.
Figure 9(a) shows the average achieved utility. Different

from the previous results, when the vehicle density and the
vehicle speed change simultaneously, the performance results
do not change monotonically. With a low vehicle density,
the low competition will bring relative high throughput. Thus
a higher average utility will be achieved correspondingly.
However, when the vehicle density reaches a certain level,
according to (1), the vehicle speed will be decreased a lot.
Therefore, each vehicle will have a longer sojourn time to
improve the throughput.

From Fig. 9(b), we can still achieve low throughput wastage
with the proposed algorithm. As mentioned before, the esti-
mation of the utility potential is independent with the traffic
arrival rate or density. Therefore, a low throughput wastage
can always be guaranteed. D*S/R takes both the deadline
and throughput into consideration, which can reduce the
throughput wastage as well. The greedy and FCFS did not
consider whether the throughput can bring certain utility, thus
more than half of the throughput was wasted.

At last, we show the fairness index in Figure 9(c). As
explained before, the fairness index has a similar trend to
the average achieved utility. With the higher average utility
achieved, the proposed algorithm can outperform the other
algorithms in terms of better fairness.

VI. CONCLUSIONS

In this paper, the problem of multimedia transmission
scheduling among multiple vehicles over the Drive-thru In-
ternet has been investigated. The utility model was devised
to map the throughput to the user’s satisfaction level. First,
the scheduling problem was formulated as an optimization
problem to maximize the total achieved utility. Since the opti-
mization problem is NP-hard, the problem was then converted
to a finite state decision problem and solved by a searching
algorithm which is served as the performance upper bound. A
heuristic algorithm based on the utility potential was proposed
to obtain the solution in real time with high performance.
Finally, we implemented and conducted extensive simulations
to evaluate the performance.

There are still open issues to investigate in the future.
First, the wireless model should take the channel fading

and shadowing into consideration to make it more practical.
Second, the vehicles may move with varying speed. Last but
not least, we only consider one RSU scenario, how to schedule
the transmission when vehicles drive through multiple RSUs
need to be investigated.
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