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Abstract—An analytical model to study the performance of
wireless local area networks (WLANs) supporting asymmetric
nonpersistent traffic using the IEEE 802.11 distributed coordina-
tion function mode for medium access control (MAC) is developed.
Given the parameters of the MAC protocol and voice codecs, the
voice capacity of an infrastructure-based WLAN, in terms of the
maximum number of voice connections that can be supported with
satisfactory user-perceived quality, is obtained. In addition, voice
capacity analysis reveals how the overheads from different layers,
codec rate, and voice packetization interval affect voice traffic
performance in WLANs, which provides an important guideline
for network planning and management. The analytical results can
be used for effective call admission control to guarantee the quality
of voice connections. Extensive simulations have been performed
to validate the analytical results.

Index Terms—IEEE 802.11 DCF, unbalanced traffic, voice
capacity.

I. INTRODUCTION

VOICE over Internet protocol (VoIP) is one of the fastest
growing Internet applications. It is anticipated that VoIP

will be a viable alternative to the traditional public switched
telephone networks (PSTNs) because of its high resource uti-
lization and low cost. Meanwhile, the IEEE 802.11 wireless
local area network (WLAN) standard is widely deployed for
Internet access. Although existing WLAN applications are
mainly data centric, there is a growing demand for real-time
voice services over WLAN. Driven by these two popular tech-
nologies, VoIP over WLAN (VoWLAN) has been emerging as
an infrastructure to provide low-cost wireless voice services.

The IEEE 802.11 standard defines two modes of medium
access control (MAC) protocol, namely: 1) mandatory distrib-
uted coordination function (DCF) mode and 2) optional point
coordination function (PCF) mode. Although the PCF mode is
designed for real-time traffic [1], [2], it is not widely deployed
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due to its inefficient polling schemes, limited quality of service
(QoS) provisioning, and implementation complexity.1 On the
other hand, supporting voice traffic over WLANs using the
DCF mode poses significant challenges, because the perfor-
mance characteristics of their physical and MAC layers are
much worse than their wireline counterparts. The voice capacity
of a WLAN, which is defined as the maximum number of
voice connections that can be supported with satisfactory user-
perceived quality, has been actively investigated both experi-
mentally and analytically.

The voice quality and capacity of WLANs in the presence
of background data traffic has been measured in [4] using
a test bed consisting of commercially available components.
Measurements of voice capacity with the voice codec G.711
and a 10-ms packetization interval have been carried out in [5].
Because experimental results cannot predict voice capacity
when new wireless technologies or voice codecs are emerged
and experiments alone cannot fully reveal the relationship be-
tween voice capacity and system parameters, the voice capacity
of a WLAN has been theoretically estimated in [6] based on
the assumptions that there is no collision during transmissions
and all mobile stations take advantage of the backoff time of
the access point (AP) to fulfill their own backoff requirements.
An analytical model to estimate the voice capacity of the IEEE
802.11a/b-based WLANs is developed in [7]. It is assumed that
there are always two and only two active stations competing
for the wireless channel, where an active station is defined
as a station that currently has a frame in service. The voice
capacity obtained in [6] and [7] may be overly optimistic due
to these simplified assumptions. A loose estimation of voice
capacity is harmful for admission control, because once traffic
load exceeds the network capacity, the quality of all ongoing
voice traffic will be jeopardized.

In addition to voice capacity analysis, the throughput and
delay of traffic over a WLAN have been extensively studied
in the literature. Bianchi [8] develops a bidimensional discrete-
time Markov chain model to calculate the system throughput as
a function of the number of saturated stations. Here, a saturated
station always has a frame ready for transmission. In reality,
some stations, especially those with real-time voice traffic, are
unsaturated. When there are more than one station sharing
the wireless resource, the maximum throughput of WLAN

1Because both DCF and PCF have limited support for real-time applications,
the IEEE 802.11e has been proposed to enhance the current 802.11 MAC to
support applications with stringent QoS requirements [3], but it is unclear if
and when the standard will be widely deployed.
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Fig. 1. Network scenario.

can be achieved only in the unsaturated station case [18].
Therefore, Bianchi’s model may not be directly applicable to
voice capacity analysis. Tickoo and Sikdar [9], [10] model the
queue of an unsaturated station as a discrete-time G/G/1 queue
and use this model to analyze the frame delay distribution.
Both Bianchi’s and Tickoo’s models consider a homogeneous
scenario in an independent (or ad hoc) basic service set (BSS),
and they assume that all stations have the same traffic load and
frame service rate. However, the majority of existing WLANs
are set up in infrastructure mode, where mobile stations access
the Internet through an AP, which coordinates all traffic to and
from the WLAN. In an infrastructure-based WLAN, the AP has
a much higher traffic load and is the bottleneck. The unbalanced
traffic load affects network performance and voice capacity,
which needs further investigation.

In this paper, we study the network performance of an
infrastructure-based WLAN, considering the practical issue
induced by unbalanced traffic. The network scenario is shown
in Fig. 1, where the WLAN is composed of one AP and
N − 1 mobile nodes (MNs). The AP and N − 1 correspondent
nodes (CNs) are connected to a wired backbone network. Voice
connections are established between MNs and CNs through the
AP. By considering the different traffic loads of the stations,
we obtain the conditional collision probabilities and the frame
service rates of the AP and MNs, respectively. We further
analyze the queue utilization ratio (or traffic intensity) of the
AP and MNs. Given a voice codec, an accurate upper bound
on the number of simultaneous voice connections that can be
supported in an infrastructure-based WLAN is obtained.

Our main contribution has two aspects, namely: 1) devel-
opment of an analytical model for studying the system per-
formance of WLANs with asymmetric traffic and unsaturated
stations and 2) use of the model to quantify the voice capacity
of infrastructure-based WLANs. The analytical results reveal
how unbalanced traffic, overheads from different layers, codec
rate, and voice packetization interval affect the voice capacity.
This information provides a useful guideline for radio re-
source allocation and management and offers insights for future
network planning and protocol design. The analytical results
are validated by simulations using the NS-2 (version 2.27)
[11]. Although this paper focuses on the basic access mode
of DCF, the approach can be extended to the request-to-
sender/clear-to-send (RTS/CTS) mode and is suitable for an-
alyzing the voice capacity of any wireless networks using the

carrier sense multiple access/collision avoidance (CSMA/CA)
MAC protocol.

The remainder of this paper is organized as follows: The
legacy IEEE 802.11 MAC protocol and VoIP system are pre-
sented in Section II. The analytical model, which is developed
in Section III, is used to derive the voice capacity of WLANs in
Section IV. Section V presents the simulation results, followed
by concluding remarks in Section VI.

II. BACKGROUND

A. IEEE 802.11 DCF-Based MAC

The IEEE 802.11 DCF-based MAC protocol uses the
CSMA/CA mechanism [12]. A station monitors the medium
before attempting transmission. If the medium is sensed busy,
the station defers transmission until the medium is sensed idle
for a period of time equal to a DCF interframe space (DIFS).
After the DIFS medium idle time, it enters the backoff phase in
which it sets a random backoff counter randomly chosen from
[0, CW), where CW is the contention window size. The backoff
counter decreases by one for every time slot if the medium is
idle; otherwise, the counter freezes, and the decrement resumes
after the medium is sensed idle again for a DIFS. When the
backoff counter reaches zero, the station transmits the frame. If
another station transmits a frame at the same time, a collision
occurs, and both transmissions fail. CW is doubled after a
collision until it reaches the maximum value (CWmax), and
the sender reschedules the transmission by randomly choosing
a backoff counter in [0, CW). The frame is dropped when the
retransmission limit is reached. After a successful transmission,
CW is reset to its minimum value (CWmin). Upon receiving a
frame successfully, the receiver transmits an acknowledgment
(ACK) following a short interframe space (SIFS). Two medium
access techniques are specified in DCF, namely 1) basic
access mechanism and 2) RTS/CTS mechanism. Frames are
transmitted using the RTS/CTS mechanism if their payload
exceeds a given threshold; otherwise, the basic access is used.
Voice frames are transmitted using the basic access mechanism
because of their small payload size. Furthermore, without link
layer fragmentation, one voice packet corresponds to one link
layer frame.

With the IEEE 802.11 DCF-based MAC, all have the same
priority to access the channel. This is unfavorable to the
AP, which has a much higher traffic load. In addition, the
CSMA/CA mechanism was originally designed for data trans-
mission, without considering delay-sensitive voice traffic. Be-
fore being successfully transmitted, each frame has to wait
a random time period, which depends on the network load
and collisions that it experienced. A high collision probability
reduces the frame service rate and accentuates the queue length
and delay, which should be avoided for voice traffic. Thus, it is
critical to obtain the upper bound of traffic load to limit the con-
tention and collisions, which will be discussed in Section IV.

B. VoIP System

VoIP has been widely accepted for its cost effectiveness
and easy implementation. A VoIP system consists of three
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TABLE I
FREQUENTLY USED VOICE CODECS

indispensable components, namely 1) codec, 2) packetizer,
and 3) playout buffer. Analog voice signals are digitized,
compressed, and encoded into digital voice streams by the
codecs. The output digital voice streams are then packed into
constant-bit-rate (CBR) voice packets by the packetizer. Each
voice packet has a 40-B real-time transport protocol (RTP)/user
datagram protocol (UDP)/IP header. After voice packets are
delivered through the network, the reverse process of decoding
and depacketizing is accomplished at the receiver. A two-way
conversation is very sensitive to packet delay jitter, but it can
tolerate a certain degree of packet losses. Therefore, a playout
buffer is used to smooth the speech by eliminating the delay
jitter at the receiver. Any packets arriving later than the playout
time will simply be discarded. Other components, such as
voice activity detector (VAD), loss/error concealment, and echo
control, etc., are also included in the system to enhance the
functionality and performance of a VoIP system [13], [14].

Table I lists the main attributes of some frequently used
voice codecs with different packetization intervals. Different
codecs use different compression algorithms, resulting in dif-
ferent bit rates. G.711 is the international standard for encoding
telephone audio, which has a fixed bit rate of 64 kb/s. If the
packetization interval is 20 ms, which corresponds to a rate
of 50 packets/s, the payload size will be 64 000/(50 ∗ 8) =
160 B. If the packetization interval is reduced to 10 ms, which
corresponds to a rate of 100 packets/s, the payload size will
be reduced to 64 000/(100 ∗ 8) = 80 B. G.723, G.729, and
internet low bit-rate codec (iLBC) are popular codecs used by
VoIP applications. They have lower bit rates at the expense of
higher codec complexity. G.723 is one of the most efficient
codecs with the highest compression ratio and is usually used in
video conferencing applications. G.729 is an industry standard
with high bandwidth utilization for toll-quality voice calls.
iLBC is developed for robust voice communications that can
achieve a graceful degradation of voice quality with severe
packet losses [15]; it has been chosen by many Internet soft-
phone applications, e.g., Skype. iLBC has a codec bit rate of
13.3 kb/s for a 30-ms packetization interval and 15.2 kb/s for a
20-ms interval.

III. ANALYTICAL MODEL

In this section, we present an analytical model for studying
the performance of WLANs with asymmetric traffic using the
DCF mode for MAC. The analytical model is used to derive the
voice capacity in Section IV.

We consider a single-hop fully connected WLAN with N
stations, and every mobile station can sense the status of the
shared wireless channel. Time is discretized into slots, and all
stations are synchronized to operate in slotted time. The wire-
less channel is assumed ideal such that all transmitted frames
can be received error free if there is no collision. Define the
conditional collision probability pi as the probability of a colli-
sion seen by a frame being transmitted by the tagged station i.
pi is assumed constant and independent of the number of
retransmissions the packet has experienced. Because the prob-
ability of three or more stations simultaneously transmitting is
very small, in what follows, we assume that collisions are due
to two stations transmitting simultaneously.

Let the traffic arrival rate and the frame service rate of
station i be denoted as λi and µi frames per slot, respec-
tively, where i = 0, 1, . . . , N − 1. The queue utilization ratio of
station i is ρi = λi/µi. All frames are transmitted at the same
transmission rate, and our analysis can be extended to consider
rate adaptation schemes.

Define pi[T ] as the probability that station i transmits a frame
in a randomly chosen slot. Conditional on the queue state, the
transmission probability of station i can be derived as

pi[T ] = pi[T |QE]pi[QE] + pi[T |QNE]pi[QNE] (1)

where pi[QE] and pi[QNE] are the probabilities of an empty
queue and a nonempty queue of station i, respectively.

The queue of a station is considered empty when the station
is idle, i.e., no frame is in service or waiting for service. A
station is idle with a probability of 1 − ρi for ρ < 1. Therefore,
pi[QE] = 1 − ρi and pi[QNE] = ρi. Because a station never
transmits with an empty queue, pi[T |QE] = 0. Defining τi =
pi[T |QNE] to simplify the notation, the transmission probabil-
ity of station i is given by

pi[T ] = 0 ∗ (1 − ρi) + τi ∗ ρi = ρiτi. (2)

Here, we only consider the unsaturated case where ρi < 1.
If station i transmits in a given slot, a collision occurs if at

least one of the remaining stations also transmits in the same
slot. We have

pi = 1 −
N−1∏

j=0,j �=i

(1 − pj [T ]) = 1 −
N−1∏

j=0,j �=i

(1 − λjτj/µj)

(3)

where i = 0, 1, . . . , N − 1.
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Conditional on a nonempty queue, the transmission probabil-
ity of station i can be approximated as

τi =
E[Mi]

wi
(4)

where wi is the average backoff time for station i to successfully
transmit a packet, and E[Mi] is the average number of transmis-
sion attempts station i made during wi. Each transmission at-
tempt has a collision probability of pi and a success probability
of 1 − pi. With the IEEE 802.11 DCF mode, a backoff counter
is uniformly chosen over [0, CW], where CW is the current
contention window size. The exponential backoff procedure of
a station can be modeled as a geometrically distributed random
variable. Thus, the average backoff time of station i can be
derived as

wi = (1 − pi)
W

2
+ · · · + pm′

i (1 − pi)
∑m′

i=0 2iW

2
+ · · ·

+ pm
i

∑m′

i=0 2iW + (m − m′)2m′
W

2
(5)

where m′ is the maximum backoff stage, m is the retrans-
mission limit, and W is the minimum backoff window size.
According to the IEEE 802.11 standard, m′ is 5, m is 7, and W
is 32 time slots. Similarly, the transmission attempts of station i
can also be modeled as a geometrically distributed random
variable, and the average number of transmission attempts of
station i can be derived as

E[Mi] = (1 − pi) · 1 + · · · + pm
i · (m + 1)

=
1 − pm+1

i

1 − pi
. (6)

Given the system parameters defined by the standard, E[Mi]
and wi are determined by pi alone. Therefore, by substituting
(5) and (6) into (4), τi can be represented as a function of pi.

To determine pi and ρi, we need to obtain the average service
time of a frame 1/µi, which is the time interval between the
time instant that a frame is ready to be transmitted by station i
and the time instant that the frame is successfully transmitted.
During 1/µi, in addition to a successful transmission by the
tagged station i, the following events may occur:

1) successful transmissions by the remaining N − 1
stations;

2) collisions;
3) channel idleness when station i is in its backoff stage(s).

The transmission time of the frame being sent by i is Tsi
,

which is the time duration the channel is sensed busy due to
a successful transmission by station i. We study the system
when it is operating in stable state, i.e., when all incoming
packets are transmitted within a finite delay. During 1/µi, on
the average, the remaining stations successfully transmit
(1/µi)

∑N−1
j=0,j �=i λj frames, which contribute to (1/µi) ×∑N−1

j=0,j �=i λjTsj
time slots. Before the stations successfully

transmit the frames, the total amount of collision time that each

station experiences is (1/µi)
∑N−1

j=0,j �=i λjTcj
+ Tci

, where Tci

is the average collision time of a frame transmitted by station i.
Denote Tci

as the collision time that station i experiences
each time a collision occurs; therefore, Tci

can be derived as a
function of pi, which is expressed as follows:

Tci
= pi(1 − pi) · Tci

+ · · · + pm
i (1 − pi) · mTci

=
pi

(
1 − (m + 1)pm

i + mpm+1
i

)
1 − pi

Tci
. (7)

Tsi
and Tci

can be obtained given the frame length of
station i. Because a collision is assumed to occur due to
simultaneous transmissions by two stations, the duration for
the channel to be busy due to collision equals half of the total
amount of collision time experienced by all stations, which is
(1/2)((1/µi)

∑N−1
j=0,j �=i λjTcj

+ Tci
). Finally, station i spends

wi in the backoff stage before it successfully transmits the
current frame. Therefore, we have

1
µi

= Tsi
+

1
µi

N−1∑
j=0,j �=i

λjTsj

+
1
2


 1

µi

N−1∑
j=0,j �=i

λjTcj
+ Tci


 + wi (8)

where i = 0, 1, . . . , N − 1.
Given the arrival rates �λ = [λ0, λ1, . . . , λN−1], (3) and (8)

can be solved numerically to obtain �p = [p0, p1, . . . , pN−1],
�µ = [µ0, µ1, . . . , µN−1], and �ρ = [ρ0, ρ1, . . . , ρN−1].

IV. VOICE CAPACITY ANALYSIS

As shown in Fig. 1, the WLAN consists of one AP and
N − 1 MNs. Each MN communicates with a CN via the AP.
The voice stream of station i is modeled as a CBR traffic
(without the use of silence suppression) with an arrival rate
of λi frames per slot. We assume that all MNs in the WLAN
use the same voice codec so they have the same traffic load
and frame service rate λi = λ1, i = 1, . . . , N − 1 and µi = µ1,
i = 1, . . . , N − 1, respectively. The CBR traffic model is used
to derive the voice capacity because of two reasons, namely
1) some voice codecs do not use the silence suppression scheme
and 2) if the silence suppression scheme is used and the traffic
exhibits on–off characteristics, the upper bound derived using
the CBR traffic model is robust in the worst case scenario when
all voice flows in the “ON” state. Because the number of flows
in a WLAN is relatively small, a tight upper bound considering
the worst case scenario is desired.

In the infrastructure-based WLAN, all traffic to the MNs
is transmitted by the AP, i.e., the traffic load of the AP is
N − 1 times that of an MN. Therefore, the traffic arrival rate of
the AP is λ0 = (N − 1)λ1 frames per slot. The frame service
rate of the AP is denoted as µ0 frames per slot. The queue
utilization ratios at the AP and MNs are denoted by ρ0 =
(λ0/µ0) = (N − 1)λ1/µ0 and ρi = λ1/µ1, i = 1, . . . , N − 1,
respectively.
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According to (3), the conditional collision probability for
frames being transmitted by the AP (p0) and that for frames
being transmitted by an MN (p1) are given by

{
p0 = 1 − (1 − ρ1τ1)N−1

p1 = 1 − (1 − ρ1τ1)N−2(1 − ρ0τ0)
. (9)

From (4)–(6), τ0 and τ1 are functions of p0 and p1, respectively,
which yields

{
τ0 = E[M0]/w0

τ1 = E[M1]/w1
(10)

where




E[M0] =
1 − pm+1

0

1 − p0

E[M1] =
1 − pm+1

1

1 − p1

w0 =(1 − p0)
W

2
+ · · · + pm′

0 (1 − p0)
∑m′

i=0 2iW

2

+ · · · + pm
0

∑m′

i=0 2iW + (m − m′)2m′
W

2

w1 =(1 − p1)
W

2
+ · · · + pm′

1 (1 − p1)
∑m′

i=0 2iW

2

+ · · · + pm
1

∑m′

i=0 2iW + (m − m′)2m′
W

2
.

Because all stations use the same voice codec, all of the voice
frames have the same size. Denote Ts as the time duration when
the channel is sensed busy because of a successful transmission
and Tc as the time duration when the channel is sensed busy due
to failed transmissions. In the basic access mode, Ts consists of
the transmission time for the voice frame, including the headers
encapsulated in each layer, an SIFS, the transmission time of an
ACK frame, and a DIFS and is expressed as

Ts = Tdata + SIFS + TACK + DIFS. (11)

Tc consists of the transmission time for a voice frame, the time
waiting for an ACK timeout, and a DIFS and is expressed as

Tc = Tdata + ACKtimeout + DIFS. (12)

The average collision time of a frame transmitted by the AP and
by an MN can be derived from (7) as




Tc0 =
p0[1−(m+1)pm

0 +mpm+1
0 ]Tc

1−p0

Tc1 =
p1[1−(m+1)pm

1 +mpm+1
1 ]Tc

1−p1
.

(13)

From the time an AP transmits a frame until the frame is
transmitted successfully, the time interval 1/µ0 consists of four
parts, namely 1) on the average, the remaining N − 1 MNs
successfully transmit (N − 1)λ1/µ0 frames, which contribute

(N − 1)λ1Ts/µ0, 2) AP spends Ts in transmitting the cur-
rent frame, 3) before the stations successfully transmit these
frames, the total time that the channel is sensed busy due
to failed transmissions is [(N − 1)λ1Tc1/(2µ0) + Tc0/2], and
4) w0 is the average backoff time the AP experiences before it
successfully transmits the current frame.

Similarly, the time interval 1/µ1 also consists of four parts,
namely 1) remaining N − 2 MNs and the AP contribute
(N − 2)(λ1/µ1)Ts and ((N − 1)λ1/µ1)Ts in successful trans-
missions, respectively, 2) tagged MN spends Ts in transmit-
ting the current frame, 3) collision time is (1/2)[(N − 2)
(λ1/µ1)Tc1 + Tc1 + ((N − 1)λ1/µ1)Tc0 ], and 4) average
backoff time of the tagged station is w1. Therefore, the average
service time for the AP and the MNs are given as follows:




1
µ0

=
(

(N − 1)
λ1

µ0
+ 1

)
Ts + w0

+
1
2

(
(N − 1)

λ1

µ0
Tc1 + Tc0

)

1
µ1

=
(

(N − 2)
λ1

µ1
+ 1 +

(N − 1)λ1

µ1

)
Ts + w1

+
1
2

((
(N − 2)

λ1

µ1
+ 1

)
Tc1 +

(N − 1)λ1

µ1
Tc0

)
.

(14)

Note that we only consider the frames that have been re-
ceived successfully. The service time of frames being dropped
after m failed retransmissions is not included in the afore-
mentioned equations. In general, the frame drop probability
pdrop = pm+1

i is negligible when pi is small and m is large.
Equations (9) and (14), along with (10)–(13), can be solved
numerically to obtain p0, p1, µ0, µ1, ρ0, and ρ1.

A station is considered stable only if its queue utilization
ratio ρi < 1, i.e., the traffic arrival rate is less than the frame
service rate. In an infrastructure-based WLAN, the AP is the
bottleneck because the traffic to all MNs has to go through the
AP. Therefore, the maximum number of voice connections that
can be accommodated in a WLAN can be obtained under the
constraint that the AP is stable, i.e., the queue utilization ratio of
the AP ρ0 < 1. In addition, the number of active stations in the
WLAN can also be obtained as

∑N−1
i=0 ρi = ρ0 + (N − 1)ρ1.

We investigate the maximum number of VoIP connections
that can be supported in a single-AP WLAN. The main pa-
rameters of the IEEE 802.11a/b and the upper layer–header
overheads of the voice frames are listed in Table II. Both data
and ACK frames are transmitted at the highest rate.

The 802.11b standard defines the highest rate to be 11 Mb/s.
The values of a slot duration, DIFS, and SIFS are 20, 50, and
10 µs, respectively. Each ACK frame has 14 B, and it takes
14 ∗ 8/11 = 10.2 µs for transmission. Each data frame has a
34-B MAC layer overhead and a 40-B RTP/UDP/IP header
overhead, which take 34 ∗ 8/11 = 24.7 µs and 40 ∗ 8/11 =
29.1 µs, respectively, to transmit. In addition, it takes 192 µs
to transmit the physical layer overheads consisting of 48 µs
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TABLE II
PARAMETERS OF VOICE OVER 802.11

Fig. 2. Comparison of the conditional collision probabilities of the AP and
MNs (802.11b).

physical layer convergence protocol (PLCP) header and
144 µs preamble. In the 802.11a standard, the maximum data
rate is 54 Mb/s, approximately five times that of 802.11b.
It takes 2.1, 5, and 6 µs to transmit the ACK frame, MAC
layer overhead, and the RTP/UDP/IP headers, respectively.
The values of a slot time, DIFS, and SIFS are 9, 34, and
16 µs, respectively; and it takes 24 µs to transmit the phys-
ical layer overhead, which is eight times smaller than that
in 802.11b.

We use Maple 9.5 [16] to calculate the analytical results.
Fig. 2 shows the conditional collision probabilities of the AP
and MNs with G.711 and G.729 codecs and a 10-ms pack-
etization interval in an IEEE 802.11b WLAN. The collisions
increase with the number of voice connections. Due to the
larger payload, the collision probability of G.711 is higher than
that of G.729. Because the traffic load of the AP is N − 1 times
the load of an MN, collisions are more likely to occur from the
viewpoint of an MN than that from the AP.

Real-time applications are very sensitive to delay and jitter.
With a constant arrival rate, delay guarantee of real-time appli-
cations is possible only when the traffic arrival rate is less than

Fig. 3. Traffic arrival rate and frame service rate (802.11b).

Fig. 4. Queue utilization ratio of the AP and MNs (802.11b).

the service rate (ρi < 1). A station is considered unstable if its
queue utilization ratio ρi ≥ 1. For an unstable station, the queue
will build up in the station, and thus, the real-time applications
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TABLE III
COMPARISON OF THE MAXIMUM NUMBER OF VOIP CONNECTIONS (802.11b)

will be damaged due to the ever-increasing queuing delay and
packet losses due to buffer overflow.

We use G.729 with a 10-ms packetization interval for il-
lustration. Due to the characteristics of the voice traffic, the
traffic arrival rate of an MN is constant. With the increase of
the number of MNs, the traffic arrival rate of the AP increases
linearly, whereas the frame service rate exhibits a nonlinear
decreasing trend, as shown in Fig. 3. Although the frame service
rate of an MN degrades more rapidly than that of the AP due
to the higher collision probability, the AP enters the unstable
state before the MNs because of its much higher traffic load.
As shown in Fig. 3, when the seventh G.729 voice connection
joins in, the queue of the AP is no longer stable. Therefore,
with G.729 and a 10-ms packetization interval, at most six
bidirectional VoIP connections can be supported in an IEEE
802.11b WLAN. One more VoIP connection will jeopardize the
performance of all voice connections. Therefore, an accurate
upper bound is critical for VoIP admission control in order to
maintain an acceptable QoS for all VoIP connections.

As shown in Fig. 4, the queue utilization ratio of the AP
(ρ0) is always much higher than that of an MN (ρ1) due to the
higher traffic load. The maximum number of voice connections
with ρ0 < 1 can also be observed. With the G.729 codec,
6 voice connections with a 10-ms packetization interval, 13
connections with a 20-ms interval, and 19 with a 30-ms interval
can be supported in an 802.11b WLAN. It can be seen that
using G.729 or G.723 makes little difference on the maximum
number of voice connections being supported in the WLAN.
With G.729 or G.723, up to 19 simultaneous voice connections
with a 30-ms packetization interval can be supported. The
payload of G.711 is eight times that of G.729, but only two
fewer connections can be accommodated. Compared to the
huge overheads specified in the physical and MAC layers, the
payload difference between different codecs is relatively small.
The maximum number of connections with iLBC is similar to
that with G.723 and G.729. For VoWLAN, G.729 and iLBC are
preferred over G.723 because less compression is required.

Another observation is that more VoIP connections can be
accommodated when the packetization interval is enlarged.
However, larger packetization interval will result in longer
delay. There is a tradeoff between the delay constraint and the
voice capacity. In addition, when we use the short preamble of
72 b instead of the long preamble of 144 b, two more G.711
voice connections can be admitted into the network, which
indicates the significant effect of the physical layer overhead.

Table III tabulates the maximum number of VoIP connections
for different codecs in an 802.11b WLAN. It shows that only

a very limited number of voice connections can be supported
in a WLAN, even with the bandwidth efficient codec G.723.
Compared to the results in [6] and [7], the obtained analytical
upper bounds are much tighter. When the packetization inter-
val is enlarged to accommodate more voice connections, the
analytical results given in [6] and [7] become too optimistic.
This is because in [6], it is assumed that any transmitted frame
is received successfully without any collision. This assumption
may not hold, especially when the number of voice connections
is close to the capacity. A simple approximation that there are
always two active stations (one is the AP and the other is an
MN) in the network and the collision probability keeps as low
as 0.03, independent of the number of voice connections, is
made in [7]. However, in the unsaturated station scenario, the
number of active stations is not a constant but increases with the
number and the traffic intensity of the stations in the network.
The AP has a frame in service with probability ρ0, whereas each
MN has a frame in service with probability ρ1. On the average,
there are ρ0 + (N − 1)ρ1 stations that have a frame in service.
As shown in Fig. 5, the average number of active stations in
the WLAN varies from 0.02, when there is only one voice
connection, to above 3, when the AP is nearly saturated.

The data rate of an 802.11a WLAN is roughly five times
that of an 802.11b WLAN. However, the voice capacity of
802.11a is less than five times that of 802.11b due to the
different parameter values specified in the standard, such as
the minimum contention window, duration of a slot, DIFS,
and SIFS. For example, a smaller minimum contention window
may result in more collisions, and a larger SIFS causes longer
service time. The above two parameters may reduce the voice
capacity. On the other hand, a smaller physical layer overhead
and shorter slot duration result in higher voice capacity. The
effect of different codecs and packetization intervals on the
voice capacity of an 802.11a WLAN is given in Table IV.

V. SIMULATION RESULTS

We further validate the analytical results by extensive simu-
lations using a network simulator (NS2-2.27) [11]. We use the
same parameter values of the IEEE 802.11b as those listed in
Table II. The 802.11 code in NS2 is rigorously checked, and
some modifications are made according to the standard: The
ACK transmission rate is set to 11 Mb/s, and the preamble
transmission rate is kept at 1 Mb/s. The network topology is
shown in Fig. 1. In the wired network, the links connecting the
AP and the CNs have a data rate of 100 Mb/s with a 20-ms
propagation delay.
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Fig. 5. Number of active stations.

TABLE IV
COMPARISON OF THE MAXIMUM NUMBER OF VOIP CONNECTIONS (802.11a)

The end-to-end packet delay bound is set to 150 ms to
maintain good voice quality.2 Any packets arriving after 150 ms
will be discarded from the receiver’s playout buffer. In order to
show the queue accumulating effect in the AP, the buffer size
of the AP is set to 300 packets. Initially, a voice connection is
established every 10 ms to gradually approach the network ca-
pacity, with the starting time randomly chosen over [0, 10] ms.
To eliminate the warming-up effects, the simulation data are
collected from 10 to 100 s.

For G.729 with a 10-ms packetization interval, the packet
delay of the uplink (from an MN to the AP) and downlink (from
the AP to an MN) voice flow is very low when there are fewer
than six connections in the WLAN. When the seventh station
joins the system, the delay of the downlink flow increases
rapidly, whereas the delay of the uplink is as low as 2 ms. It
implies that the AP is saturated when the queue utilization ratio
ρ0 ≥ 1. Meanwhile, the queue utilization ratio of the MNs ρ1

is much less than 1. When more stations join, which results
in more collisions in the network and decreases the frame
service rate, the delay of the uplink flow also increases to
more than 300 ms, implying that the MNs become saturated
when there are more than 12 voice connections, as shown
in Fig. 6.

Because the downlink transmissions always suffer longer
queuing delay at the AP than the uplink transmissions at the
MNs, we are more interested in the delay of downlink flows
due to this bottleneck effect. Fig. 7 shows the delay outage

2The International Telecommunication Union (ITU) has recommended one-
way end-to-end delay no greater than 150 ms for good voice call quality, with
a limit of 400 ms for acceptable voice calls [17].

Fig. 6. Delay comparison between uplink and downlink voice flows.

ratio (the ratio of the packets with end-to-end delay exceeding
150 ms over the packets being transmitted) of downlink flows
with G.729 and different packetization intervals. Due to the
nonbursty characteristics of voice traffic, packet delay is quite
low, and no packet is discarded from the playout buffer when
all stations are not saturated. However, the outage ratio of
downlink flows becomes significant when the AP is saturated
due to the ever-increasing queuing delay at the AP.

In the simulation, the maximum number of voice connections
is obtained in the way that one more connection will result
in the delay outage ratio larger than 1%. As shown in Fig. 8,
the simulation results conform with our analysis results quite
well, and the obtained upper bounds are more accurate than the
result in [6] and [7], because we consider the different collision
probabilities and queue states of the AP and MNs. Therefore,
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Fig. 7. Delay outage ratio of voice traffic.

Fig. 8. Maximum number of voice connections.

our analytical results can be used as a guideline for admission
control. Furthermore, from the simulation results, all frames are
transmitted within five retransmissions, and none is dropped by
the MAC due to excessive number of retransmissions, which
validates our assumption in Section III.

VI. CONCLUSION

We have analytically studied the voice capacity of an
infrastructure-based WLAN using the IEEE 802.11 DCF mode
for MAC. It is concluded that the delay bound of real-time
applications can be guaranteed only when the AP is not satu-
rated. In addition, the number of voice connections that can be
supported in an IEEE 802.11 WLAN is very limited due to the
large overheads in each layer and the inherent inefficiency of the
protocol. Our analytical results can be used as a guideline for
effective admission control, which is necessary to guarantee the
quality of voice traffic in WLANs. The performance of voice
traffic in the presence of data traffic is under investigation.
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