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– Entropy
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• Channel Coding for Noisy Channels
• Error Correcting Codes
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Information Theory

Information theory has influenced the design of 
virtually every system that stores, processes, or 
transmits information in digital form, from 
computers to dvds, from smart phones to deep 
space probes.
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Global Data by Type (Zettabytes)
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Internet Minute 2024
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• Butter’s Law
– The amount of data coming out of an optical fiber will double every nine 

months
• Nielsen’s Law

– Network connection speeds for high-end home users will double every 21 
months

• Cooper's Law
– The maximum number of voice conversations or equivalent data transactions 

that can be conducted in all of the useful radio spectrum over a given area will 
double every 30 months

• In the Information Society, demand will increase to consume the supply of
– Transmission bandwidth
– Storage facilities
– Computing power

• The problem is how to transmit and store information
– Efficiently
– Reliably
– Securely 
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Information Theory Applications

• Information theory has been employed in the 
fields of
– Communications
– Data analysis
– Statistical physics and astrophysics
– Complexity analysis
– Linguistics
– Psychology
– Biology (genomics)
– Economics and investing
– Gambling
– …
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Information

The word information has been given many 
different meanings in the general field of 
information theory.

It is hardly to be expected that a single concept 
of information would satisfactorily account for 
the numerous possible applications of this 
general field. 
[Claude Shannon, 1953]
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What is Information?
Consider the following 
two messages:

1. There was a traffic 
accident on Ring 
Road.

2. There was a traffic 
accident on Ring 
Road near Finnerty 
Road.

Message 2 is more 
precise, so perhaps it 
provides more 
information.
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What is Information?

Consider the following two messages:

1. There was a traffic accident on Ring Road 
near Finnerty Road.

2. There was a traffic accident on Ring Road 
near McGill Road.

It is not clear whether message 1 or 2 provides more 
information.
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Types of Information

• Semantic Information
– Related to the meaning of the message

• Pragmatic Information
– Related to the usage and effect of the message

• Syntactic Information
– Related to the symbols and structure of the 

message
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What is Information?
Consider the following definition of information.

– The number of letters in the message.

1. There was a traffic accident on Ring Road.
 (34 letters)
2. There was a traffic accident on Ring Road near 

Finnerty Road.
 (50 letters)

Definitely something we can measure and compare. 
But is this useful to us?
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50 Letter Sentences
1. Silent winds carry whispers across the endless open plains.
2. Bright stars illuminate the night sky as the moon rises high.
3. Sunlight filters gently through the branches of tall trees.
4. Leaves crunch underfoot on a crisp autumn walk through park.
5. The full moon glows brightly in the clear night sky overhead.
6. Children laugh and play in the park during sunny afternoons.
7. Jibble zortor frondix plixor wroble snixor quibble gronix.
8. A fresh coat of paint brightens up the old fence beautifully.
9. Bright sunlight filters through the branches of tall trees.
10. Cats stretch lazily in the warm sunlight streaming through.
11. A small stream babbles gently through the lush green forest.
12. The old crindle clock ticked steadily in the cozy study room.
13. The shimmering gribble light danced on the water of the lake.
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Measuring Information

1. Consider a person in a room 
looking out the window. She can 
clearly see that the sun is shining. 
At this moment, she receives a 
call from a neighbor who says:          
It is now daytime.

2. A group bought a lottery ticket. 
One member calls the others   
and says:                                              
We have won first prize.

• How much information does a message provide?
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Measuring Information

1. The message provides no information. Why? 
Because she is already certain that it is daytime.

2. The message provides a lot of information 
because the probability of winning first prize is 
very small.

Conclusion
• The information provided by a message is inversely 

related to the probability of occurrence of that message. 
• If a message is very probable, it does not provide much 

information. If it is very unlikely, it provides a lot of 
information.



Measuring Information

An information measure is needed to:
1. Analyze data
2. Determine limits on the amount of information 

that can be transmitted through a channel
3. Determine limits on how much data can be 

compressed
4. Construct systems that approach these limits

• channel coding
• source coding
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Claude Shannon (1916-2001)
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Shannon did not consider meaning:
These semantic aspects of communications are 
irrelevant to the engineering aspects
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A Mathematical Theory of 
Communication, BSTJ July, 1948

The fundamental problem of communication is that of 
reproducing at one point exactly or approximately a 
message selected at another point. …
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If the channel is noisy it is not in general possible to 
reconstruct the original message or the transmitted 
signal with certainty by any operation on the received 
signal.



History of Information Theory
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1838 S.F.B. Morse

1924 H.T. Nyquist

1928 R.V.L. Hartley

1940 A.M. Turing

1946 R.E. Hamming

1948 C.E. Shannon

1951 S. Kullback  and R. 
Leibler; D.A. Huffman



Samuel F. B. Morse (1791-1872)

21



International Morse Code
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Harry T. Nyquist (1889-1976)
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Ralph V. L. Hartley (1888-1970)
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Alan M. Turing (1912-1954)
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Enigma Machine
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Richard W. Hamming (1915-1998)
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Solomon Kullback (1907-1994)
Richard A. Leibler (1914-2003)
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David A. Huffman (1925-1999)
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Communication Systems

Shannon considered the efficient and reliable 
transmission of information through a channel. 

Information
Sink

Communication
Channel

Information
Source

Compression minimum: Entropy

Transmission
maximum:
Capacity
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``It is desirable therefore to eliminate 
the psychological factors involved and 
to establish a measure of information 
in terms of purely physical quantities.’’



• X is a discrete random variable with N possible 
outcomes x1, x2, …, xN

• p(x1)+p(x2)+ …+p(xN) = 1

Information
Source
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X

Hartley Measure of Information



Hartley Measure of Information

• Consider a six-sided die (N=6)
• One roll has 6 possible outcomes
• Three rolls have 63 = 216 possible outcomes
• The amount of information provided by one 

roll is logb(6)
•  The amount of information provided by three 

rolls is logb(216) = 3×logb(6)
– Three times the amount provided by one roll
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Hartley Measure of Information

• The Hartley measure of information provided by 
the observation of a discrete random variable X is

logbN

– N is the number of possible outcomes for X
– b is the base of the logarithm

• For m observations (trials) the amount of 
information is 

     logb(Nm) =  m(logbN)
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Information Measures

• b = 2 bits or Sh (Shannons) 
• b = e logons or nats (natural units)
• b = 10 hartleys (in honour of R.V.L. Hartley) 

 or bans (town of Banbury) 
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Telephone Numbers

• North American telephone numbers have m=10 
decimal digits, i.e. 250-721-6028

• N=10 and each digit provides
log2(10) = 3.322 bits of information

• There are Nm=1010 possible telephone numbers
• The amount of information provided by a 

telephone number is
log2(1010) = 10×log2(10) = 33.22 bits
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Humans

• 8.175 billion people on earth
log2(8.175×109) = 32.93 bits

• A person provides 32.93 bits of information
• Each person can be uniquely represented by 

only 33 bits
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V Numbers

• V00767124
• log2(26×108) = 31.28 bits 

• V0 is already known and the next digit is          
0 or 1, so the amount of information is only

log2(2×106) = 6×log2(10) + 1 = 20.93 bits
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Frequency of English Letters
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Self Information
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Entropy
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Entropy

• The measure H(X) satisfies the three criteria
1. Considers the symbol probabilities p(xi)
2. Considers the number of possible outcomes N
3. Is additive
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Quaternary Distributions
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Entropy of Quaternary Distributions

• HArbitrary = 1.75 bits
• HDeterministic = 0.00 bits
• HEquiprobable = -log2(1/4) = log2(4) = 2.00 bits
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Information

• Before a discrete source outputs a symbol 
there is uncertainly as to which one it will be, 
e.g. a letter from an alphabet of size N.

• After it has been received, the uncertainty is 
resolved.

• Information is the uncertainty that is resolved 
when a symbol is received.

Information
Source
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Winning the Lottery 
• Probability of winning first prize

• Probability of winning a prize

• Probability of winning first prize 
knowing that a prize has been won 
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p(first prize)  =
3

50
7

=
1

33,294,800

p(a prize)  =
1

7.0

p(first prize|a prize)  =
7.0

33,294,800
=

1
4,756,400



Winning the Lottery 

•  Hbefore = log2(33,294,800) = 24.99 bits

• After knowing that a prize has been won
 Hafter = log2(4,756,400) = 22.18 bits

• Information is the reduction in uncertainty
 Hbefore - Hafter  = 24.99 – 22.18 = 2.81 bits

• Saying that you have won a prize provides       
2.81 bits of information
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Languages

• HEnglish = 4.08 bits
• HFrench = 3.96 bits
• HEquiprobable = log2(27) = 4.76 bits
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Information Theory Inequality

 with equality iff 𝑥𝑥 = 1
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log 𝑥𝑥 ≤ 𝑥𝑥 − 1 log 𝑒𝑒,  𝑥𝑥 > 0
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Entropy H(X)

• 0 ≤ H(X) ≤ log N

• The maximum entropy (H(X) = log N) is 
reached when the symbols are equiprobable

p(xi)= 1/N

55



56

0 1

3

2
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(c)

0 0

0

0

x

(d)

What is H(X) for these sources? 
(c) H(X) = 2 bits (d) H(X) = 0 bits 
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