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A New DOA Estimation Technique Based on
Subarray Beamforming

Nanyan Wang, Panajotis Agathoklis, and Andreas Antoniou, Life Fellow, IEEE

Abstract—A new direction-of-arrival (DOA) estimation tech-
nique using subarray beamforming is proposed. Two virtual
subarrays are used to form a signal whose phase relative to
the reference signal is a function of the DOA. The DOA is then
estimated based on the computation of the phase shift between
the reference signal and its phase-shifted version. Since the
phase-shifted reference signal is obtained after interference rejec-
tion through beamforming, the effect of cochannel interference on
the estimation is significantly reduced. The proposed technique
is computationally simple, and the number of signal sources
detectable is not bounded by the number of antenna elements
used. Performance analysis and extensive simulations show that
the proposed technique offers significantly improved estimation
resolution, capacity, and accuracy relative to existing techniques.

Index Terms—Beamforming, direction of arrival (DOA), estima-
tion.

I. INTRODUCTION

MART antennas have been widely used in many applica-

tions such as radar, sonar, and communication systems. The
performance of smart antennas relies heavily on the accurate
estimation of the direction of arrival (DOA) of each signal, and
various techniques for DOA estimation have been proposed
(11-[12].

The most commonly used techniques are multiple signal
classification (MUSIC) [3], [4], estimation of signal param-
eters via rotational invariance technique (ESPRIT) [5]-[7],
and their variations [8], [9]. These subspace-based techniques
lead to an acceptable DOA estimation if the number of signal
sources is less than the number of antenna elements. In the
case where the total number of interfering and target signal
sources is larger than the number of antenna elements, only
some of the DOAs of the signals can be properly estimated. In
MUSIC-class techniques, the DOAs are determined by finding
the directions for which their antenna response vectors lead to
peaks in the MUSIC spectrum formed by the eigenvectors of
the noise subspace. The maximum number of DOAs detectable,
i.e., the capacity of DOA estimation technique, is equal to the
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rank of the reciprocal subspace of the selected noise subspace.
Thus, the capacity of DOA estimation using MUSIC is no
more than M —1 where M is the number of antenna elements
in the antenna array [13]. For ESPRIT-class techniques, two
subarrays are used to obtain two signal subspaces such that the
eigenvectors of one signal subspace relative to the eigenvectors
of the other are rotated in terms of the DOAs of the signals.
The DOAs are then estimated by computing the rotation
matrix. As a result, the capacity of DOA estimation using
ESPRIT-class techniques is bounded by the number of antenna
elements in the subarrays [9], [14]. This limits the application
of subspace-based techniques to cases where the number of
signal sources is less than the number of antenna elements.
In addition, these techniques require subspace estimation and
eigendecomposition which entail high computational com-
plexity [7], [15], [16], thereby limiting their use to applications
where fast DOA estimation is not required. Further, using these
techniques in the presence of multiple signal sources, the DOAs
of the target signals and interference are all estimated, and as
a consequence, these techniques cannot identify which signal
source corresponds to which estimated DOA.

In some applications such as wireless communication sys-
tems, a pilot signal (or decision-directed signal) is usually
available [17]. In active radar and sonar systems, the signal
received from a target is a reflection of the known transmitted
signal. Maximum likelihood (ML) techniques [10]-[12] have
been developed to exploit such signals in the DOA estimation.
In these techniques, the most likely DOAs are estimated so
that the samples of received signals are matched to the known
signals. The maximization of the log-likelihood function is a
nonlinear optimization problem that requires multidimensional
search and thus entails a very large amount computation.
The ML algorithm proposed in [10] transforms the multidi-
mensional search problem into an iterative one-dimensional
search problem. This technique needs another DOA estimation
technique such as MUSIC and ESPRIT to provide initial esti-
mation; further, there is no guarantee of global convergence.
In [11], another decoupled ML algorithm is described. It is
computationally more efficient and can estimate DOAs in the
presence of interference or jamming signals. A spatial signature
based ML DOA estimation technique is described in [12]. The
DOAs of known signals are computed based on ML estimation
of their corresponding spatial signatures. The capacity of DOA
estimation of this technique is larger than the number of antenna
elements and it can deal with correlated signals. It requires
that the noise be spatially and temporally white; therefore,
the performance of this technique is sensitive to directional
interference, which is present in many applications.
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In this paper, a new subarray beamforming-based DOA
(SBDOA) estimation technique that uses a reference signal
(pilot or decision-directed signal) is proposed. The major differ-
ence between the proposed SBDOA estimation technique and
existing techniques is that in the SBDOA estimation technique,
the target DOA is estimated after interference rejection using
beamforming. In existing techniques, the DOA estimation is
based on either computing the spatial signatures (or antenna
response vectors) or the signal subspace spanned by the spatial
signatures. Since the information pertaining to spatial signa-
tures exists only in the received signals before beamforming,
none of existing techniques can estimate a DOA after beam-
forming. As a result, a DOA is estimated in the presence of
many other signals from sources other than the target one and,
therefore, the performance of DOA estimation algorithms is
significantly degraded by the interference.

In the proposed SBDOA estimation technique, the target
DOA is estimated from the phase shift introduced in the target
signal by subarray beamforming, which is a function of the
target DOA. Since the phase shift is estimated after subarray
beamforming, all signals and interference other than the target
one can be efficiently rejected before DOA estimation. Thus
their interference on the DOA estimation is reduced. In this
way, the estimation resolution and accuracy of the proposed
SBDOA technique are better than those of existing techniques.
The capacity of DOA estimation using the proposed SBDOA
technique can be far larger than the number of antenna ele-
ments. Since subspace estimation, eigendecomposition, and
multidimensional optimization are not required in the SBDOA
technique, as is the case in other DOA estimation techniques,
the SBDOA technique is computationally simpler and can be
easily implemented in terms of hardware. Further, the use of
a reference signal that can be either a pilot signal or a deci-
sion-directed signal enables the proposed SBDOA technique to
identify which signal source corresponds to which estimated
DOA.

The organization of this paper is as follows. In Section II, the
signal model considered is described. The subarray signal for-
mation, subarray beamforming, and DOA computation of the
proposed SBDOA technique are presented in Section III. A per-
formance analysis of the new DOA estimation technique is pro-
vided in Section IV. In Section V, numerical results pertaining
to the resolution, capacity, and accuracy for the SBDOA tech-
nique and comparisons with existing techniques are presented.
Conclusions are drawn in Section VI.

II. SIGNAL MODEL

The SBDOA technique uses the same antenna array geometry
as that used in ESPRIT-class techniques. The antenna array is
decomposed into two equal-sized subarrays such that for each
element in one subarray, there is a corresponding element in
the other subarray displaced by a fixed translational distance.
Below, we discuss only the commonly used uniform linear array
(ULA) since the SBDOA technique can be easily applied to
other kinds of antenna arrays.

Consider an M -element ULA with adjacent element spacing
D deployed at a base station. Let angle 6}, in radians denote the
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Fig. 1. Block diagram of the SBDOA system.

DOA of the signal from source k. The M -dimensional column
vector a(fy), known as the antenna-array response vector is
given by

ally) =[1 2(0x) - 2(B)M~1T )

where z(f)) = e~927Psin0k/X and ) is the wavelength.

In this paper, we assume that signals from different sources
are uncorrelated or have negligible correlation with each
other. If there are K signal sources and .J unknown interference
sources, the received signal at the antenna array after down-con-
verting to baseband can be represented by the M -dimensional
vector

K+J
u(t) = Y si(t)a(fr) + n(t) 2)
k=1
where s (t) for k = 1,2,..., K is a target signal component,

sp(t) fork =K +1,2,..., K + J is an unknown interference
component, and n(t) is a spatially stationary background noise
vector with zero mean and cross-covariance

En(ty)n" (t2)] = 0?6(t1 — t2)In 3)
where I, is the identity matrix.

III. SUBARRAY BEAMFORMING-BASED DOA ESTIMATION

The block diagram of the proposed SBDOA system is illus-
trated in Fig. 1. Two virtual subarrays are used in conjunction
with two subarray beamformers to obtain an optimum estima-
tion of a phase-shifted reference signal whose phase relative to
that of the reference signal is a function of the target DOA.
The target DOA is then computed from the estimated phase
shift between the phase-shifted reference signal and the refer-
ence signal. Consider the case where 6, for k = 1,2,..., K is
the target DOA to be estimated. The function of the proposed
DOA estimator is as follows. Two subarray signal vectors y 4
and y p are formed such that the phase shift between each signal
component in y 4 and its corresponding signal component from



WANG et al.: ANEW DOA ESTIMATION TECHNIQUE BASED ON SUBARRAY BEAMFORMING

the same source in yp is a function of the DOA. The two sub-
array signals are then fed into beamformers A and B. The weight
vector wy, is obtained by minimizing the mean-square error
(MSE) ey, between the output signal of beamformer A and the
reference signal 7. Using the weight vector wy, obtained from
beamformer A, the subarray signal yp is weighted and com-
bined in beamformer B. It will be shown that the output of beam-
former B, i.e., 7k, is an optimum estimation of the phase-shifted
reference signal and, further, the phase of 7 relative to that of
the reference signal 7y, is a function of the target DOA, ;. Fi-
nally, the estimation 6, of the target 6}, is obtained based on the
computation of the phase shift between the phase-shifted refer-
ence signal 7, and the reference signal 7.

The proposed DOA estimator is described in detail in
Section ITI-A—C.

A. Subarray Signal Formation

As mentioned in Section II, the SBDOA technique requires
that each pair of elements in the two subarrays be displaced
by a fixed translational distance. In the case where a ULA is
deployed at the receiver, two kinds of antenna element multi-
plexing geometries can be used to obtain two virtual subarrays:
maximum overlapping subarrays (MOSs) [18] or conjugate sub-
arrays (CSs) [9].

1) Use of Maximum Overlapping Subarrays: Consider an
M -element ULA deployed at a receiver. MOSs have two sets
of (M —1)-element virtual subarrays, A and B. Subarray A con-
sists of the first M —1 elements of the M -element antenna array
deployed at the receiver and subarray B consists of the last M —1
elements. If

K+J

D 2(0k)™ sk (t) “4)

k=1

U () =

represents the down-converted baseband signals received by the
mth element of the antenna array form = 1,2, ..., M, then the
two (M —1)-dimension signal vectors of subarrays A and B are
given by

ya(t) =[w(t) ua(t) unr—1(t)]" )

yB(t) = [u2(t) us(t) upr (t)]" (6)

respectively. If we let b(6x) = [1 z(6) --- z(0x)M 27,
subarray signals y 4(¢) and y (%) can be written as

K47
ya(t)= > sk(t)b(0x) + na(t) ©)
Kas

k=1

ys(t) =

where vectors n 4 (¢) and n(¢) are the background noise at sub-
arrays A and B, respectively. It can be seen from (7) and (8) that
using MOSs, the phase shift between the kth signal components
of yp(t) and y4(t) is an angle ¢ = arg[z(fx)], which is a
function of the DOA, 6y, of the kth component.

2) Use of Conjugate Subarrays: The use of CSs was origi-
nally proposed in conjugate ESPRIT (C-SPRIT) in [9]. In CSs,
each virtual subarray has the same number of elements as the
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antenna array deployed. It has been shown in [9] that by using
CSs, C-SPRIT can provide higher resolution and can estimate
one more DOA than conventional ESPRIT using MOSs. This
is due to the fact that CSs have one more antenna element in
each subarray than MOSs. Similarly, as will be shown, using the
SBDOA technique, CSs lead to more efficient subarray beam-
forming and provide higher estimation accuracy of the DOA
than MOSs. However, CSs have limited applications due to the
fact that the phase-shift relationship between each pair of signal
components in the two signals y 4 and yp exists only when
s(t) is real.

Consider an M-element ULA deployed at a receiver. CSs
have two sets of M -element virtual subarrays. The M-dimen-
sion signal vectors y 4 of subarray A and y g of subarray B are

ya(t) =[ui(t) wua(t) wus(t) unr(t)]"
K+J
=S su(al6e) + ) ©)
k=1
ya(t) =[ua(t)" ui(t) wua(t) unr—1(8)]"

(10)

respectively. If s (¢) is real, then

K+J
ya(t)= Y [(60)]"se(t)albr) +np(t). (1D

From (9) and (11), it can be seen that using CSs, the phase shift
between the kth signal components of y 4(¢) and yg(¢) is an
angle ¢5, = arg{[z(0)]"}, which is a function of the DOA, 6y,
of the kth component.

3) Unifying Signal Models for MOSs and CSs: 1If we let the
number of subarray elements in the above analysis be P, then a
unified description of the SBDOA technique is obtained which
applies to the MOSs geometry if P = M — 1 or to the CSs
geometry if P = M. Thus we can write

K+J

yat) = se(t)a(fx) + na(t) (12)
o

(13)

yB(t) = Z 6j¢"'8k(t)2~1(9k) + IlB(t)

where a(6;,) = [1 2(0x) --- 2(0x)T]T is the subarray antenna
response vector. The phase-shift factor between the kth compo-
nents of signals y 4 (¢) and y g (¢) which are from the kth signal
is given by

gioe — ) 2(0k) = e 42D Si‘_‘e“/)‘, for MOSs (14)
[Z(Hk)]* — ej27rDsm0k/A7 for CSs

B. Subarray Beamforming

In the previous section, it has been shown that the phase of
each signal component of yp(t) relative to its corresponding
signal component from the same source in y 4(¢) is shifted by
a phase ¢y. In this section, we will show that the optimum es-
timation of the phase-shifted reference signal in the minimum
mean-square error (MMSE) sense can be obtained at the output
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of beamformer B by using beamforming weights obtained from
beamformer A.

Consider the case where 6, for k = 1,2,..., K is the target
DOA to be estimated. The purpose of beamformer B is to reject
all the signal and interference components from sources other
than source k and obtain an optimum estimation of the phase-
shifted reference signal at the output of beamformer B. This can
be achieved by solving the optimization problem

minimize 2
wP E |:‘(WkB)HyB(t)—€j¢k7‘k(t)‘ ] . (15)
In (15), r, is the reference signal for signal k. It can be the pilot
signal in the pilot channel-aided beamforming [19], [20] or the
decision-directed signal in the decision-directed signal-based
beamforming techniques [21], [22]. Since the phase-shift factor
7% is unknown, the phase-shifted reference signal ey, (t)
is not available. Thus, the weight vector WE cannot be obtained
directly from (15), but it can be obtained from the optimum
weights of beamformer A as shown in Proposition 1.
Proposition 1: The weight vector ka that solves the problem
in (15) is the same as the weight vector wi' that solves the op-

timization problem

minimize 2
wi B[Jod)" ya0-nof] o
i.e., finding the optimum weight vector for beamformer A where
the MSE e}, between the output signal of beamformer A and the
known reference signal r; is minimized.
Proof: The optimal weight vector wi' in (16) can be
readily obtained in closed form as

wit = R;'hj (17)

where
Ra=E[ya(t)y} (t)] (18)
hi! = E{[ru(t)]*ya(t)} (19)

are the autocorrelation matrix of the input signal y 4(¢) and the
cross-correlation vector between the input signal and the refer-
ence signal 7 (t), respectively.

The optimum weight vector ka in (15) can be obtained in
closed form as

wr = R;'hfP (20)

where
Rp = E [ys(t)yj (t)] 1)
hy = E{e 7" [m(t)]*ys(t)}. (22)
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Substituting (12) and (13) into (18) and (21), respectively, yields

K+J

Ra= > o7a(6k)a(f)” + o3l
k=1
K+J

Rp = Y opa(0)a(0x)" + o3I
k=1

(23)
(24)

where o7 = |sj|? is the power of a target signal component for
k=1,2,..., K and is the power of an interference component
fork=K+.,2,..., K+ J,Lis an identity matrix and 0% and
JZB are the variances of background noise vectors n4 and ng in
subarrays A and B, respectively. Based on the assumption that
the background noise is spatially stationary, we have

04 =o0% =o? (25)

and hence it follows that

Ri=Rp= ) oja(f)a(0)" + oL
k=1

(26)

Substituting (12) and (13) into (19) and (22), respectively, it can
be shown that

h? = h}! = o0,.a(01) (27)
where o2 = |ry|? is the power of the reference signal 7. From
(26) and (27), we have

(28)

B __ A
Wi, = Wi .

Thus, Proposition 1 is proved.

Since WE = w,‘:‘, the weight vector ka can then be obtained
by solving the problem in (16) using existing algorithms such
as the direct approach [19] using (17) or the least mean square

algorithm [20], [22].

C. Computation of DOA

Let 74 (t) = (wB)Hyp(t) denote the output signal of beam-
former B. Since 7 (t) is an optimum estimation of the phase-
shifted reference signal eikpy, (t) in the MMSE sense, it can be
written as

fk(t) = elon Tk(t) + nk(t) 29)

which represents the reference signal shifted by ¢y, plus an es-
timation error. Let

(D))"
PR(2) oo AR(D)]F

rey = [’I‘Ak(l)

(30)
3D
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denote vectors with samples of the reference signal and the esti-
mated phase-shifted reference signal in a snapshot interval, re-
spectively. If q@k denotes an estimate of ¢y, it can be computed
using the least square method such that the square error between
the two signal vectors Iy, and ry, is minimized, i.e.,

minAimizc .

br ||BE — e rg],y. (32)
If e9%* = p+ jq, where p? + ¢2 = 1, the optimization problem
in (32) can be written as

U0 f(0,0) = Nk~ (0 ja)rall,

subject to p? 4+ ¢ = 1. (33)
This optimization problem can be easily solved using the La-
grange multipliers method and the solution ¢ can be obtained
as

b = arg(p + jq) = arg (rf i1, (34)
which is the angle of the complex inner product of the reference
signal vector and its phase-shifted version. In light of (14), an
estimation of the target DOA can then be obtained as

arcsin (%) for MOSs

0, = i
5\7?1’5) for CSs

(35)

arcsin (

In the proposed technique, the DOA is estimated from the
phase shift between the reference signal and its phase-shifted
version. Thus, the capacity of DOA estimation is no longer
bounded by the number of antenna elements as in existing tech-
niques. Most importantly, the DOAs are estimated after inter-
ference rejection through subarray beamforming and, therefore,
the effect of cochannel interference on DOA estimation is re-
duced, as will be verified through performance analysis and sim-
ulations in the next two sections.

IV. PERFORMANCE ANALYSIS

In this section, the performance of the SBDOA technique will
be analyzed. Proposition 2 below shows that the SBDOA esti-
mator is an asymptotically consistent estimator. In Proposition
3, the probability density function and the variance of the esti-
mated DOA using the SBDOA technique are derived. Based on
Proposition 3, the effects of snapshot length and signal-to-(in-
terference plus noise) ratio (SINR) on DOA estimation can be
investigated.

Proposition 2: The SBDOA estimator is an asymptotically
consistent estimator, i.e.,

lim Af;, = 0.

L—oo

(36)
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Proof: Let

ny, = [ng(1) nx(2) ni(D)]F (37)

denote the estimation error vector between the output of beam-
former B and its desired response in a snapshot interval L. Using
(29), we have

f, = e?% 1 + ny, (38)

and hence

T, = e_j¢"(fk — nk). (39)

Substituting (39) into (34), the estimated phase shift <?>k can be
written as

bk = 1, + arg (2t — nf' ) - (40)

If

Agr, = i — i,

denotes the estimation error of the phase shift of target source
k, then we have

(41)

A([Sk = arg (AHA — n,lff'k)

k Tk
/\HA _ H/\
= arg (71"“ o 17 et rk) : (42)
When L — oo, we have
~HA 1 L
Jim B = Jim g S AOF
= E[|iw(t)]’] 43)
H e L
. onyrg o1 A
Lh_)ngo T = Llinéof;nk(l)r(l)
= Enj(t)re(t)] (44)

where E[-] denotes expectation. Substituting (43) and (44) into
(42) yields

Jim Ay = arg {E [[x(t)]°] = Eni(®)x(®)]} . 45)
It has been shown in Section ITI-B that w? = w;! and that the
weight vector obtained from beamformer A is the optimal solu-
tion in the sense of minimizing (15). In light of the corollary to
the principle of orthogonality of Wiener filters [24], the estimate
of the desired response 74 () at the output of beamformer B and

the corresponding estimation error ny(t) (29) are orthogonal to
each other. Thus, we have

(40)
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Substituting (46) into (45) yields
Llim Ay = arg{E[|#+(t)|?]} = 0. 47)

From (35), we have

arcsin [sin(&k) - ’\A‘i"‘] — 0 for MOSs

Al = 27D
e =
arcsin [Sin(ﬁk) + )‘Qﬁ%"‘] — 0 for CSs
(48)
and by using (47)
. 0 for MOSs
lim Ay = { 4
Ll—lgo k 0 for CSs “49)

Thus, Proposition 2 is proved.

Proposition 2 shows that the SBDOA estimator is an asymp-
totically consistent estimator such that the DOA estimation error
will approach zero as the snapshot length approaches infinity.
In many applications, a long snapshot length may be imprac-
tical and it is, therefore, important that a DOA estimator be able
to track fast-changing DOAs based on limited signal samples.
Proposition 3 gives the probability density function and variance
of the estimated DOA, which will be used to evaluate the effect
of snapshot length on the estimation accuracy and capacity of
the proposed technique.

Proposition 3: The probability density function and the vari-
ance of the estimated DOA using the SBDOA technique are
given by

R 22D é e} e’} ' .
P@k(6k|9k): W /0 A pR;{pSln[A¢k(9k)]}

X Pa(a)Pg{pcos[A¢r(01)] — a} dadp (50)

. /2 R .
var(ﬂk) = / (Hk — Gk)2Pék (Hk | 0k) dtgk (51)
—7/2
respectively, where
. _2nD[sin(,) —sin(dx)] for MOSs
— Py
Agy(0r) = { ZwD[sin(ég\)—sin(Gk)] for CSs (52)

and P, is the probability density function of a chi-squared dis-
tributed random process whose degrees of freedom are equal to
the snapshot length L, Pg and P, are probability density func-
tions of two zero-mean Gaussian random processes. They are
given by

L a
oz e 2
P(a)= — — 53
(@) r(Z)2k (53)
1 32 o2
Ps(B) = e 7/ (275) (54)
og 27
1 2 2
P,(v) = e~V /(203) (55)
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where

2
2 _ 2_£ 9,
0—5—0-1)— -

2
¢

= Z(107sr/10 )=l (56
) -5 1 56)
and o2 is the power of the reference signal 7 (¢), o is the power
of the error signal e (t) at the output of beamformer A, and
~vsing is the SINR at the output of beamformer A.

Proof: From (42), we have

Ay = arg [Z O = Y ma®] - 67

If we let
bre(l) = Re[—ng (1) (1)] (58)
un(1) = Im[—n} (D)7 (D) (59)

be the real and imaginary components of —nj ({)7({), respec-
tively, the estimation error of the phase shift in (57) can be
written as

L L L
D = arg | Y |7k + D bre(l) +5 7Y Sim(l)
=1 =1 =1

(60)

Assuming that 7, has zero mean, it can be derived from (39) and
(46) that

var[fy (t)] = E[Fp(t) 7 (t)] = 62 — o2 (61)

where
o7 = Elri(t)ri(t)] (62)
op = Elnj(t)nk(t)] (63)

denote the powers of the reference signal and the estimation
error, respectively.
From (46), we have

El=nj. ()7 (t)] = Elbre(t)] + 7 E[bim(t)] = 0. (64)

Hence

Efbre(t)] = E[6im(1)] =0 (65)
i.e., random processes 6y0(t) and 8, (¢) have zero means. As-
suming that 6, (t) and &;,, (t) are two independent Gaussian pro-
cesses with equal variances, it can be shown that

var[6e(t)] = var[fim(t)] = 02 (02 — 02)/2. (66)
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If we let
L
=1 " n
sy tell), (68)
=1 n
v = XL: J(;mi(l;% (69)

the estimation error of the phase shift in (60) assumes the form

Ady, = arg(a + B+ jv). (70)
Since 71, /1/02 — o2 is also a Gaussian process with
K B
var (T—’“> =1 (72)
o2 — o2

random process « is chi-squared distributed with L degrees of
freedom. Its probability density function is given by (53). The
random variables 3 and v are the sums of Gaussian variables
and thus they are still Gaussian distributed. It can be shown that

E(B)=E(v) =0 (73)

i.e., # and v have zero means. The variances of (3 and v can be

readily derived as

__Tn (74)

It can be shown that

(75)
(see Appendix A), i.e., the error signal e (¢) at the output of
beamformer A has the same power as error signal ny(t) at the
output of beamformer B. If we let
o2 / o2
YsiNr = 10logy "¢ (76)

be the SINR of the signal at the output of beamformer A, sub-
stituting (75) and (76) into (74) yields

2:£ 0_7%_1 B
v 2\ o2

(10"/SINR/10 _ 1)—1

Q

2 _
O—ﬂ_

(77)

2o

3285

and the probability density functions of 5 and v are given by
(54) and (55), respectively.

The probability density function of A¢y, can now be derived
as (see Appendix B for details)

Pas(8d) = [ [ pP.lpsin(an)
X Py (a) Pglp cos(Ady) — a] dadp  (78)

and from (48), we have

. _ 27rD[sin(ék)—sin(0k )] for MOSs
Adr(0r) = A . (79)
271'D[sm(9;;)7sm(911C )] for CSs
The probability density function of f), is thus obtained as
Py (0k|0k) = [ A (01) [ Pp s, [D¢1(61)] (80)

where Agb;g(ék) is the derivative of function A¢y,(6y,) with re-
spect to 6. It can be written as

27 D| cos O

A
< [T [ orfpsinianéun)
X P, (a)Pg {pcos[Aqbk(ék)] - a} dadp.

P, (0klfx) =

81
The variance of the estimated ék can then be obtained as
. /2 . .
var(f,) = / (Ox — 0k)* Py (01| 6k) dbi. (82
J—m/2

Thus, Proposition 3 is proved.

Plots of the probability density function of the estimated DOA
in degrees for different snapshot lengths and SINRs at the output
of beamformer B are illustrated in Figs. 2 and 3. It can be seen
from Fig. 2 that a higher estimation accuracy can be obtained
using a longer snapshot length. This is consistent with Proposi-
tion 1. Similarly, Fig. 3 shows that the a higher SINR will lead
to a better estimation accuracy. Thus, the number of sources
detectable using the SBDOA technique is not limited by the
number of antenna elements; and the accuracy of DOA esti-
mation can be improved by an efficient interference rejection
through subarray beamforming. Therefore, high capacity and
improved resolution of DOA estimation can be achieved using
the SBDOA technique.

V. SIMULATION RESULTS

In this section, the resolution, capacity, and accuracy of the
SBDOA technique will be evaluated and compared with those of
existing techniques through simulations. The term resolution of
DOA estimation is used to denote the minimum angle difference
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Fig. 2. Effect of the snapshot length L on the estimated DOA (plots of proba-
bility density function for ys;ng = 5 dB, L = 10, 100,1000, and the target
DOA 6% = 0°).
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Fig. 3. Effect of the SINR vsinr at the output of beamformer A on the es-
timated DOA (plots of probability density function for ysing = 1,5, 10 dB,
L = 100, and the target DOA 67 = 0°).

between two DOAs that can be resolved by the estimation tech-
nique. The term capacity is used to denote the maximum number
of signal sources that a DOA estimation technique is capable of
detecting. In Examples 1 and 2, the resolution and capacity of
the DOA estimation using the SBDOA technique and existing
techniques will be compared and illustrated. In Example 3, the
effects of snapshot length and strength of interference on the es-
timation capacity and accuracy will be investigated.

A. Example 1: Resolution of DOA Estimation

Example 1 deals with a case where the DOAs of five signal
and interference sources are closely distributed. A six-element
ULA with a spacing of D = A\/2 deployed at the receiver was
considered. Three target signal components with a pilot signal
and two unknown interference components were assumed to
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be received at the antenna array with equal power. It was fur-
ther assumed that the DOAs of the target signal components
were at —2°, 0°, and 2°. The DOAs of the interference compo-
nents were at —4° and 4°. The information bit-to-background
noise (not including interference components) power spectral
density ratio (Fy/Ny) of the received signal was set to 15 dB.
Ten thousand simulation runs were performed. For each run,
the DOA was obtained using MUSIC [4], ESPRIT [6] using
MOSs, ESPRIT using CSs (C-SPRIT) [9], Capon [1], the de-
coupled ML (DEML) algorithm [11], the spatial signature based
ML (SSBML) estimation technique [12] with the assumption
that the delays are known, and the proposed SBDOA technique
using MOSs or CSs were used to obtain the DOAs. A snap-
shot length of 200 samples was used for all techniques to as-
sure a fair comparison. The subarray beamforming weights for
the SBDOA technique were obtained by applying the direct ap-
proach using (17). The histograms obtained for the various tech-
niques are shown in Fig. 4. Each histogram depicts the number
of occurrences of each estimated DOA as a function of DOA
in degrees. The actual DOAs of different signals are marked at
the top of each figure by triangles. In Fig. 4(a)—(d), only one
or two peaks can be seen in the histogram plots, indicating that
existing techniques do not lead to satisfactory results when the
signals’ DOAs are very close. In contrast, the histogram plots
in Fig. 4(e)—(f) show three peak values, indicating that using
the proposed SBDOA technique, all three DOAs are success-
fully estimated. This confirms that the SBDOA technique leads
to a better resolution than existing techniques. Further, it can be
seen by comparing Fig. 4(e) and (f) that the resolution of the
SBDOA technique using CSs is better than that obtained using
MOSs. This is due to the fact that CSs have one more element
than MOSs in each subarray, which will lead to higher SINR at
the beamformer output for CSs. This is consistent with Propo-
sition 3, where it was shown that an increase in SINR leads to
better estimation accuracy.

B. Example 2: Capacity and Accuracy of DOA Estimation

Example 2 deals with a case where the number of signal and
interference sources is larger than the number of antenna ele-
ments. All simulation conditions were kept the same as in Ex-
ample 1 except the number of signal sources considered. Five
target signal components with pilot and four unknown interfer-
ence components were assumed to be received at the antenna
array with equal power. The DOAs of the five target signal com-
ponents were set to —40°, —20°, 0°, 20°, and 40°. The DOAs
of the four interference components were at —80°, —60°, 60°,
and 80°. Histograms of the estimated DOAs obtained are shown
in Fig. 5. As expected, Fig. 5(a)—(d) demonstrates that the sub-
space-based techniques investigated do not provide an accept-
able DOA estimation if the total number of interference and
signal components is larger than the number of antenna ele-
ments. Fig. 5(e)—(f) shows that the DEML and SSBML tech-
niques lead to several local suboptimal solutions and are sensi-
tive to the interference. In contrast, all five target DOAs were
successfully estimated when the proposed SBDOA technique
was used. This confirms that the proposed technique has a higher
estimation capacity and accuracy than existing techniques. This
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Fig. 4. Example 1: Comparison of the resolution of DOA estimation for signal sources that are closely distributed. A snapshot length of 200 samples was used
for all techniques. The vertical axis represents the number of times that a certain value of estimated DOA was obtained. The triangles at the top indicate the actual
DOAs of 3 target signal components at 2°, 0°, and —2°. The pluses at the top indicate the DOAs of two interference components at 4° and —4°. (a) Capon,
(b) MUSIC, (c) ESPRIT using MOMs, (d) ESPRIT using CSs, (¢) DEML, (f) SSBL, (g) SBDOA technique using MOSs, (h) SBDOA technique using CSs.

improvement will be further illustrated by means of simulations
considering more signal sources in Example 3. The capacity
of DOA estimation for different techniques is summarized in
Table I.

C. Example 3: Effects of Snapshot Length and Interference on
Estimation Capacity and Accuracy

In Example 3, the snapshot length for subarray beamforming
and DOA computation was set to different values-20, 30,
50,100, and 1000-and the number of signal sources varied from
4 to 20. The DOA of the target signal with pilot was fixed at
0° and the DOAs of unknown signals from other sources were
randomly distributed from —90° to 90° in each simulation run.
All other simulation conditions were kept the same as in Ex-
ample 1. The root mean square error (RMSE) of the estimated
target DOA averaged over 10000 simulation runs versus the
number of signal sources and the snapshot length are illustrated
in Fig. 6. As can be seen, using a small snapshot length such
as 50, the proposed SBDOA technique leads to an RMSE of
less than 4° in the presence of 20 equal-powered signals. This
demonstrates the fast DOA tracking capability of the SBDOA
technique and further confirms that its estimation capacity can
be larger than the number of antenna elements. It can also be

seen in Fig. 6 that the RMSE increases as the number of signal
sources increases. This is due to the fact that in the presence
of a large number of signal sources, the interference cannot be
effectively rejected using beamforming. In addition, the RMSE
decreases as the snapshot length increases. This confirms the
performance analysis in Section IV that the capacity and accu-
racy of the DOA estimation can be improved by increasing the
snapshot length.

VI. CONCLUSION

A new DOA estimation technique based on subarray beam-
forming has been proposed. In the new technique, two subarray
beamformers are used to obtain an optimum estimation of the
phase-shifted reference signal whose phase relative to the refer-
ence signal is a function of the target DOA. The target DOA is
estimated from the phase shift between the reference signal and
its phase-shifted version. In this way, the effect of interference
on DOA estimation is reduced and the number of signal sources
detectable can exceed the number of antenna elements. Perfor-
mance analysis as well as extensive simulations have shown
that the proposed technique leads to increased resolution, ca-
pacity, and improved accuracy of DOA estimation relative to
those achieved with existing techniques.
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Fig. 5. Example 2: Comparison of the capacity of DOA estimation when the number of signal and interference sources is larger than the number of antenna
elements. A snapshot length of 200 samples was used for all techniques. The vertical axis represents the number of times that a certain value of estimated DOA
was obtained. The triangles at the top indicate the actual DOAs of five target signal components at —40°, —20°, 0°, 20°, and 40°. The pluses at the top indicate
the DOAs of four interference components at —80°, —60°, 60°, and 80°. (a) Capon, (b) MUSIC, (c) ESPRIT using MOMs, (d) ESPRIT using CSs, (e¢) DEML,
(f) SSBL, (g) SBDOA technique using MOSs, (h) SBDOA technique using CSs.

12

TABLE I
CAPACITY OF DOA ESTIMATION FOR DIFFERENT TECHNIQUES

T T
—%— SBDOA with MOSs
—©- SBDOA with CSs

subarrays | capacity
Capon N/A M-1
MUSIC N/A M-1
MOSs M-1
CSs M
DEML N/A >M
SSBML N/A > M
MOSs > M

ESPRIT

RMSE of the estimated DOA in degrees

/A

SBDOA
CSs >M j:looo
0 T & 1 hid 1 1$ L
4 [ 8 10 12 14 16 18 20
APPENDIX A Number of signal sources K

DERIVATION OF (75)
Fig. 6. Example 3: Root mean square error of the estimated DOA for different

The power of the error signal e (¢) at the output of beam-  snapshot length L and number of signal sources X .
former A is given by

gf = E[|ek(t)|2] - B U (wf)H ya(t) — rk(t)ﬂ . (83) The power of the error signal 7 (#) at the output of beamformer

B is given by
Substituting (12) into (83) yields )
o2 = Eljnu(t)?] = E [m - emrkﬂ

o = (wj "r wit + 02 — 2Re[o,0p (Wi Hé(H )] , 2
( k) AW k( k) k - _E [’(WE)HYB(t) _ e]d’krk(t)‘ :| ) (85)
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Substituting (13) into (85), we have

o2 = (wB) " RpwB + o2

—2Re [(Wk (wB)" a(ek)] . (86)

From (26) and (28), it follows that

o2 =02, (87)

APPENDIX B
DERIVATION OF (78)

If u = o + (3, it can be shown that u and v are independent.
Their joint probability density function P, ,(u,v) is given by

Pau(t0) = Py(v) / Po(@)Py(u—a)da. (88
0
Assuming that
u = pcos(D¢r) (89)
v = psin(Ady,) (90)

and transforming the variables (u,v) into (p, A¢y) using the
theorem of transformation of variables [25], the probability den-
sity function P, A4, (p, A¢r) can be obtained as

ou ou
Ppno(p i) = | 36 8%{5’*"
dp 0l
X Py plpcos(Adr), psin(Agy)]  (91)
or

Prsonp.500) = [ pP[psin(Bg)]
= XP(a)Pglpcos(A¢y) — o] da.
(92)

It can be shown that if « is independent of v, then p will be inde-
pendent of A¢y. The probability density function Pa g, (A¢r)
is thus given by

PAdJk (A(zbk) = / Pf),Ad?k (pa A(bk) dp (93)
° or
Prs(o) = [ [ oplpsinag)
X Py () Pglp cos(A¢y) — o] dadp.
94)
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