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Abstract—The so-called receiver operating characteristic tech-
nique is used as a tool in an optimization procedure for the im-
provement and assessment of a filter-based methodology for the
location of hot spots in protein sequences and exons in DNA se-
quences. By optimizing the characteristic values of the nucleotides,
high efficiency as well as improved accuracy can be achieved rela-
tive to results obtained with the electron–ion interaction potentials.
On the other hand, by using the proposed filter-based methodol-
ogy with binary sequences, improved accuracy can be achieved
although the efficiency is somewhat compromised relative to that
achieved using the optimized characteristic values. Extensive ex-
perimental results, evaluated using measures such as the g-mean,
the Matthews correlation coefficient, and the chi-square statistic,
show that the filter-based methodology performs much better than
existing techniques using the short-time discrete Fourier trans-
form, particularly in applications where short exons are involved.

Index Terms—Chi-square statistic, digital filtering, exons in
DNA, genomic signal processing, hot spots in proteins, optimiza-
tion, receiver operating characteristic (ROC) technique.

I. INTRODUCTION

HOT spots and exons are regions in proteins and DNA
sequences that play a crucial role in the functioning of

proteins and DNA molecules, respectively. Hot spots contribute
most of the binding energy for protein–target interactions while
exons contain DNA code for making proteins. Locating hot
spots and exons accurately is, as a consequence, an important
fundamental problem the solution of which would lead to a
better understanding of the functioning of proteins and DNA
and the interdependencies between them [1], [2].

Several experimental techniques exist for locating hot spots
and exons [3]. However, they need to be carried out in wet
laboratories, which makes them both time consuming and costly.
Moreover, experimental data are available only for a limited
number of protein complexes [4]. Therefore, to reduce costs,
improve efficiency, and facilitate large-scale application, various
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computational hot-spot location and exon-location techniques
have been developed in recent years. An early approach to the
exon-location problem involves a general probabilistic model of
the gene structure of human genomic sequences [5]. The model
takes into account a variety of genetic markers and sequence
patterns found along the genome in order to make biologically
meaningful predictions. Subsequently, a number of improved
prediction models as well as homology-based techniques have
been developed [6], [7].

Computational hot-spot location techniques can be catego-
rized as structure-based or sequence-based. Structure-based
techniques make use of various types of complex informa-
tion such as a protein’s 3-D structure combined with statisti-
cal models to make predictions [8]–[15]. One of the first at-
tempts at modeling the free energy of protein–protein interac-
tions was made in [8] where an energy function involving sol-
vation interactions and hydrogen bonding was used to predict
hot-spot locations. The results obtained agree reasonably well
with experimental data. In [9], noncovalent interactions were
employed to estimate the energy contributions of residues that
take part in binding. A support vector machine (SVM)-based
prediction model was introduced in [10], which was further
improved in [11] to achieve better accuracy by separately treat-
ing the predictions involving certain amino acids. SVMs have
also been employed in [12] and [13] to develop feature-based
hot-spot prediction techniques. In [14], the all-atom free-energy
force field was used to locate hot spots in two specific protein
complexes. Features such as conservation and solvent acces-
sibility have also been employed for studying their effects on
hot-spot detection [15]. A couple of web servers, one involving
a knowledge-based machine learning approach and the other
involving an empirical model based on a set of simple physical
properties, have been described in [16] and [17], respectively.
A special class of structure-based techniques involves molec-
ular dynamics (MD) simulations of the movements of atoms
and molecules. MD simulations have been employed in [18]
and [19] to study a set of protein complexes and determine their
hot-spot locations. Although structure-based techniques yield
good predictions, they are not suitable for large-scale applica-
tions due to their high computational cost and certain associated
operational difficulties. Their applicability is further limited by
the fact that the complex structural information they require is
usually unavailable for newly discovered proteins.

Sequence-based techniques, on the other hand, predict hot
spots based solely on the linear amino-acid sequences, making
them suitable for preliminary studies when the only type of data
available are the linear sequences. Although such techniques
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can be quite useful, only a few attempts to develop them have
been made in the literature. A notable example of this type
of technique is the neural network-based technique described in
[20], which uses features such as sequence environment profiles,
solvent accessibility, and evolutionary conservation.

Recently, there has been a surging interest in the application of
the principles of digital signal processing (DSP) to develop effi-
cient sequence-based hot-spot location and exon-location tech-
niques. Such techniques are easy to implement, entail reduced
computational complexity, and yield fairly accurate hot-spot and
exon predictions [21]–[31].

In DSP-based techniques, simple numerical mapping
schemes in conjunction with well-established powerful DSP
methods are employed. In [21], a DNA sequence is represented
using four indicator binary sequences, one for each of the four
types of nucleotides. The presence or absence of a nucleotide
is indicated by the digit “1” or “0.” An alternative and more
efficient mapping scheme based on certain characteristic val-
ues of the nucleotides known as electron–ion interaction po-
tentials (EIIPs) involves a single numerical sequence obtained
by representing the DNA or protein characters by their EIIP
values [22], [24].

Binary sequences have been used to establish that the power
spectra of DNA segments corresponding to exons exhibit a
strong component at frequency 2π/3, known as the period-
3 frequency, whereas segments corresponding to introns do
not [21]. Exons can, thus, be located by tracking the strength
of the period-3 frequency component along the length of a
DNA sequence. In [23], this is achieved using the short-
time discrete Fourier transform (STDFT) in conjunction with
the rectangular window to compute a so-called spectral con-
tent (SC) measure of a binary sequence. An alternative, the
so-called optimized spectral content (OSC) measure, was pro-
posed in [26] where the frequency spectrum for each indica-
tor sequence is multiplied by a complex coefficient to max-
imize the discriminatory capability between a coding region
and a non-coding region which is approximated by synthetic
DNA.

A measure based on the phase of the DFT, termed the spectral
rotation (SR), was proposed in [28] where the complex coef-
ficients of the OSC measure are replaced by constants derived
from the phase distributions of the DFTs of a set of known se-
quences. The STDFT along with the Bartlett window was used
in [29]. The independence of the period-3 property with respect
to the reading frame was demonstrated in [32]. A multirate
DSP analysis of the period-3 property was carried out in [32]
and [33].

EIIP sequences have been used to establish that the spectrum
of each protein sequence for a given protein functional group
exhibits a unique dominant frequency known as the characteris-
tic frequency of the functional group [22]. This can be identified
by computing the pointwise product of the DFTs of a sufficient
number of protein EIIP sequences belonging to the functional
group of interest. Such a product is known as the consensus
spectrum [24]. Regions in a protein EIIP sequence where the
characteristic frequency is dominant represent hot spots. Thus,
like exons, hot spots can be located by tracking the strength

of the characteristic frequency along the length of a protein
sequence.

In our previous work, we have investigated the application
of EIIP sequences in conjunction with the STDFT and also ex-
plored the use of different types of digital filters for hot-spot
location [25], [31], [34]–[37]. In this paper, we organize our
filter-based techniques into a unified filter-based methodology
that can be used for the location of hot spots in protein sequences
and also for the location of exons in DNA sequences. Then, we
use the so-called receiver operating characteristic (ROC) tech-
nique as a tool in an optimization procedure for the improvement
and assessment of our methodology. By using the proposed op-
timization procedure, we obtain optimized characteristic values
for the nucleotides, we refer to as pseudo-EIIP values, which
lead to a significant improvement in the accuracy of hot-spot
as well as exon location. The paper concludes with extensive
comparisons of our filter-based methodology with several other
known DSP techniques for exon location. Evaluation metrics
such as the g-mean, the Matthews correlation coefficient, and
the chi-square statistic are computed for the comparisons. The
results obtained show that our filter-based methodology is both
more accurate and more efficient than STDFT-based methods
particularly for the case of short exons.

The paper is organized as follows. Section II briefly describes
our filter-based methodology. The ROC technique is described
in Section III. An optimization procedure based on the ROC
technique is developed and then used to obtain optimized char-
acteristic values for the nucleotides in Section IV. Extensive ex-
perimental results and comparisons are presented in Section V.

II. FILTER-BASED LOCATION OF HOT SPOTS AND EXONS

Hot spots in proteins and exons in DNA can be located by
employing the filter-based systems illustrated in Fig. 1. The
systems essentially convert the character sequences into numer-
ical sequences using the EIIP values of the amino acids in the
case of hot-spot location or the EIIP or binary values of the
nucleotides in the case of exon location; they then process them
using narrowband bandpass filters centered at the characteristic
frequency of the protein functional group of interest for the case
of hot-spot location or at the period-3 frequency for the case
of exon location. Plots of the power output would reveal the
hot-spot or exon locations as regions of well-defined distinct
peaks. Essentially, these systems are software implementations
of spectrum analyzers. To eliminate phase distortion and the
need of computing the phase response of the filters, zero-phase
filtering is employed. Here, the signal is filtered through a cas-
cade arrangement of two IIR filters characterized by H(z) and
H(z−1). The transfer function H(z−1) is realized using a filter
characterized by a transfer function H(z) sandwiched between
two first-in last-out registers designated as R in Fig. 1. The fre-
quency response of the cascade arrangement is real and, as a
result, the system has a zero-phase response. See [38, Sec. 12.5]
for further details about zero-phase filtering. Since DNA se-
quences are much longer than protein sequences, the bandpass
filtered output of the exon location system turns out to be an
amplitude-modulated signal. Hence, it needs to be demodulated
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Fig. 1. Filter-based location systems for (a) hot spots and (b) exons.

in order to identify the exon locations and this can be done by
using a lowpass filter.

Although several types of narrowband bandpass digital filters
can, in theory, be used in the systems in Fig. 1(a) and (b),
extensive experimental results (see Section V-A) have shown
that narrowband bandpass notch (BPNs) filters are most suitable
for this application due to their high selectivity, reduced length
of transience, and the low computational effort involved [36].
The type of lowpass filter used in Fig. 1(b) is less critical and
any one of the standard filter types could be used such as an
elliptic, Chebyshev, or inverse-Chebyshev (IC) filter.

A. Design of a BPN Filter

A second-order BPN filter characterized by the transfer
function

HBPN(z) =
1
2

[
(1 − d0)(1 − z−2)
1 + d1z−1 + d0z−2

]

can be designed by using an all-pass filter in parallel with a
bandstop notch filter. The design involves setting d0 to 1 − τ ,
where τ is a specified stability margin, and determining d1 such
that the area under the amplitude response curve is minimized.
This can be readily achieved using a 1-D optimization technique,
such as, for example, the golden-section search [39].

B. Tuning of a BPN Filter

The characteristic frequency is different for different func-
tional groups and can be determined only as accurately as the
frequency resolution of the consensus spectrum. This, in turn,
is limited by the lengths of the protein sequences which are
usually of the order of a couple of hundred amino acids. On
the other hand, BPN filters are highly selective and to improve
the performance of the hot-spot location system in Fig. 1(a),
the BPN filter must be tuned to ensure that the passband center
frequency of the filter, ω0 , matches the characteristic frequency
of the functional group.

The tuning procedure must be fast enough to facilitate the real-
time observation of the results and, therefore, it must involve

minimal computational effort. This can be achieved by modeling
the variations of d1 in response to small changes in the passband
center frequency ω0 using a least-squares polynomial model of
the form

d1(ω0) = d1U + x1(ω0 − ω0U ) + x2(ω0 − ω0U )2 (1)

where d1U and ω0U are the values of d1 and ω0 in the un-
tuned filter. Coefficients x1 and x2 are determined by solving
an overdetermined system formed using the d1 values of a set
of known BPN filters. The values thus determined can be used
to obtain d1 for any ω0 within the interval ωl ≤ ω0 ≤ ωu . For
further details about the design of the BPN filter, the reader is
referred to [36] and [37]. A strategy for the automatic tuning of
the filter is proposed below.

Note that the BPN filter need not be tuned in the case of exon
location since the period-3 frequency is fixed and is accurately
known. Also, no tuning is necessary in the case where a bandpass
IC filter is used since these filters have a flat passband over a
relatively wider range of frequencies, typically, 1 to 2% of the
center frequency (see [25, Table III]).

C. Automated Tuning for the Hot-Spot Location

The BPN filter can be tuned by varying the center frequency
from ωl to ωu in steps of, say, 0.001, and recording the output
power for each center frequency at each of the known hot-
spot locations. The sum of the recorded output power values is
then computed for each center frequency and the frequency that
yields the maximum value of the sum is taken to be the required
center frequency for the filter.

If no hot-spot locations are known for the functional group of
a given sequence of interest, then the required center frequency
is taken to be the frequency that yields the maximum power
output.

D. Use of Binary Sequences

Filter-based exon location can also be carried out using binary
sequences. This can be done by processing each of the four
binary sequences using a narrowband bandpass filter and then
filtering the combined power output signal given by

yB [n] = pA |yBA [n]|2 + pT |yBT [n]|2 + pG |yBG [n]|2

+ pC |yBC [n]|2 (2)

using a lowpass filter. The weights pA , pT , pG , and pC are
usually assumed to have equal values, typically, 0.25.

E. Software Implementation

The above filter-based techniques for hot-spot and exon lo-
cation were implemented in MATLAB employing user-friendly
graphical interfaces. The software designs and tunes the required
filters, reads the protein or DNA sequences, and identifies the
locations of hot-spots or exons.1 This would enable users of the
proposed techniques to apply them to arbitrary protein and DNA

1Readers are directed to http://www.ece.uvic.ca/∼andreas/ for a copy of the
software.
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Fig. 2. Confusion matrix based on classifier outcomes.

sequences without the need to learn the considerable body of
knowledge required for the design of digital filters.

III. EVALUATION METRICS AND THE ROC TECHNIQUE

In this section, we define several performance evaluation met-
rics and propose the ROC technique for use in the comparisons
described in Section V. In what follows, we refer to the hot-spot
and exon location techniques as classifiers because, by means
of their predictions, they essentially classify a given location in
a protein or a DNA sequence as a positive or negative instance.
Thus, in the prediction domain, a positive instance indicates that
the location is predicted to be a hot spot or exon while a negative
instance indicates the opposite. Similarly, in the reality domain
representing ground truths, a positive instance indicates that the
location truly identifies a hot spot or an exon while a negative
instance indicates the opposite. The quality of the predictions
can then be evaluated by comparing the number of positive and
negative instances in the prediction domain with those in the
reality domain. Four possibilities can arise as a result of such a
comparison. They are as follows: a positive prediction is a true
positive if it also corresponds to a positive instance in reality;
otherwise, it is a false positive. A negative prediction is a true
negative if it also corresponds to a negative instance in reality;
otherwise, it is a false negative.

A. Classifier Measures

With a set of predictions obtained by running a classifier on
a test dataset, the number of true positives, TP, false positives,
FP, true negatives, TN, and false negatives, FN, can be deter-
mined. A two-by-two matrix known as a confusion matrix can
be constructed representing the relationship between reality and
prediction, as shown in Fig. 2 [40], [41]. This matrix forms the
basis for a variety of performance metrics defined as follows.
Sensitivity (Sn), also known as the true positive rate (TPR), is the
proportion of true positives that have been correctly predicted
as positives. Specificity (Sp), also known as the true negative
rate (TNR), is the proportion of true negatives that have been
correctly predicted as negatives. Sn and Sp are given by

Sn =
TP

TP + FN
and Sp =

TN

TN + FP
(3)

respectively. Due to the fact that hot spots and exons are sparsely
distributed in proteins and DNA, quite often the number of
negatives is much greater than the number of positives. Thus,
TN tends to be much larger than FP, and hence Sp, as computed

in (3), produces large uninformative values. For this reason,
specificity has been defined in the gene-prediction literature
as [40]

mSp =
TP

TP + FP

and is also known as precision (Prc). It represents the proportion
of predicted positives that are truly positive. Accuracy (Acc),
which is the probability of correct prediction, and false positive
rate (FPR) are defined by

Acc =
TP + TN

TP + TN + FP + FN
and FPR =

FP

FP + TN
(4)

respectively. Like Sp, Acc may not be an adequate measure when
the number of negative cases is much greater than the number of
positive cases [42]. For example, if 95 out of 100 cases are truly
negative and 5 are truly positive and a classifier classifies all
cases as negative, Acc would still be 95% although the classifier
missed all positive cases. To circumvent this problem, we can
define the geometric mean (g-mean) as [42]

g-mean =
√

TPR × TNR =
√

Sn × Sp.

If all positive cases are classified incorrectly, the g-mean would
take the value 0.

Metric g-mean has some distinct advantages. It is a mean-
ingful measure of the overall classifier performance and takes a
high value only when both TPR and TNR have close and high
values. It is, in addition, robust to changes in the distributions of
true positives and negatives. Furthermore, its nonlinear nature
allows for a larger reduction in value as the values of TPR and
TNR decrease. In other words, the penalty for misclassification
is higher as the number of misclassifications increases.

Another standard classifier measure commonly used by statis-
ticians is the Matthews correlation coefficient defined as [43]

MCC =
TP × TN − FP × FN√

(TP + FN )(TP + FP )(TN + FP )(TN + FN )
.

(5)
In essence, MCC measures the correlation between the observed
and predicted binary classifications and returns a value between
−1 and +1. A coefficient of +1 represents a perfect prediction,
0 an average random prediction, and −1 an inverse prediction.
Like g-mean, MCC uses all four numbers, namely, TP, TN,
FP, and FN, and thus provides a balanced evaluation of the
prediction.

B. Test of Statistical Significance

An interesting property of MCC is its direct association with
the χ2 (chi-square) distribution, which can be used to test
whether the predictions are significantly more correlated with
the true data than a random guess [43]. If the chi-square test is
applied to a 2 × 2 contingency matrix formed using TP, TN, FP,
and FN, then the test statistic is given by

χ2 = n × MCC 2 (6)

where n is the total number of observations.
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Fig. 3. Significant points in the ROC plane and typical ROC curves.

For our analysis, we measure the overall performance of the
techniques using g-mean and MCC, and test the statistical sig-
nificance of the predictions using the chi-square test [44]. The
χ2 statistic can be used to obtain a p-value that denotes the
probability that the predictions could have occurred by chance.
The standard practice in statistics is to assume a level of signifi-
cance of 0.05 and, consequently, the predictions are considered
significant if p ≤ 0.05. When a more stringent cutoff is required
in certain applications, such as in the medical field, levels of
significance of 0.01 or 0.001 are sometimes employed.

C. ROC Plots

The performance of classifiers can be evaluated by using ROC
plots whereby the true positive rate is plotted versus the false
positive rate as illustrated in Fig. 3 [41], [42]. A test dataset clas-
sified using a given classifier would correspond to a point in the
ROC plane. The northwest pole in the plane, (0, 1), represents
perfect classification with no false positives or false negatives,
which would correspond to an ideal classifier. The goal of any
classifier is to reach this point. The southwest pole, (0, 0), rep-
resents the situation when the classifier predicts no positives,
thus neither committing false positive errors nor predicting true
positives. The opposite situation of unconditionally classifying
all instances as positives is represented by the northeast pole,
(1, 1). Finally, the southeast pole, (1, 0), represents the worst
classification with no true positives or true negatives.

A point in the ROC plane is better than another if it is to
the northwest of the latter. The diagonal line y = x represents a
random classifier. For example, a classifier randomly predicting
positives half of the time would correspond to the point (0.5, 0.5)
and one predicting positives 90% of the time would correspond
to the point (0.9, 0.9). For a good classifier, its ROC point should
stay as much above and to the left of the diagonal line as possible.

The classification process usually involves the use of a thresh-
old parameter. If the system output is larger than the threshold
value, then the instance is classified as positive; otherwise, it is
classified as negative. Evidently, the true and false positive rates
would vary with the threshold value. Thus, given a classifier
and a dataset, the threshold can be varied from some lower to
some upper value and the resulting values of TPR and FPR can

be plotted to obtain a curve in the ROC plane. By comparing
curves obtained with different classifiers using the same dataset,
the best classifier can be determined. The optimum threshold for
a given classifier would be the threshold corresponding to the
point on its ROC curve closest to the northwest pole (0,1). ROC
curves for two classifiers A and B are shown in Fig. 3 where
classifier A is deemed to be better than classifier B.

D. Area Under an ROC Curve

ROC plots for use with the proposed filter-based methodology
can be constructed as follows.

1) For a given threshold value, the predicted exon locations
obtained from the demodulated output signal (yD [n])2 are
sorted into true positives, true negatives, false positives,
and false negatives relative to a set of known true exon
locations.

2) The numerical values of TP, TN, FP, and FN are obtained
and, in turn, the metrics TPR and FPR are evaluated and
used to plot a point in the ROC plane.

3) The preceding steps are repeated for different threshold
values in the range of 0 to 1 and new points are plotted in
the ROC plane to obtain an ROC curve.

The area under an ROC curve (AUC) is a good indicator of the
overall performance of the corresponding prediction technique.
The greater the AUC, the better the performance. Thus, for
a given range on the x axis, the AUCs corresponding to two
different exon-location techniques can be compared and their
performance relative to each other can be evaluated.

E. Model for ROC Curves

ROC curves are inherently not continuous due to the fact that
the number of thresholds is required to be finite in practice. This
poses a problem for the optimization procedure because the ob-
jective function to be minimized, 1 − AUC, is not continuous.
To overcome this problem, the ROC curve can be approximated
using an exponential model of the form

y = α
(
1 − e−(β1

√
x + β2 x)

)
(7)

where α, β1 , and β2 are appropriate constants. These parameters
can be determined by minimizing the error function

E(p) =
n∑

i=1

[
α

(
1 − e−(β1

√
xi + β2 xi )

)
− yi

]2
(8)

where p = [α β1 β2 ]
T and {xi, yi} denote the n pairs of FPRs

and TPRs used to construct the ROC curve that is being modeled.
Extensive experimentation using a variety of ROC curves has

confirmed the validity of the model. A sample ROC curve and its
approximation obtained using the above approach are illustrated
in Fig. 4. For further details of the model, the reader is referred
to [45].

F. Computational Efficiency and Overall Accuracy

The computational efficiency of various hot-spot location
techniques has been compared in our previous work [25], [36],
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Fig. 4. An ROC curve and its exponential model.

[46]. For exon-location techniques, the computational efficiency
is evaluated as follows. For a chosen DNA sequence, the binary
and EIIP sequences are each subjected to 1000 runs and the
required CPU times are averaged over the runs. This is referred
to as the average CPU time (ACT). Its reciprocal, 1/ACT, is a
direct indicator of the computational efficiency.

An estimate of the overall accuracy of a technique can be
obtained from its ROC curve by computing the Euclidean dis-
tance between point (0, 1) and the point closest to it on the
ROC curve. We refer to this measure as the shortest Euclidean
distance (SED). SED is inversely proportional to the overall ac-
curacy, and hence, its reciprocal, 1/SED, is a direct indicator of
overall accuracy.

IV. OPTIMIZED CHARACTERISTIC VALUES FOR NUCLEOTIDES

The ROC technique along with a suitable optimization pro-
cedure can be used to obtain a better set of characteristic values
for the four nucleotides, as will be demonstrated below [47].
This can be achieved by maximizing the AUC corresponding to
a training set of DNA sequences or, equivalently, by minimizing
the quantity 1 − AUC since the total area of the ROC plane is
unity.

A variety of algorithms can be used for the optimization prob-
lem under consideration such as algorithms of the quasi-Newton
family which are both very efficient and robust. A quasi-Newton
algorithm based on the Broyden-Fletcher-Goldfarb-Shanno up-
dating formula was found to give good results [39].

The objective function for the minimization involves several
interdependent steps including bandpass and lowpass filtering of
the numerical sequence, squaring the filtered output, and com-
puting the AUC. Hence, deriving a closed-form expression for
the objective function is not feasible. Instead, the optimization
is carried out by numerically evaluating the objective function
and the gradient in each iteration.

In order to achieve consistency between the optimized char-
acteristic values and the EIIP values, we need to ensure 1) that
the four variables are always positive and 2) that their numerical

values are normalized at the end of each iteration such that their
sum is always equal to the sum of the EIIP values. Positive nu-
merical values can be easily achieved by replacing each variable
by its square in the objective function. The normalization can
be achieved by using the scaling factor

μ =

√
0.4741

ŵ2
A + ŵ2

T + ŵ2
G + ŵ2

C

(9)

where the constant 0.4741 is the sum of the four EIIP values and
ŵA , ŵT , ŵG , and ŵC are the optimized characteristic values for
the four nucleotides at the end of each iteration.

On the basis of extensive experimental results, the above
adjustments in the variables do not seem to impede our ability
to obtain optimized numerical values that yield improved exon-
location predictions.

In view of their consistency with the actual EIIP values, the
optimized characteristic values will be referred to as the pseudo-
EIIP values hereafter.

A. Step-by-Step Procedure

A step-by-step procedure for the optimization of the charac-
teristic values of the nucleotides is as follows.

1) A set of DNA character sequences is chosen and the pa-
rameter vector x is initially set to the positive square roots
of the EIIP values.

2) The character sequences are converted into numerical se-
quences using the squares of the current values in x.

3) The sequences obtained are arranged consecutively to
form a single cumulative contiguous sequence.

4) The cumulative sequence is processed using the exon-
location system in Fig. 1(b) and the amplitudes of the
processed signal are normalized with respect to the interval
[0, 1].

5) An ROC curve is obtained using the procedure described
in Section III-D and is approximated using the exponential
model of (7).

6) The objective function 1 − AUC is evaluated using a nu-
merical method. The gradient is then obtained by perturb-
ing each variable, one at a time by, say, 10−4 .

7) An approximation to the Newton direction is generated
and the variables are normalized using (9) and are then
updated.

8) The procedure is repeated from Step 2 until convergence
is achieved.

9) The squares of the values in x are the optimized parame-
ters, referred to as the pseudo-EIIP values.

Steps 2 and 9 ensure that the optimized nucleotide values are
positive. In Step 7, an approximation to the Newton direction
is generated using [39, Algorithm 7.3] and the variables are
normalized.

V. RESULTS AND DISCUSSION

In this section, we present
1) results pertaining to the choice of the type of narrowband

filter for the hot-spot location system shown in Fig. 1(a);
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TABLE I
EVALUATION METRICS AT BEST OPERATING THRESHOLDS FOR

HOT-SPOT LOCATION

2) results pertaining to the use of pseudo-EIIP values in the
exon-location system in Fig. 1(b); and

3) a comparative analysis of our filter-based methodology
with other known DSP-based techniques as detailed next.

A. Bandpass Notch Versus Inverse-Chebyshev Filters for Hot-
Spot Location

The narrowband bandpass filter in the system in Fig. 1(a)
should have a monotonic amplitude response with respect to
the passband and two types of filters satisfy this requirement,
namely, IC and BPN filters. Below we compare the performance
of these two types of filters using the ROC technique.

The IC filter was designed to have a maximum passband and
minimum stopband attenuation of 1 and 30 dB, respectively,
and a passband bandwidth of 1%. The stability margin of the
BPN filter was set to 0.03. These filters were designed using the
software described in Section II-E.

Datasets comprising 66 protein sequences were used for hot-
spot location. The protein sequences were obtained from the
protein data bank (PDB) [48] and the ground truths for the
hot-spot locations were obtained from the alanine scanning en-
ergetics database (ASEdb) [49]. If the ground truths of a protein
were not available, those of the same protein from another or-
ganism were used. The set of protein sequences had a total of
482 confirmed hot spots and the mean sequence length was 277
amino acids.

The BPN filter was tuned using the automatic tuning proce-
dure in Section II-C with 132 out of the 482 hot-spot locations
in the dataset. No tuning was necessary for the IC filter in view
of its wider passband bandwidth.

The confusion matrix and evaluation metrics were computed
cumulatively, i.e., the entire set of 66 protein sequences was
regarded as a single long sequence and the values of TP, TN,
FP, and FN corresponding to the individual sequences were
summed to obtain a single set of four values, which was then
used to compute the evaluation metrics. These computations
were repeated for threshold values in the range 0.05–0.95 to
obtain the required ROC curve. From the ROC curve shown in
Fig. 5, the best operating threshold and corresponding SED from
point (0, 1) were found to be 0.1 and 0.66, respectively, for the
IC filter and 0.25 and 0.54, respectively, for the BPN filter. The
evaluation metrics as well as the χ2 statistic for the optimum
threshold are given in Table I. As can be seen, the use of a BPN
filter leads to a significant improvement in our hot-spot location
methodology. Both the g-mean and MCC values corresponding
to the BPN filter are higher than those corresponding to the IC
filter.

The precision and the MCC values for our filter-based
methodology are moderately good at best. This is due to the

Fig. 5. ROC curves obtained with IC and BPN filters.

large number of false positive instances that are detected based
on the current set of ground truths available in the ASEdb.
However, as new hot spots are added to the ASEdb by the bio-
logical community, at least some of our false positive instances
will become true positive instances and, consequently, metric
FP would decrease and TP would increase thereby resulting in
higher precision and MCC values. Due to this reason, under the
current circumstances, metric g-mean is a better indication of
the overall performance of the hot-spot location techniques.

The statistical significance of the predictions was tested by
obtaining p-values for the χ2 statistic using the distribution table.
The p-value obtained for the IC filter was 0.0028 while that
obtained for the BPN filter was much smaller, less than 0.0001.
As can be seen, both the values are far less than the standard
threshold of 0.05, thereby confirming that the predictions are
statistically significant.

B. Pseudo-EIIP Values for Exon Location

The pseudo-EIIP values were obtained using the procedure in
Section IV-A. The execution of the quasi-Newton algorithm was
terminated when the 2-norm of the change in xk and the change
in the value of the objective function were both simultaneously
less than a termination tolerance of 10−6 .

The DNA sequences and the ground truths for the exon loca-
tions were obtained from the HMR195 dataset [50]. This dataset
contains a sufficiently large number of DNA test sequences for
three different organisms and provides the true exon locations
in addition to the sequences themselves and it is, therefore,
well suited for our analysis. It has been used in several studies
including recent ones such as that in [51].

We selected 160 out of 195 sequences avoiding sequences
with nucleotides that have not as yet been validated experimen-
tally. The selected subset had a total of 780 exons with a mean
sequence length of 7182 nucleotides. Since the sequences have
been organized as annotated coding regions beginning with the
start codon and ending with one of the stop codons, there was
no need to separately identify the open reading frames.
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TABLE II
INITIAL AND OPTIMIZED NUMERICAL PARAMETERS

Fig. 6. ROC curves for the actual EIIP and optimized characteristic (pseudo-
EIIP) values for the training set.

The selected subset of 160 DNA sequences has been already
subjected to nonredundancy testing as described in [50]. Hence,
to obtain our training and test sets, the subset of 160 sequences
was divided into two smaller sets of 80 sequences each. One set
was used for training, i.e., to obtain the optimized characteristic
values, and the other was used for independent exon evaluation.
The fact that the sequences in the HMR195 dataset are nonre-
dundant prevents the occurrence of any type of training bias in
the test results.

The pseudo-EIIP values obtained are compared with the ac-
tual EIIP values in Table II. The initial and the final values of
the objective function were 0.2661 and 0.1954, respectively. The
ROC curves obtained for the training set with the actual EIIP
and pseudo-EIIP values are illustrated in Fig. 6. As can be seen,
the pseudo-EIIP values yield better results. To test the useful-
ness of the pseudo-EIIP values, we obtained the ROC curves
shown in Fig. 7 using the test set described previously that is
nonredundant compared to the training set. As can be seen in
Fig. 7, the pseudo-EIIP values again outperformed the actual
EIIP values. The optimum threshold based on Fig. 7 was found
to be 0.15.

C. Optimized Binary Weights for Exon Location

Essentially, the same procedure as that used in Section IV was
used to optimize the weights of the filtered binary sequences in
(2). This study has revealed that the importance of the four bi-
nary nucleotide sequences to exon location varies significantly
among the four sequences with the T sequence being the least

Fig. 7. ROC curves for the actual EIIP and optimized characteristic (pseudo-
EIIP) values for the test set.

TABLE III
EXON-LOCATION TECHNIQUES FOR COMPARISON

important. On the basis of this fact, the T sequence can be
ignored in binary-based techniques without introducing a sig-
nificant degradation in exon-location accuracy thereby reducing
the amount of computation by 25% (see [45] for details).

D. Comparative Analysis of Exon-Location Techniques

In this section, we compare our filter-based methodology with
five known DSP-based exon-location techniques that make use
of the period-3 property. The various techniques investigated are
listed in Table III. Techniques TIW, ANA, KOT, and STE use
the STDFT along with the rectangular window while technique
ASF uses the STDFT along with the Bartlett window to ob-
tain improved results. The rectangular window introduces large
Gibbs oscillations which appear as noise in the amplitude spec-
trum of the processed sequence. Nonrectangular windows such
as the Bartlett and Kaiser windows, on the other hand, have
reduced ripple ratios [38, Chap. 7] and, therefore, introduce
Gibbs oscillations of reduced amplitude. The Kaiser window
has the additional advantage that the ripple ratio can be adjusted
to suit the application by adjusting an independent window
parameter α.

A sample ROC curve obtained by applying technique ANA
to a set of sequences from the HMR195 dataset using the three
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Fig. 8. ROC curves for exon location using technique ANA with the rectan-
gular, Bartlett, or Kaiser window.

types of windows is shown in Fig. 8. As can be seen, the Bartlett
and Kaiser windows give almost identical results that are signif-
icantly better than those obtained using the rectangular window.
We chose the Kaiser window for our experiments with tech-
niques TIW, ANA, KOT, and STE, because of its flexibility but
retained the Bartlett window for technique ASF as used origi-
nally in [29]. We tried a range of values for parameter α of the
Kaiser window in the interval [0.5, 8.0] and a value of 5.0 was
found to yield the best results. For all the windows, a length of
351 was used as suggested in [23] and [26].

The specifications and design parameters for the BPN filters
were the same as those used for hot-spot location except that
the center frequency was set to the period-3 frequency for the
present experiments. An IC lowpass filter was used for the de-
modulation of the signal. It was designed to have a maximum
passband attenuation of 1 dB and a minimum stopband attenu-
ation of 80 dB. The passband and stopband edges for this filter
were set to 0.4 and 0.5, respectively, as these specifications were
found to yield good results. The required filter order was 14.

The various techniques were tested using the same test set as
that used in Section V-B. The curves obtained for the binary-
based and EIIP-based techniques are shown in Figs. 9 and 10,
respectively. The optimum operating threshold, the lowest Eu-
clidean distance from point (0, 1), and the χ2 statistic for each
case are listed in Table IV. Table V, on the other hand, lists the
values of the evaluation metrics when the techniques were oper-
ated at their optimum thresholds. In both tables, the techniques
have been sorted in decreasing order of accuracy, i.e., decreas-
ing g-mean values. From these figures and tables, it can be seen
that, overall, filters perform better than the STDFT. On the other
hand, our optimized characteristic values for the nucleotides,
i.e., the pseudo-EIIP values, yield significant improvements in
the accuracy relative to that achieved with the actual EIIP val-
ues thereby advancing our method from the fifth position (BPE
method) to the second position (PSE method) in Table V. The
pseudo-EIIP values also perform significantly better than the

Fig. 9. ROC curves for exon location using the binary-based techniques.

Fig. 10. ROC curves for exon location using the EIIP-based techniques.

optimized complex values used in technique ANA. This may
be due to the fact that the optimization criterion used to obtain
the pseudo-EIIP values is more generic as it takes into account
DNA sequences from three different organisms. On the other
hand, the criterion used to obtain the complex values was based
on exons from a specific chromosome of a single organism.
Moreover, the pseudo-EIIP values were obtained by maximiz-
ing the prediction accuracy of coding and noncoding regions in
real DNA while the complex values were obtained by maximiz-
ing the discriminatory capability between coding regions in real
DNA and noncoding regions in random synthetic DNA.

The statistical significance of the predictions was tested
using the p-values that were obtained from the χ2 statistic.
These values were less than 0.0001 for all the techniques com-
pared, thereby confirming that the predictions are statistically
significant.
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TABLE IV
BEST OPERATING THRESHOLDS, EUCLIDEAN DISTANCES, AND χ2 FOR

EXON LOCATION

TABLE V
EVALUATION METRICS AT BEST OPERATING THRESHOLDS FOR EXON LOCATION

The computational efficiency of the techniques was evalu-
ated as described in Section III-F.2 The sequence used for
the computation was 9163 nucleotides long with identifier
AB018249. The results obtained, plotted in Fig. 11, show that the
filter-based methodology in general requires only a small frac-
tion of the computational effort required by the STDFT-based
techniques.

Among the STDFT-based techniques, technique TIW re-
quires the most computational effort as it requires the compu-
tation of four separate STDFTs. Technique ASF uses only two
binary sequences (for reasons that have not been stated in [29]),
and hence, it is two times faster than TIW. Techniques KOT
and ANA substitute complex values for the four nucleotides
in order to obtain a single complex sequence. The STDFT of
this sequence is then computed. Hence, these techniques are
approximately four times faster than technique TIW.

Considering that in practice DNA sequences can typically be
much longer than the ones used in our examples, the computa-
tional savings achieved by the use of our filter-based methodol-
ogy would be substantial. In addition, our methodology yields
better accuracy than the STDFT as seen from Table V. By using
binary instead of EIIP sequences, our methodology yields the

2The tic and toc commands in MATLAB were used. To maximize the
accuracy, the following precautions were taken while computing the CPU time:
all applications except MATLAB were terminated, a fresh session of MATLAB
was started for the task, and MATLAB was warmed up with the code, i.e., the
first run of the code was ignored.

Fig. 11. Overall accuracy versus computational efficiency for exon-location
techniques.

best accuracy although the computational efficiency is some-
what compromised.

DSP-based methodologies are relatively simple to use and
entail minimal computational effort compared to other more
sophisticated model-based approaches in that they need a min-
imal amount of data, namely, the protein or DNA sequences.
This simplicity comes about at the cost of reduced predictive
power and, in effect, there is a tradeoff between efficiency and
accuracy. However, in practice, there are many situations where
DSP-based methodologies would be preferable; for example,
in situations where the full range of data required by the more
sophisticated methodologies is not available or is difficult to
obtain as would be the case when new proteins or exons are
discovered.

E. Location of Short Exons

The length of the window used for the STDFT-based tech-
niques must be sufficiently large to ensure that the period-3
frequency component dominates over the background noise in
the frequency spectrum. Based on empirical studies, a win-
dow length of 351 has been found to yield a reasonably good
signal-to-noise ratio for effectively identifying exon locations
[23], [26]. A window of this length, however, compromises the
base-domain resolution thereby limiting the capability of the
STDFT to locate short exons. In [29], it has been reported that
the STDFT does not perform well for the location of exons that
are shorter than 150 nucleotides in length. Digital filters, on the
other hand, identify localized peaks better and thereby locate
short exons more accurately. This is illustrated in Fig. 12 using
a couple of example DNA sequences. Three plots are shown
for each example illustrating the exon locations identified by
techniques ASF, TIW, and BPB, respectively. Gene AF001689
has a total of five exons out of which three are shorter than 150
nucleotides while gene AF037438 has a total of six exons out of
which three are shorter than 150 nucleotides as indicated. As can
be seen, for both genes our filter-based methodology identifies
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Fig. 12. Identification of short exons (less than 150 nucleotides) for genes AF001689 and AF037438: (a) and (d) correspond to ASF, (b) and (e) correspond to
TIW, and (c) and (f) correspond to BPB.

the locations of the short exons with higher signal amplitudes
and more prominent peaks than the STDFT-based techniques.

VI. CONCLUSION

By using the ROC technique along with optimization, we have
been able to achieve significant improvements in our filter-based
methodology for the location of hot spots in protein sequences
and exons in DNA sequences. By obtaining optimized charac-
teristic values for the nucleotides, we refer to as pseudo-EIIP
values, we have been able to achieve improved accuracy along
with high efficiency. On the other hand, by using our method-
ology with binary nucleotide sequences, we have been able to
achieve the best accuracy although the efficiency is somewhat
compromised relative to that achieved with optimized charac-
teristic values. Extensive experimental results, evaluated using
metrics such as the g-mean, the Matthews correlation coeffi-
cient, and the chi-square statistic, have shown that our method-
ology performs much better than existing techniques that use
the STDFT along with a rectangular, Bartlett, or Kaiser win-
dow particularly in applications where short exons less than 150
nucleotides long are involved.
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