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compared to the constrained normalized least-mean square (CNLMS), known CAP, and set-membership CAP (CSMAP) algorithms.
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The **PCAP-II** algorithm is obtained by solving the minimization problem

$$
\text{minimize } J(\omega) = 0.5\|X_k^T V_r \omega + X_k^T C^+ f - d_k\|^2
$$

by using the same steps as for the **PCAP-I** algorithm.
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The update formula of the **PCAP-II** algorithm becomes

$$\omega_k = \omega_{k-1} + \mu_k V_r X_k e_k$$

where

$$\mu_k = \frac{e_k^T X_k^T V_r V_r^T X_k e_k}{e_k^T X_k^T V_r V_r^T X_k X_k^T V_r V_r^T X_k e_k}$$
The PCAP-I and PCAP-II algorithms do not require the inverse of $X_k^T ZX_k$ and hence they require less computation than the conventional CAP algorithm.
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The PCAP-II algorithm requires reduced computation as compared to the PCAP-I algorithm due to the reduced dimensions of $\omega_k$ and $V_r^T$. 
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- MSD learning curves for system identification application:

![Graph showing MSD learning curves for system identification application with different algorithms: CNLMS, CAP, SMCAP, PCAP-I, PCAP-II. The x-axis represents the number of iterations, and the y-axis represents MSD in dB. The graph compares the performance of these algorithms over iterations.]
Simulation Results, Cont’d...

**Table: Average CPU Time, in Microseconds**

<table>
<thead>
<tr>
<th></th>
<th>CNLMS</th>
<th>CAP</th>
<th>SMCAP</th>
<th>PCAP-I</th>
<th>PCAP-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>27</td>
<td>61</td>
<td>8</td>
<td>38</td>
<td>36</td>
</tr>
</tbody>
</table>
Simulation Results, Cont’d…

- Learning mean output-error (MOE) curves for DS-CDMA interference suppression application:

![Graph showing MOE curves for different algorithms](image-url)
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Two new closely related CAP adaptive-filtering algorithms, the PCAP-I and PCAP-II, that use a new step size have been proposed. The new algorithms

- produce an unbiased output in applications where the desired signal is unavailable or not required
- require reduced computational effort than the conventional CAP algorithm
- yield reduced steady-state misalignment relative to the CNLMS algorithm as well as some recent CAP algorithms
- offer faster convergence than the CNLMS algorithm.