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Visual Attention for Robotic Cognition: A Survey
Momotaz Begum and Fakhri Karray

Abstract—The goal of the cognitive robotics research is to design
robots with human-like cognition (albeit reduced complexity) in
perception, reasoning, action planning, and decision making.
Such a venture of cognitive robotics has developed robots with
redundant number of sensors and actuators in order to perceive
the world and act up on it in a human-like fashion. A major chal-
lenge to deal with these robots is managing the enormous amount
of information continuously arriving through multiple sensors.
The primates master this information management skill through
their custom-built attention mechanism. Mimicking the attention
behavior of the primates, therefore, has gained tremendous pop-
ularity in robotic research in the recent years (Bar-Cohen et al.,
Biologically Inspired Intelligent Robots, 2003, and B. Webb et al.,
Biorobotics, 2003). The difficulties of redundant information
management, however, is the most severe in case of visual per-
ception of the robots. Even a moderate size image of the natural
scene generally contains enough visual information to easily
overload the on-line decision making process of an autonomous
robot. Modeling primates-like visual attention mechanism for the
robot, therefore, is becoming more popular among the robotic re-
searchers. A visual attention model enables the robot to selectively
(and autonomously) choose a “behaviorally relevant” segment of
visual information for further processing while relative exclusion
of the others. This paper sheds light on the ongoing journey of
robotics research to achieve a visual attention model which will
serve as a component of cognition of the modern-day robots.

Index Terms—Human–robot interaction, joint attention, overt
attention, robotic cognition, visual attention.

I. INTRODUCTION

W HEN it comes to information management, the un-
derlying idea of the primates attention mechanism is

simple, yet extremely robust: focus on the piece of information
which is the most relevant to a given context. A custom-built
attentional circuit in the primates helps them to execute this
attention behavior [3]. The endeavor of robotics research to
design a bioinspired visual attention model for the cognitive
robot has strong connectivity with the research in cognitive
psychology, computational neuroscience, and computer vision
as these are the three disciplines which cultivated the basic
research on the artificial modeling of human visual attention.
The visual attention models developed for robotic cognition
heavily rely on the computational models of visual attention
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proposed in computer vision and computational neuroscience
while the inspiration behind all of these models is rooted in
the theories of human visual attention proposed in cognitive
psychology and neuroscience. The major motivation for devel-
oping computational models of visual attention was two-fold:
1) creating a computational tool to test the validity of the theo-
ries/hypothesis of visual attention proposed in psychology and
neuroscience; and 2) the potential applications of the principle
of focused attention in computer vision, video surveillance,
and robotics. Accordingly, we observe the rise of two distinct
trends in the research on computational modeling of visual
attention. The first one is mostly concerned about simulating
the neuronal response of the primates during various attentional
activities [4]–[10]. The researchers in computational neuro-
science and cognitive psychology are dedicated to develop
this type of models. The second kind of computational models
are concerned about developing a technical system of visual
attention while utilizing the unique properties of the biological
attention system [11]–[18]. The researchers in computer vision
and robotics are the major developers of the technical models
of visual attention. Cognitive robotics, probably, is the most
recent user of these models.

The goal of the survey presented in this article is to shed light
on the research on visual attention modeling as a component
of robotic cognition. A brief discussion on the visual attention
models proposed in computer vision and computational neuro-
science, their limitations in the context of robotic applications,
and how these limitations trigger the evolution of the robotic
model of visual attention will also be discussed. The rest of
the paper is organized as follows. Section II describes a brief
history of development of the computational model of visual
attention. Section III discusses the characteristics of the com-
putational model of attention that caused the rise of a different
group of visual attention models for the robot. Section IV dis-
cusses the existing research on the modeling of robotic visual
attention. Section V provides an overall discussion on the suc-
cess, possibilities, and open challenges related to the design of
a visual attention model as a component of robotic cognition.
Finally, Section VI draws the conclusion on this survey.

II. EVOLUTION OF RESEARCH ON COMPUTATIONAL MODELING

OF VISUAL ATTENTION

The visual attention of the primates is not yet a fully under-
stood mechanism and therefore, associated theories and hypoth-
esis are being updated continuously. There exist a number of
hypothesis in the literature of cognitive nueroscience and devel-
opmental psychology regarding the developmental process of
visual attention in the primates [19]–[23]. The researchers, how-
ever, are not unified yet about their opinion on the exact mecha-
nism that governs the development of attention in the primates.
In spite of this lack of complete understanding, the research on
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visual attention in the past few decades has reached the status
where we can comfortably derive a functional framework of the
attention related activities. This development inspired the re-
searchers in biology, psychology, computational neuroscience,
computer vision, and robotics to develop synthetic models of vi-
sual attention which have potential applications in their respec-
tive fields. This section discusses about some of the most in-
fluential visual attention models in psychology, computational
neuroscience, and computer vision.

The pioneering work on visual attention, the feature integra-
tion theory [24], was proposed in psychology. The generic pur-
pose of the attention models proposed in psychology is to ex-
plain human perception and cognition [22], [24]–[26] based on
behavioral data (of the primates). The feature integration theory
advocates the idea that perception of features comes prior to
the perception of objects. The features in the visual field reg-
ister themselves to our visual system and then are processed
with the help of visual attention to form the concept of an ob-
ject. Different visual features, such as color, orientation, spa-
tial frequency, brightness, and direction of movement register
their saliency in separate feature-maps. The feature maps also
retain the physical location of different features in order to en-
sure the perfect synthesis of features for each object. In case
of computational implementation the feature-maps are summed
up to create a master-map of saliency of different features. The
master-map is used to direct attention toward different locations
in an image in the order of decreasing saliency. The feature
integration theory went through several facets of development
to accommodate the new findings on attention obtained from
psychophysical experiments. A comprehensive survey on this
popular theory is available in [27]. One major drawback of the
early feature integration theory is that it considers only the ef-
fect of visual strength of different features (commonly known
as bottom–up bias) in attentional selection. The guided search
model [25] of visual attention overcomes this limitation by in-
voking the effect of top–down selection. The guided search is
mostly focused on modeling the attention behavior related to
visual search. Similar to the feature integration theory, gradual
upgrading is observed in the guided search model [28]–[30] to
accommodate the new findings of the primates visual search
behavior. Another influential model of visual attention in psy-
chology is the CODE theory of attention [26]. CODE theory
is basically an integration of the theory of visual attention [22]
with the theory of perceptual grouping by proximity [31]. A
major difference of the CODE theory from the feature integra-
tion theory and the guided search model is it considers both
space and object as the elemental unit for attentional selection,
whereas the latter two only deal with space-based attention.
There are many other models of visual attention available in
psychology. Please see [32] for a comprehensive survey on the
psychophysical models of visual attention.

The synthetic models of visual attention developed in neu-
robiology and computational neuroscience are based on the
findings of the primates visual attention obtained through lesion
study and brain imaging techniques [e.g., functional magnetic
resonance imaging (fMRI), positron emission tomography
(PET)] [4]–[10]. The goal of these models is to faithfully repro-
duce the results obtained from the study of different attentional

Fig. 1. Schematic drawings illustrating the concepts of saliency map and
winner-take-all (WTA) network proposed in the very first computer vision
model of visual attention in [12]. (a) The visual strength of different features
are registered in individual feature maps. The feature maps are then combined
to form a central saliency map. (b) A WTA is used to determine the most salient
location as well as to implement the inhibition of return (IOR).

networks in the primates brain. Given the fact that study on the
brain of live subjects is a very delicate matter and is subjected
to different ethical bindings, accurate models in computational
neuroscience play a critical role in understanding the operation
of different brain networks. A survey on the neurobiological
models of visual attention is available in [33]. One of the most
popular theories of attention in neuroscience is the biased com-
petition hypothesis (BC) (also known as integrated competition
hypothesis [19], [34]–[37]). The BC hypothesis advocates
the idea of a mutually suppressive interaction among visual
neurons when excited by different visual stimuli. The attention
mechanism of the primates biases this competition in favor of
a certain specific stimulus through feedback bias mechanism
(also known as top–down bias). The postulates of BC gained
widespread popularity due to strong experimental evidences. A
number of computational models has been proposed in com-
putational neuroscience based on the postulates of BC [4]–[7],
[38], [39]. The BC-based models of visual attention invoke
many new findings of attention, e.g., combination of object-
and space-based analysis for attentional selection, integration
of top–down and bottom–up bias, and integration of covert and
overt shift of attention.

The rise of the computer vision models of attention [11]–[18],
[40] occurred almost in parallel with the psychophysical
models. The model proposed in [12] is the first computer vision
model of visual attention and follows the basic postulates of
the feature integration theory. This model [12] coins the term
“saliency map” to define a two-dimensional representation of
scene saliency. The model [12] also introduces the concept
of a winner-take-all (WTA) network to identify the focus of
attention in a saliency map, as well as to implement the property
of inhibition of return (IOR) [41]. Fig. 1 shows a schematic
diagram of the model. The term “saliency map,” as well as its
underlying concept have been used extensively in the visual
attention literature. Different variants of the WTA network
proposed in [12] have been used in several models of visual
attention. Probably the most influential computer vision model
of visual attention is the neuromorphic vision toolkit (NVT)
[13] which has been extensively used in many other models of
visual attention in the computer vision and robotics. A number
of concepts in the NVT are heavily inspired by the attention
model in [12], e.g., feature map, saliency map, and WTA
network-based implementation of IOR. The NVT, however,
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Fig. 2. Architecture of NVT [13]. Multiscale analysis of an input image is per-
formed to evaluate the conspicuties of three image features: color, intensity, and
orientation. Individual feature maps are combined to create a saliency map onto
which a WTA network operates to identify the next focus of attention.

proposes a computationally elegant process for calculation
of the saliency map. Here, a multiscale analysis of the input
images are performed for calculation of individual feature maps
which are combined together to create a centralized saliency
map. Fig. 2 shows the basic architecture of NVT. The early
version of NVT [13] performed only bottom–up analysis of
attention but a later modification reported in [14] invokes the
effect of top–down selection during visual search.

Some of the shortcomings of NVT have been alleviated in the
NVT-based model visual object detection with a computational
attention system (VOCUS) [18]. Similar to NVT, VOCUS also
relies on the attention model in [12] regarding a number of core
concepts of visual attention, e.g., saliency map, WTA-based se-
lection of focus, and implementation of IOR. The calculation
of saliency map in VOCUS is similar to that of NVT. VOCUS,
however, performs a number of improvements over NVT (with
respect to implementation and theoretical analysis) which re-
sults in better accuracy in identifying the focus of attention in a
given image. Fig. 3 shows the basic structure of VOCUS [18].

There is a group of computer vision models which uses con-
nectionist approach for visual attention modeling. Among these
connectionist models the most famous is the selective tuning
model [15]. The selective tuning model analyzes four kinds of
visual features to identify the focus of attention in an input
image: luminance, orientation, color, and motion. The model
performs a pyramid style processing of information where the
stimuli of interest are located at the top and control an inhibitory
beam. This inhibitory beam can inhibit or pass a zone for fur-
ther processing. The top–down influence is modeled through
manipulating the inhibitory beam. A unique characteristics of
this model is, in spite of being a technical model of attention,
the selective tuning model [15] and all of its variants [43], [44]
are tightly coupled with biological principles.

Fig. 3. Architecture of VOCUS [18]. The major differences with NVT [42] lie
in a number of sectors in implementation, e.g., the center-surround mechanism,
accross-scale addition, total number of image pyramids used for each feature,
the learning of the top–down weight matrix, and addition of the top–down and
bottom–up saliency map.

There are several other computer vision models of visual at-
tention, but the models discussed in this section are generally
considered as the most influential models. This is mostly be-
cause the majority of the other existing models of visual atten-
tion are, to some extent, derived from them. The following sec-
tion will shed light on the general characteristics of the com-
puter vision models of visual attention which made them very
popular over the last decade and, at the same time, triggered the
evolution of a different group of visual attention models for the
robot.

III. COMPUTATIONAL MODELS OF VISUAL ATTENTION AND

THE REQUIREMENTS OF ROBOTIC VISUAL ATTENTION

Among the computational models of visual attention, the
models proposed in computer vision gained widespread pop-
ularity in robotics. Specially, the computer vision models
proposed in [12], [13], [18], and [42] have strong influence on
the robotic model of visual attention. This is mostly because the
strategies of computer vision models to analyze visual features
make them suitable to be applied on the technical system
(unlike the model proposed in computational neuroscience).
Majority of the existing computer vision model, however, have
some characteristics which impose some restrictions on their
direct use for robotic visual attention. This section first summa-
rizes the general properties of the computer vision models of
visual attention and then sheds light on the issues that restrict
their direct use in the robotic systems.

A. General Characteristics of the Computer Vision Model of
Visual Attention

The computer vision model of visual attention share some
common operating principles. Fig. 4 shows the architecture gen-
erally followed by the existing computer vision models of visual
attention. The key differences among different models occur in
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Fig. 4. General architecture of the computational models of visual attention
available in the current literature.

Fig. 5. Role of saliency operator in evaluating visual attention. (a) a natural
image obtained from the standard image database provided in [42], (b) the
saliency map calculated using the method described in [18], and (c) five focus
points in the image marked in the order of decreasing saliency.

two sectors: 1) the methodology of implementing the overall
architecture, e.g., connectionist approach [15] and [16], filter-
based approach [11]–[14], [17], [18], and [40]; and 2) the mech-
anism of constructing the saliency map. Despite these two sec-
tors of mismatch, the computer vision models of visual atten-
tion share a set of common characteristics. They are summa-
rized below.

1) Saliency Operator: A unique, centralized “saliency map”
plays a key role to guide attention toward different regions of an
input image in almost all of the existing computer vision models
of visual attention [13], [14], [16]–[18], [40]. A saliency map,
in simple words, is a two-dimensional image (of same size as
the input image) in which the intensity value of a pixel repre-
sents the relative visual saliency of its corresponding pixel in the
original input image. The higher the value is, the more salient
the pixel is. A saliency map-based attention model generally re-
ports the most salient pixel in the saliency map as the current
focus of attention. In order to prevent the attention from revis-
iting the same location, the saliency of the current focus of at-
tention is suppressed after being attended and thereby achieving
the property of IOR [41]. Fig. 5 shows a typical saliency map
corresponding to a natural image (obtained from the freely avail-
able standard image database provided in [42]) along with the
focuses of attention in the image in the order of decreasing
saliency.

2) Covert Shift of Focus: Majority of the computer vision
models of visual attention are designed based on the assump-
tion that neither the eye nor the head moves to execute visual
attention. The attention mechanism in the primates which obeys
this assumption is called covert attention [45]. The absence of
eye/head movement during the execution of visual attention has
a number of consequences.

• The retinal input remains unchanged throughout the atten-
tional task.

• The frame of reference remains unchanged in the subse-
quent directions of attention. This simplifies the implemen-
tation of the IOR.

• The belief about the scene saliency remains unchanged
causing no further requirement to recalculate it after each
attentional shift.

Most of the computer vision models of visual attention (e.g.,
[12]–[18] and [40]) enjoy the simplicity of computation arising
from the above three consequences of the covert nature of at-
tentional shift. The covert shift of attention, however, makes it
difficult to compare the performance of a model with the ground
truth, e.g., with the attention behavior of the human.

3) Bottom–Up and Top–Down Analysis: The early computer
vision models of attention (e.g., [12], [13], [15], [40], and [42])
mostly dealt with bottom–up (or stimulus driven) influence in at-
tention selection. To be consistent with the biological findings,
the recent models started to invoke the effect of top–down influ-
ence [14], [16], [18], [44], [46]. These latter models [14], [16],
[18], [44], [46], however, limit the influence of top–down infor-
mation only to the case of visual search. Thus, the bottom–up
cues guide the visual exploration (focusing on the most salient
stimuli), while the top–down cues guide the visual search (an
active scan of the visual field in search of a prespecified ob-
ject or stimuli). In almost all of the existing models these two
modes of attention (visual search and visual exploration) run in
mutual exclusion of each other as shown in Fig. 4. The desired
mode of attention (search or exploration) is manually activated
by the programmer depending on the task at hand. In some of the
models, even the process of generating the saliency map for vi-
sual exploration considerably differs from that for visual search.

4) Off-Line Training for Visual Search: Almost all computer
vision models of visual attention require an off-line training
phase prior to performing visual search. The model learns the
target specific visual features during the training phase and the
learned information is used to increase the saliency of the target-
like features in the test images. This strategy of top–down mod-
ulation strongly relies on the efficiency of the off-line training
stage: type and quality of the training images, number of training
images, etc. [18].

5) Space- and Object-Based Analysis: Inspired by the early
psychophysical theories of attention [24], [25], majority of the
computer vision models hypothesize “space” as the elemental
unit of attention selection [12]–[16], [18], [40], [42]. Accord-
ingly, saliency and task-relevance are investigated at the pixel
level without considering the concept of an object. Increasing
evidence, in the psychology and cognitive neuroscience, of
“object” being one of the elemental units of attention selection
[26], [36], [47]–[50] has influenced the recent computer vision
models of visual attention. Many of the recent models perform
object-based analysis for selective attention [17], [51], [52].
There are, however, only a few efforts which integrate space-
and object-based analysis in the same framework [4], [6], [7],
[53].

Although common in almost every computational model, the
way these characteristics are achieved differs in different atten-
tion models and hence, the variation in performance.
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B. Robotic Visual Attention: Issues and Challenges

The computer vision models of attention perform remarkably
well in most of the computer vision applications where static
images or images from a video stream are manually fed to the
model in order to identify the most salient/task-relevant stimuli.
In case of some real-time applications where the current visual
input of the attention model is to be determined by the decision
output of the model (i.e., the focus of attention) at the imme-
diate past, the traditional computer vision models of visual at-
tention faces severe limitations in a number of aspects [53]–[55].
Using a visual attention model as a component of robotic cog-
nition is an example of such applications. In this case, the at-
tention model should be able to locate the behaviorally relevant
stimuli in an ongoing stream of visual input and respond to it,
perform learning in an on-line fashion and with minimal human
supervision, and apply the learned knowledge for guiding the
attention behavior in arbitrary environmental settings. The is-
sues and challenges involved with robotic visual attention are
summarized below.

Issue 1: Overt Shift of Attention: In majority of robotic appli-
cations (e.g., social robots, assistive robots, and entertainment
robots) it is desired that selective attention will be accompanied
by a saccadic movement of the camera head of the robot. Such
movement is necessary to place the object of attention at the
center of the camera frame and facilitates the learning of the fo-
cused object. A computational model of attention for the robots,
therefore, requires an integration of the covert and overt modes
in a common framework, much like the same way the primates
integrate covert and overt shift of attention. The overt shift of
attention leads to the following issues that has to be solved to
design a model of attention for the robot.

Issue 1.1: Change of Reference Frame: In the simplest
case, the visual attention hardware of a robot consist of a color
camera and a two DOF pan-tilt unit (PTU) on to which the
camera is mounted. There are at least four coordinate systems
involved with the overt attention mechanism: the world coor-
dinate system is fixed while the head coordinate, camera coor-
dinate, and image coordinate systems are changing according
to the movements of the PTU. The orientation of the PTU de-
termines which part of the environment the robot will be per-
ceiving through its camera as shown in Fig. 6. A amount
of pan-tilt movement of the PTU causes the camera to perceive
a different segment of the environment. Thus the content of the
robot’s visual field changes, although a considerable amount of
overlap generally exists between two successive image frames.
This makes the “saliency map” calculated prior to the camera
movement as partially obsolete and demands either a fresh cal-
culation of saliency or remapping of the previous saliency to
the new image coordinate. The remapping supports the experi-
mental evidence that the primates visual attention is not a mem-
oryless process [56].

Issue 1.2: Dynamic IOR: The role of IOR in robotic at-
tention is the same as that in the biological attention system: al-
lowing the shift of attention toward fresh stimuli [41]. Failure to
implement the IOR properly might cause a robot to oscillate be-
tween two stimuli. In overt attention, camera movement causes
the location of a stimulus to shift in the image coordinate. It
is, therefore, required to design a dynamic IOR strategy where

Fig. 6. Coordinate systems involved with robotic overt visual attention. The
head coordinate system attached with the PTU is shown separately for clarity
purpose.

Fig. 7. Difficulty in visual search with space-based dynamic IOR. (a) The re-
gion of the attended object at frame �� � �� is made inhibited for frame �.
(b) The inhibited region is mapped to the new image coordinate system at frame
�. A “sough for” object appears within the inhibited region and the robot ig-
nores its presence. (c) A random head movement in search of the “sought for”
object causes it to go out of the VF. As a result, the robot requires longer time
to find the inquired object.

the location of the recently attended object will me mapped in
the new image coordinate in order to inhibit its candidacy as
the next focus of attention. The space-based dynamic IOR intro-
duces the complexity that if, between two successive frame cap-
ture, a new object appears at the inhibited location of a recently
attended object, the robot completely ignores its presence. Fig. 7
demonstrates one instance of this problem. This incurs a longer
time to identify a “sought for” object during visual search. It is,
therefore, beneficial to integrate space-based IOR with its ob-
ject-based counterpart. The object-based IOR, however, intro-
duces the problem of object correspondence. In order to inhibit
a recently attended object from being attended again, the robot
needs to identify it in the shifted image coordinate. This is gen-
erally a challenging task due to change in camera perspective,
lighting, image blurring due to camera motion, and partial ap-
pearance of objects.

Issue 1.3: Partial Appearance: Due to head movement, it is
highly likely that a number of objects will partially/completely
go out of the camera frame. The probability of this increases
when the robot uses a narrow angle optics for the camera or
when the objects are located either very close to the camera or
near the periphery of the frame. Due to partial appearance, the
robot might fail to identify a recently attended object. This, in
turn, results in a failure to apply the IOR on it and the robot
might reattend the same object. In the worst case, the attention of
the robot will start oscillating among a set of objects. The same
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trapped situation might also occur if the robot always finds a set
of objects “attention worthy” (e.g., because of their novelty) as
it can not match the partially perceived features of these objects
with its memory database of previously attended and learned
features. Application of space-based dynamic IOR on all of the
previously attended locations might relax this problem at the
expense of worsening the problem stated under Issue 1.2.

Issue 2: Integrated Space- and Object-Based Analysis: The
space-based analysis, commonly used in majority of the com-
putational models of attention, does not practically fulfill the
interest of most robotic applications. Instead of a single pixel
reported as the focus of attention, the information about the ob-
ject underlying that salient pixel is of greater interest in robotic
applications. The space-based model of attention, which gener-
ally relies on a traditional saliency map, does not preserve the
information of the underlying objects. Another serious problem
is the common practice of using coarse scales of the input image
for space-based saliency map construction [13], [14], [18]. This
causes the fading of many attention worthy small regions which
do not get chance to be highlighted in the saliency map [57]. The
problem of space-based dynamic IOR as stated under Issue 1.2
is another consequence of space-based analysis. It is, therefore,
beneficial to integrate space- and object-based analysis within
the same framework.

Issue 3: Optimal Learning Strategy: This issues is particu-
larly related to visual search. To perform a search for an object
the robot needs to know the visual features of the target object.
Because of the extended number of sensors and actuators, the
modern-day robots are blessed with higher degrees of freedom
in their visual perception. Even an static object in the environ-
ment can be perceived by the robot from arbitrary viewing angle.
For a dynamic object the possibilities are even higher. To the
best of our knowledge, there is no such image feature which is
invariant to arbitrary affine transformation, change in viewing
angle and lighting condition. Consequently, in order to iden-
tify an object in an arbitrary setting the robot requires to learn
“several” views of the object. The precise number to quantify
the term “several,” however, is not known. The visual attention
model of a robot must have a strategy to learn the visual fea-
tures of an object from different view angles and with minimum
human supervision.

Issue 4: Generality: As shown in Fig. 4, in majority of the
computer vision models of visual attention, visual search, and
visual exploration run in mutual exclusion of each other. The
desired loop of attention (visual search or visual exploration)
is manually activated by the programmer. Such a manual selec-
tion of visual attention mode significantly reduces the generality
of an attention model and makes it unsuitable for robotic sys-
tems. A robotic visual attention model must be able to switch
back-and-forth autonomously between the two modes of atten-
tion depending on the behavioral requirement.

Issue 5: Prior Training: The robotic applications can not af-
ford to have a separate off-line training phase for visual search.
A robot has a very little use as a task-assistant of human if it
requires a precise training to learn every possible object prior
to performing a search for it. Rather, it is generally expected in
the cognitive robots that they will learn while working, much
like the same way we human learn [58]. But unfortunately,

the majority of current models of visual attention for the robot
use a prior separate training phase to enhance the recognition
performance.

Many of the research issues stated above have strong mutual
dependency on each other. For instance, a strategy to deal with
the changing reference frame (Issue 1.1) will inherently provide
a solution to implement the dynamic IOR (Issue 1.2). Again, for
the sake of generality (Issue 4) if we integrate visual search and
visual exploration in the same framework such that the model
can switch back-and-forth between the two modes, there will
be no room for prior training (Issue 5). In other words, the
learning has to be performed on-line in an integrated framework
of visual search and exploration. Again, if the target-learning is
performed on-line, an intelligent strategy must be devised for
learning to ensure that the robot obtains enough information
about the target for identification in arbitrary settings (Issue 3).

Addressing the Issues 1–5 is a crucial requirement to design
a sound model of visual attention for the robots. In order to
meet this requirement, we observe the rise of a separate group
of visual attention models dedicated solely for robotic systems.
There is no doubt that this new group of models are heavily in-
spired by the computer vision models of visual attention, spe-
cially when it comes to the detail of visual feature processing,
but they attempt to address at least some of the research issues
stated above.

IV. ROBOTIC RESEARCH ON VISUAL ATTENTION

A properly designed attention system provides a task-exe-
cuting robot with the capacity to blend with human in natural
human environment. A number of attempts are observed in
robotic literature on the modeling of visual attention for robotic
cognition. Many of these models propose general solution
to tackle the research issues while some address them in
task-specific manner. This survey classifies the existing works
on robotic visual attention into two groups based on their
inspiration, specific goal, and type of implementation.

1) Overt attention models: The research works in this group
focus on the camera maneuvering mechanism based on the
principle of overt visual attention. A considerable number
of overt models are inspired by the covert attention models
proposed in computer vision.

2) Application-specific visual attention models: The research
works in this group develop robotic attention models which
are tuned to specific task, e.g., localization, navigation, ma-
nipulation, HRI, and joint attention. Many of these task
considers the property of selectivity of the primates vi-
sual attention as a mere technique to solve the desired task
while some others consider visual attention as a compo-
nent to design cognition in the robots. Most of the works
related to HRI and joint attention fall under the second cat-
egory while attention-based robot navigation, localization
and manipulation are generally the members of the first
category.

A brief discussion on the works under each group and how they
address the research issues in Section III-B are presented in the
following sections.
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A. Overt Attention Models

The attention mechanism in the primates integrates the overt
and covert modes of attention in a highly efficient manner. The
stimulus of interest is selected covertly and then placed at the
foveal region through overt movement of the eyes [59]. Evi-
dences are also available in favor of the independent occurrence
of covert and overt attention [60], [61]. In case of robotics ap-
plications, however, direction of attention mediated by eye/head
movement is the most suitable choice. The major reason behind
this is placing the object of interest at the center of visual field
facilitates the learning process. Besides, head/eye movement of
the robot provides a way for the user to understand the current
gaze of the robot which is specially important in many appli-
cations (e.g., HRI). Inspired by these requirements, a number
of efforts are observed in the robotic literature for modeling of
overt visual attention. At the early stage of this research the prin-
ciple of overt attention (to place an object of interest at the center
of visual field) helped the concept of “active vision” [62], “ac-
tive perception” [63], or “animate vision” [64] to be established
in computer vision. For instance, the theme of “active vision” is
to actively position a sensor (preferably a camera) for obtaining
enriched information to solve the basic computer vision prob-
lems (e.g., shape from shading and depth computation, shape
from contour, shape from texture, and structure from motion).
A number of active vision models propose mechanism of posi-
tioning a camera based on the feedback from a visual attention
model [65]–[70]. The major focus of most of these models is
the control aspects of saccade generation and/or smooth pursuit
tracking. A common practice among these works is to use some
well-known covert models of attention (e.g., [12] and [13]) to
identify the most interesting/salient region in the image. These
active vision models, therefore, are less concerned about the re-
search issues stated in Section III-B.

The overt attention models described in [51] and [71]–[84]
are designed to implement in the robots/robotic heads as a com-
ponent of their cognition. Among them, the models in [51], [71],
[72], and [74] adopt different variants of the covert model NVT
[13] to identify the visually salient/task-relevant stimuli and in-
troduced different measures to deal with the research issues in-
volved with robotic overt attention. For instance, the model in
[72] addresses the Issue 1.1 by adopting the idea of shifting the
entire content of the saliency map in the direction of head move-
ment as suggested in [8]. Another approach to address the Issue
1.1 is to consider that attention is directed to unparsed regions of
space and thereby making the perception independent of space
[85]. The object-based overt attention system proposed in [51]
implements a simple form of integrated object- and space-based
IOR to deal with Issue 1.2 and Issue 2. The overt model de-
scribed in [74] suggests to remap the location of the recently
attended object to the transformed image coordinate in order to
implement a space-based IOR (Issue 1.2). The problem involved
with the partial appearance of objects (Issue 1.3) is not notice-
able in the experiments demonstrated in [74] due to the use of a
wide angle camera. The model in [71] demonstrates few simple
cases of overt attention and does not provide any effective solu-
tion to any of the research issues.

The neural network-based overt model reported in [77] is
tightly coupled with biology (with respect to motor aspects of
attention) and is focused on implementing visual exploration be-
havior guided by the novelty preference characteristics of pri-
mates attention. The identification of novelty in [77], however,
is achieved though the implementation of space-based IOR, i.e.,
the robot moves to novel locations (through successive applica-
tion of space-based IOR) and thereby attends to novel objects.
The model [77] also relies on NVT [42] for visual saliency cal-
culation. The issue of dynamic IOR (Issue 1.2) is addressed by
remembering the locations of the previously visited stimuli. To
comply with this strategy the model [77] assumes that all of
the stimuli stay within the visual field of the robot at all times.
This is a strong assumption which is valid in the experiments
demonstrated in [77], but generally does not hold good in most
real world scenario. The Feature Gate model -based [16] overt
model in [78] claims to proposes a general purpose model of
visual attention for the humanoid robots but mostly focuses on
mimicking the feature-processing attributes of the primates at-
tention system (e.g., log-polar retino–cortical mapping, banks
of oriented filter).

All of the overt models discussed thus far follow an image-
centric approach where the attention model operates absolutely
in the image plane. Focus of attention is evaluated based on the
content of a given image and necessary motion command is cal-
culated based on the image dimension and the parameters of the
camera optics. As opposed to this traditional image-centric ap-
proach, the recent models of overt attention adopt a robot-cen-
tric solution for attentional selection [79], [80], [84], [86]. In
case of robot-centric approach it is assumed that a robot is a
human-like autonomous entity which decides “what to look at?”
based on its perception of surrounding with respect to an ego-
centric frame of reference. For instance, the model in [84] con-
siders an ego-sphere of infinite radius around a robotic head and
the robot is able to project the perceptual information collected
through different modality on the surface of the ego-sphere.
The concept of the head-centric ego-sphere provides an ele-
gant solution of the issues involved with overt shift of atten-
tion (Issues 1.1, 1.2, 1.3). The multimodal attention model in
[84] considers both acoustic and visual information and com-
bines them into a single head-centric saliency map by taking
the maximum value between the two modes. This straightfor-
ward methodology of fusing multimodal perception into a single
saliency map has several shortcomings, e.g., saliency map from
different modes have same influence on the aggregated saliency
map. A detailed analysis of this problem is available in [18].
The model [84] operates in a purely bottom–up fashion and per-
forms NVT [42]-like space-based analysis for saliency calcula-
tion. The concept of an ego-sphere is also present in the attention
model reported in [86]. The model [86], however, uses the prin-
ciple of attention for updating a sensory ego-sphere with over-
lapping images perceived by the robot. The multimodal atten-
tion model in [82] also uses sensory ego-sphere to focus, learn,
and then track the salient stimuli (bright colored moving ob-
jects or human faces) in the visual field. The model [82] in-
tegrates the visual search and visual exploration in the same
framework and thereby eliminates the presence of a training
phase during visual search (Issue 4, 5). The overt model in [80]



BEGUM AND KARRAY: VISUAL ATTENTION FOR ROBOTIC COGNITION: A SURVEY 99

TABLE I
OVERT ATTENTION MODELS FOR THE ROBOTS

uses the term “scene space” instead of “ego-sphere” to repre-
sent a two dimensional surface which contains the information
perceived by the robot with respect to the robot’s head-centric
coordinate system. The purpose of the model [80], however, is
to track a set of predefined object in the surrounding. To achieve
this goal it uses only the color information of the target ob-
ject and performs object-based analysis to implement the IOR
(Issue 1.2, 2). Although the model might have the potential to
be extended for complex attention scenario, the current imple-
mentation in [80] is dealing with only few simple cases. The
models in [89] and [90] use scaffolding where the human oper-
ator heavily guides the robot to teach what to focus on through
speech command and hand-gesture. This solves the problem of
prior training (Issue 5) and optimal learning strategy (Issue 3)
with the price of having a dedicated human operator throughout
the attention process. Unfortunately, having such a dedicated
human operator severs the generality problem (Issue 4). A re-
duced amount of human-dependency for learning of attention
is observed in the multimodal overt attention model described
in [79]. The model [79] proposes the idea of an attention map,
similar to “probabilistic occupancy grid” widely used in robotic
mapping [91], to encode the saliency of the robot’s surrounding.
The attention map can be modulated by the task-demand con-
veyed to the robot through speech command. The model, how-
ever, requires significant amount of prior training and manual
work to create an useful attention map for any specific robotic
application.

For quick reference, Table I shows a comparative analysis of
the overt attention models discussed in this section.

B. Application-Specific Visual Attention Models

The application-specific visual attention models are tuned to
the applications they are developed for. Visual attention mech-
anism has at least two properties which can be tuned in an ap-
plication specific manner.

• Selectivity: The basic idea of attention is to focus on a
relevant visual stimulus for further processing. The “rele-
vancy” of a stimulus can be defined in terms of its similarity
with a set of predefined task-relevant features. The irrele-
vant information in the visual scene are not considered for
further processing and thereby reducing the computational
load of an artificial system.

• Visual Search: Visual search is an important property of
the primates visual attention mechanism which helps to
focus on the target-related information in relative exclusion
of the others. Thus, the visual search is an special case of
demonstration of selectivity. The success of a visual search
and the time requirement depends on the number of dis-
tractor stimuli present in the visual field and the number of
features they share with the target stimulus.

Exploitation of these two properties often causes visual atten-
tion to reduce to a tracking problem in many application-specific
models of visual attention. In case of attention-based tracking,
many of the research issues stated in Section III-B do not arise.
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For instance, the object that is to be tracked is learned once
and is tracked in the subsequent camera frames. Each incoming
camera frame is searched for this specific object. Thus, there is
no need to implement the IOR and the change of coordinates
does not have any significance effect on the tracking decision
[hence, no need to address (Issues 1.1, 1.2)]. An example of
such attention-based tracking is demonstrated in [92]. Here, a
covert model of visual attention VOCUS [18] is used to per-
form simultaneous localization and mapping (SLAM) by a mo-
bile robot [92]. The role of the attention model is to identify
the most salient stimuli in the scene and then keep on tracking
that specific stimuli in the successive frames by adjusting the
camera head. Similar strategy of attention-based tracking is also
adopted in [93] for vision-based SLAM by mobile robots. To
deal with the partial appearance of object (Issue 1.3) the model
in [92] adopts the strategy that the landmarks that reside at the
center of the visual field are given higher priority as it is likely
that they can be tracked for an extended period of time.

The attention model in [81] exploits the principle of visual
search for robot navigation and mapping. The robot learns the
visual features of a set of objects during an off-line training
phase. During the autonomous navigation the robot searches
for the learned objects, which appear as landmarks, in natural
indoor environment. A number of important parameters of the
navigation model is chosen based on the off-line training phase.
The objects location are projected in an ego-centric frame of ref-
erence in order to update a 3-D occupancy grid which contains
the information about the landmarks/obstacles in the robot’s
workspace (Issues 1.1, 1.2, 1.3). The model described in [83]
is dedicated to design a Bayesian approach of fast visual search
for human faces in a video stream. To achieve faster response
the attention model sacrifices all other visual information ex-
cept the intensity feature. Similar to [92], this model [83] also
considers each incoming frame as an isolated static image and
does not implement IOR. Similar kind of attention model (fo-
cusing on the visual search) is also proposed in [94]. Here, the
robot is provided with a predefined set of features to search for,
e.g., a talking person, human face, human legs located at the
closest distance, etc. The robot then uses its multimodal percep-
tion to search for this features and attend to them. The task-spe-
cific attention model proposed in [105] performs visual search
for prespecified object patterns (dominos) and executes manipu-
lative actions based on their 3-D locations. The attention model
in [95] is designed for social interaction with human. The model
uses omni-directional camera and the nature of images obtained
from such cameras enables the visual features to be registered
directly in an ego-centric frame of reference. This inherently of-
fers a solution to the problem of coordinate change (Issue 1.1),
dynamic IOR (Issue 1.2), and partial appearance (Issue 1.3). The
neural-network-based attention models in [106] and [107] per-
forms navigation and object manipulation while combining the
top–down and bottom up influence. The learning mechanism
employed in these models [106], [107] as a part of the enactive
vision system enable them to address the issues of prior training
and coordinate change.

The visual attention models developed for HRI mostly
consider attention as a step toward making the robots cogni-
tive. Visual attention plays a significant role in HRI in order

to establish joint attention [108] between the robot and the
human. Establishing joint attention between a human and robot
requires that a robot should be able to detect and manipulate the
attention of the human, socially interact with the human, and
finally see itself as well as the human as intentional agents. Joint
attention, therefore, is an excellent tool to build a meaningful
HRI system. A basic requirement of joint attention is that the
robot should posses a human like attention model with the
capacity to manipulate attention of other agent, as well as of
being manipulated by other agents. The visual attention models
proposed in HRI literature, therefore, have strong emphasis on
top–down modulation of attention. A number of approaches,
inspired by the cognitive development of human child, are
available to model the top–down influence in attention selec-
tion, e.g., imitation learning, scaffolding. These methodologies
have their own unique way of addressing the issues sated in
Section III-B. In some cases, however, their way of addressing
one issue severs the consequence of the others.

In case of imitation-based learning of attention, the robot im-
itates the movements (head/eye/hand) of a person (the user or
the operator) to exhibit overt attention behavior [109]. Thus the
top–down bias appears as the commands from the human op-
erator conveyed through natural speech, hand gesture, gaze di-
rection, etc. For instance, the models in [96] and [97] evaluate
the gaze direction of the user to identify the object of interest to
attend. Thus, the model guides a robot to look at the objects to
which its user is also looking and thereby establishing simulta-
neous looking behavior which is a major requirement of joint at-
tention [108]. The work in [99] uses the head pose and eye-gaze
direction of the user to identify the object to attend. To further
enhance the quality of joint attention it uses pointing behavior
by the robot once it attends to an object. The shared attention
model in [102] and [103] uses the gaze direction as a cue to de-
cide which object to attend. An integration of imitation learning
and visual search is observed in the connectionist model of joint
attention reported in [100] and [101] where the robot learns a set
of motion patterns in an off-line training phase and reproduces
them when it finds similar kind of motion pattern performed by
the user. The model introduced in [110] performs overt attention
based on gaze direction of the user as well as spoken command.
A major complexity of imitation learning is in order to be accu-
rate it requires the robot to have an efficient learning strategy to
conceptualize the underlying goal of the imitative actions and
form knowledge from that [111]. In other words, the robot has
to decide on its own about “what to imitate?” which by itself, is
a type of skill that requires cognition.

A bit more relaxed approach (with respect to the amount of
cognitive load on the robot) as compared to imitation learning
is attention mediated by scaffolding [112]. Here the idea is to
explicitly attract the attention of the robot to certain specific
stimuli through different kind of actions, e.g., verbal command,
hand-gesture, and motionese. For instance, the attention model
in [89] uses hand-gesture and verbal command to guide the
attention of the robot toward novel objects. Similar approach
of attention guiding has been used in [90] in order to perform
grasping task by a robot manipulator. The attention model in
[104] uses motionese in order to make certain stimuli to ap-
pear as extremely salient in the robot’s perception. The model
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[104], however, relies on NVT [42] for calculation of saliency,
does not implement any form of IOR, and operates in a pure
off-line fashion. The attention model developed for HRI in [75]
is based on the psychophysical model of visual search proposed
in [25]. The model is sensitive to task-specific stimuli (e.g.,
human face, toys with specific color) and attends to them based
on the task-context. This model also uses motionese to guide the
robot’s attention toward certain specific stimuli. The model per-
forms the IOR and the habituation effect with moving camera
but does not mention explicitly how the issues involved with
camera movement have been addressed.

The imitation learning approach and scaffolding relieve a vi-
sual attention model from worrying about the issues such as
change of image coordinates (Issue 1.1), implementation of IOR
(Issue 1.2), partial appearance of the objects (Issue 1.3), and
generality (Issue 3). The human operator takes care of these is-
sues and the robot’s attention model just mimics the operator.
Such a huge benefit, however, comes with the heavy price that

a human operator must be dedicated for a robot, which is often
an unrealistic demand for autonomous robotic applications.

For quick reference, the Table II shows a comparative anal-
ysis of the application-specific attention models discussed in
this section.

V. GENERAL DISCUSSION

Robotic models of visual attention are generally inspired by
the computer vision models. The rich literature of computer
vision on the computational modeling of visual attention mostly
focuses on developing covert model of visual attention. Al-
though these models are remarkably successful in identifying
the most salient stimuli or performing a visual search in a
static image, their use for robotic visual attention is restricted
by a number of real-world design issues. A number of these
issues are involved with the fact that robotic visual attention
are generally overt in nature as opposed to the covert notion of
attention commonly followed by the computer vision models.
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The others are involved with the architecture of the computer
vision models of visual attention. Because of these research
issues the robotic models of visual attention are steadily drifting
apart from the computer vision models with respect to architec-
ture and implementation methodologies.

The survey presented in this article shows that a very pop-
ular choice to tackle the problem arising from camera move-
ments in overt attention (Issue 1) is the spatio–temporal trans-
formation of the visual features. In case of such spatio–temporal
transformation, the saliency map is projected to the new camera
coordinates [72]. To solve the IOR issue either the locations of
the previously attended objects are mapped to the new frame
[74], [77], or an object-based IOR is implemented [51], [73].
A major reason of popularity of the spatio–temporal transfor-
mation (to tackle the issues related to camera movements) is it
keeps the process of constructing the saliency map same as the
way it is generally constructed in the famous covert models, e.g.,
Koch’s model [12], NVT [13], FeatureGate [16], and VOCUS
[18]. A parallel approach, however, started to gain even more
popularity than the spatio–temporal transformation-based ap-
proach. This new approach tackles the whole problem of vi-
sual attention from a robot-centric perspective and advocates
the idea of an ego-centric saliency map [79], [80], [82], [84],
[86]. Some efforts are also observed to develop such map using
panoramic camera [95]. The reason of increasing popularity of
the robot-centric approach is its natural ability to tackle the is-
sues related to head–eye movements of the robot.

The most popular choice to address Issue 3–Issue 5 discussed
in Section III-B is the learning of visual attention. The learning
is generally mediated by human interaction and through using
multiple modalities. But the role of human in the learning
process differs in different models, e.g., full human guidance as
in the imitation learning [96]–[98], [100], [101] and scaffolding
[75], [89], [90], [104], [112], and occasional guidance as in
[88].

The survey presented in this article clearly shows that the
research on robotic models of visual attention is far from per-
fection. There are only a handful of models which attempts to
address the research issues involved with robotic attention in
a generic manner. Aside from these research issues, a general
constraint of the existing computational models of visual atten-
tion is they limit the top–down influence in attentional selection
only to the case of visual search. In reality, the top–down influ-
ence plays a major role in the primates visual attention mech-
anism. In case of the primates the top–down influence in at-
tentional selection, however, is the result of a complex inter-
action among knowledge, emotion, personality, and reasoning.
Designing a visual attention model for robotic cognition with
such kind of top-down influence will require a dynamic inter-
action with other components of artificial cognition, e.g., rea-
soning, planning, emotion, and knowledge-representation. The
perfection in the modeling of robotic visual attention, therefore,
is closely related to the perfection in the modeling of other cog-
nitive functions. Few efforts are observed in the current liter-
ature on the modeling of value system, human-like reasoning
and knowledge representation for robotic systems [113]–[116].
These efforts, however, are mostly discrete and do not investi-

gate the effect of other cognitive abilities on the visual atten-
tion behavior. A major reason for this lack of investigation is
that the underlying neural mechanism of many of the cognitive
functions and their mutual effect on the cognitive development
are still unknown to the researchers. We can, therefore, hope
that further development on the modeling of robotic visual at-
tention will go hand-to-hand with the improvement of our un-
derstanding about human cognition. A major consequence of
having a full-fledged primates-like visual attention model is that
it will advance the current efforts on employing robots for better
understanding of the human attention behavior [117]. This will
be a magnificent way to use technological advancement for the
understanding of human abilities.

VI. CONCLUSION

This paper has presented a survey of the literature on compu-
tational modeling of visual attention with a special focus on the
models of visual attention designed for robotic cognition. The
paper has identified a set of research issues that are crucial for
designing visual attention models which will serve as a compo-
nent of robotic cognition. The paper then presents an analysis
of the existing works on robotic visual attention with respect to
these research issues.

In the primates, visual attention is submerged in their per-
ception, action, and in many of the other cognitive functions.
In addition to its trivial manifestation in visual exploration and
visual search, visual attention works underneath the action exe-
cution, planning, reasoning, and decision making process of the
primates [3]. Mimicking the visual attention of the primates in
the robotic system will not be complete until we explore this
hidden influence of attention in the overall cognition of the pri-
mates. Besides, the use of visual attention as an stand alone
ability of the robot is far less appealing than the case where
visual attention works in conjunction with reasoning, decision
making and action planning of the robot. This makes the robots
a bit more cognitive than the way they are now. Such robots have
increasingly growing demand in service industries, assistive and
health-care sectors, and entertainment robotics.
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