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A biologically inspired architecture for an
autonomous and social robot

Maria Malfaz, Alvaro Castro-Gonzéalez, Ramén Barber, MigheSalichs

Abstract—Lately, lots of effort has been put into the construc- Some researchers in cognitive robotics have begun to use
tion of robots able to live among humans. This fact has favort  their old architectures as a base for their cognitive raisoti
the development of personal or social robots, which are expeed 1, .qqrams. The idea is to extend these architectures in order

to behave in a natural way. This implies that these robots cdd to imol t f the hiah | | itive functi
meet certain requirements, for example: to be able to decidtheir 0 Impiement some o € high level cognitive functions.

own actions (autonomy), to be able to make deliberative plan SOome examples of high level cognitive functions already

(reasoning), or to be able to have an emotional behavior in @er implemented on robots are shown at [5][6]. The first control

to facilitate human-robot interaction. architecture developed by the authors, a hybrid architectu
In this paper, the authors present a bio-inspired control  named AD (Automatic/Deliberative), took the theories of th

architecture for an autonomous and social robot, which tries to cer - .
accomplish some of these features. In order to develop thisew modern psychology expressed by Shiffrin and Schneider [7],

architecture, authors have used as a base a prior hybrid conol ~ [8] as a.basg. ACCO"_ding to these G}Uthorsy two mephanisms of
architecture (AD) that is also biologically inspired. Nevetheless, processing information are established: automatic psases
in the later, the task to be accomplished at each moment is and controlled ones. Therefore, we can differentiate betwe

determined by a fix sequence processed by the Main Sequenceryyg |evels of activity in human beings: automatic and delib-
Therefore, the Main Sequencer of the architecture coordinges the erative

previously programmed sequence of skills that must be exeted. _— o e
In the new architecture, the Main Sequencer is substituted ¥ a Moreover, at the beginning of the Sixties, the artificiatlnt
decision making system based on drives, motivations, emotis, ligence precursor Herbert Simon was convinced that inolydi
and self-learning, which decides the proper action at every emotions in the cognitive model to approximate the human
moment z.atccorotling to r'ObOt’SthStatjed ((;odnsgquently,k.the rostt’gt mind was necessary [9]. Later, near the mid Nineties, Amtoni
improves its autonomy since the added decision making s . - , : ;
Wil?determine the goalyand consequently the skills to be e?(mjtyed. Damasio publlsheﬂ)esga’rtes S Err0|{10]. His studies proved .
A basic version of this new architecture has been implemente that damage to the brain’s emotional system caused thenpatie

on a real robotic platform. Some experiments are shown at the to make poor judgments despite intact logical reasoninigsski

end of the paper. As a consequence, the positive role of human emotions in cog-
Index Terms—Cognitive robotics, control architectures, auton- NItIoN Startgd to gain prominence among a group of reseesche
omy, decision making systems, motivations, emotions. from the scientific community. Later, other studies showved t

emotions have influence on many cognitive mechanisms, such
as memory, attention, perception, and reasoning [11],,[12]
. INTRODUCTION [13], [14]. Besides, emotions play a very important role in
o . _ . survival, social interaction and learning of new behav|afg,
N the Nineties, the term “cognitive robotics” was firs 16], [17].

introduced by Ray Reiter and his colleagues, who haverygrefore, in recent years, the role of emotional mechagism
a research group on this topic at the University of Toront, a4 ral and artificial cognitive architectures, in peutar in
According to them, cognitive robotics is concerned withgnitive robotics, has been considered. According to, [it8]
endowing robotic or software agents with higher level cognjg|ation to the main question: do robots need emotions? many
tive functions that involve reasoning about goals, peioept  .cearchers have answered positively, mainly consideriag
actions, mental states of other agents, collaborative ¢ask aspects of emotion: the external (social) one and the

cutlgn, etc. . . ) internal (individual) one. It seems to be obvious that in hnm
Since the Seventies, robotics has evolved trying to provide, ot social interaction, expression of emotions helps den

useful services to humans. Today, robots which carry out daferaction more natural [19]. On the other hand, the irgern
gerous [1], assistance [2], or transportation tasks [3Jo@IN aspects of emotion, i.e., its role in the behavioral orgativn
others, are a reality. Traditionally, robotic research haen ot g, individual cognitive agent, are essential for the aatoy
centred on control architectures, planning, navigatia, €issye, and this is the main concern of many researchers.
Nevertheless, during the last few years, the interest iotob e concept of autonomy has been treated by several
which are in_tegrated in our everyday en.vironm(_ent,.persor}ﬁhhors such as Arkin [20], Gadanho [12], Bellman [16],
robots, has increased [4]. Human-robot interaction is dne @ cafamero[17]. In general, they state that an autonomous
the main characteristics of these robots. agent must be self-sustained, which implies a decision mgaki

_ _ . system. Moreover, it must have some goals and motivations
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In fact, in recent years, several authors have argued thanhathis paper: the AD architecture, modified by adding a
truly biologically inspired and truly cognitive roboticsomnld decision making system. In this section, both the architect
need to take into account homeostatic/emotional dynamiesid the system, are described. Next, section VI shows how a
i.e., the interplay between constitutive and interactigspegts basic version of this new architecture is being implemented
of autonomy; for example, the need to keep essential systeon- a real robotic platform. Moreover, this platform is also
internal variables within certain viability ranges [21]. briefly described. Section VII presents some results of the

The work presented in this paper tries to consider all the prexperiments carried out. And finally, the conclusions and
vious requisites in order to design a new biologically inedi future works are summarized in section VIII.
architecture for an autonomous and social robot. Althobgh t mds
current context of this robot is a laboratory, this proposed February 25, 2010
architecture will be implemented on social robots livinghwi
human beings and sharing common spaces with complex
configurations. In these situations, autonomy and friendly
human-robot interaction are essential. Therefore, agqusly

stated, in order to implement those features in our rob@, th | this section we give a brief review of the basic concepts

new bio-inspired architecture is required. In order to fufiis  ¢|5teq to the decision making system. As stated previpusly
goal, we started our approach using the previous hybridebntyq i follow an homeostatic approach when designing this

architecture developed by the authors, the AD architectLgﬁstem and terms such as drives and motivations must be
[22]. This architecture has been modified, replacing thertMaj,iroduced.

S(.equencer. Fhat manages the global behaylor of the .rOboHomeostasis was discovered by Claude Bernard in the mid-
with a decision making system based on drives, motwauorE

. d self-l d 231 Followi h e XI1X century when he observed that the body variations
emotions, and self-learning [23]. Following a omeostalieay as an objective to give the stability back to the body. In

app_roa_cr_\, the goal of _t_he ro_bﬁj[ can be to s%t:sfy Its ne_?ﬁﬁwerwords, we could say that homeostasis means mairgainin
maintaining its necessities within an acceptable range stable internal state, see [28]. According to the hom&osta

Iearn!ng process 1S made using a We”"‘r.“’W” _remforc.emeggproach, the human behavior is oriented to the maintenance
learning algorithm, Q-learning [24]. By using this algbrit, of the internal equilibrium

the robot learns the value of every state-action pair thnoug One of the oldest theories about drives was proposed by

its interaction with the environment. This means, it leatms . o )
value that every action has in every possible state Theebtthu" in [29]. Hull suggested that privation induces an ains
) state in the organism, which is termed drive. According ® hi

value indicates that the correspondent action is the best ] . o
?R eory, the drives increase the general excitation levedrof

to be selected in that state. At the beginning of the learni mal and thev are considered as properties of deficitstate
process these values, called the g-values, can all be seglhb y prop
e

zero, or some of them can be fixed to another value. In t ich motivate *?Eh?“"or' ) )
first case, this implies that the robot will learn from schatc The word motivation derives from the Latin wondotusand

and in the second, that the robot has some kind of previdﬂgicates the dynamic root of the behavior, that means those

information about the behavior selection. These initidiga Nt€rnal, more than external, factors that urge to actidj.[3
will be updated during the learning process. In other words, the motivational state is a tendency to cbrre

Before implementing this system on a real robot, as tge error (drive) through the execution of behaviors.
previous step, this work was successfully implemented onMany drive theories of motivation between 1930 and 1970
virtual agents [25], [26], [27]. In those works, how the agerposited that drive reduction is the chief mechanism of rewar
learned the right action to execute in every situation presk If motivation is due to drive, then, the reduction of deficit
in the environment by using reinforcement learning algonis  Signals should satisfy this drive and essentially could e t
with no previous knowledge is shown. goal of the entire motivation [28].

In this paper, we present the first results of our work by Hull [29] also proposed the idea that motivation is de-
showing the implementation on a real robotic platform of termined by two factors. The first factor is the drive. The
simplified version of this new architecture, with neithereem second one is the incentive, that is, the presence of annakter
tions nor self-learning. The robot is working with a decisiostimulus that predicts the future reduction of the need. For
making system based on drives and motivations, which serx@mple, the presence of food constitutes an incentive for a
the information about what to do in every moment to the Abungry animal.
architecture. In our work, the robot has certain needs (drives), that need

The paper is organized as follows. The next section, sectitin be satisfied, and motivations. Following the homeostatic
I, introduces some basic concepts needed for the decis@pproach, the proposed decision making system will be ori-
making system. Next, in section lll, the questishy do robots ented to maintain those needs within an acceptable range.
need emotions® answered from a functional point of view.These needs will not be just limited to physical ones (as it
In section IV, a brief review of biologically inspired cootr is stated in the classical point of view of the homeostabisj),
architectures, some of them based on traditional mechanigosychological and social necessities too. In the next ecti
of processing information, and others based on emotions ahé reasons why emotions should be included in this decision
motivations, is given. Section V shows the approach progposmaking system will be analyzed.

Il. HOMEOSTASIS DRIVES, AND MOTIVATIONS
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[1l. WHY DO ROBOTS NEED EMOTION® Following this last point of view, currently, our research

Several authors have expounded their reasons to inclf@guses on three emotions: happiness, sadness, and fe#r. Un
emotions in robots besides their importance in the humaW, the implementation of emotions has been done on virtual
robot interaction. Moreover, others have studied theiregan agents which live in a simple environment. In a near futuce, o
tion as well as the optimal number that should be implementéfiention is to define new emotions when the complete control
on virtual agents or real robots. In this section, a briefaev architecture is implemented on a real robot. Thereforehas t
of these ideas is given. functionality of our robot and its environment become more

According to Arkin, motivations/emotions provide two poomplex, it will have to cope with new situations and maybe
tential crucial roles for robotics: survival and interactii15]. Nnew emotions, or a redefinition of the existing ones, will be
Cafiamero considers that emotions, or at least a sub-groug'eeded.
them, are one of the mechanisms founded in biological agents
to confront their environment. This creates ease of autgnom IV. RELATED WORK
and adaptation. For this reason she considers, similarly'&o
Arkin, that it could be useful to exploit this role of emoton "~ . _ _ . o
to design mechanisms for an autonomous agent [17]. Classical architectures are mainly focused in navigation

On the other hand, Ortony explains that robots need enf@sks. Early robots, in the Sixties and Seventies, usedisign
tions for the same reason as humans do: one of the flifised architectures [43][44]. Any movement of these robots
damental functions of emotions is that they are a requisfi@d to be planned in advance. Planners needed models to
for establishing long-term memories. The second function Predict the results of each action. The main goal of these
that emotions provide opportunities for learning, from gien robots was motion, and therefore, the models were maps of
forms of reinforcement learning to conscious and compléRe environment and the planners were motion planners.
planning [31]. Poor results of planning-based architectures obliged to

In the same line, Bellman [16], Fellows [32], and Kelleys€arch for other alternatives. In the mid Eighties, reactiv
[33] state that, since emotions allow animals with emotior§Chitectures began to be developed [45], [46], [47]. Ictiga
to survive better than others that lack emotions, robotsilsho architectures, the use of planners and models was minimized
be provided with features related to emotions in a functiont fact, there were neither maps nor planners in most robots
way. with reactive architectures. Decisions were based on real

Different models of emotion systems have been propos#ae information from sensors, making the creation of maps
to be implemented in artificial agents. One of the maiwith that information unnecessary. At this time, this ajgmto
differences among them is the mechanism used to geneiteduced very good results in comparison with planning thase
emotions. architectures. For instance, robots were able to move tpste

Currently, most experts agree that emotions are producediBydynamic environments, avoiding obstacles.
an appraisal of the situation of the agent in its relatiorlite Reactive architectures meant a significant advance in the
world. Therefore, different emotions are associated tiediht development of robots, although not everything was pasitiv
situations. Many researchers think that the relation betwein reactive architectures. They also have some drawbacks.
situations and emotions is mediated by a set of intermediddghaviors of robots with reactive architectures usuallyndo
variables. These variables act as dimensions of an aféectinclude the achievement of an explicit goal as in the plagnin
space and each emotion is associated to a different zdi&sed architectures.
of the affective space [19] [34]. Lazarus [35], on the other In sum, both approaches, reactive and planning-based, offe
hand, considers emotions as discrete categories. In theetlis some advantages, but they also show some drawbacks. Trying
emotional approach, dimensions of emotional intensity at@get the best of both, in the mid Nineties hybrid architezsu
still employed, but these are applied within each emotionaégan to appear. These architectures usually adopt aveacti
category. approach at the low level (the modules closer to sensors

In our work, we follow a discrete emotional approach anand actuators), and a planning-based approach at high level
we consider that the relation between situations and em®tiorhat means that motion control loops are closed at low
is specific for each emotion. Therefore, each emotion regquilevel producing different behaviors, and at the same time
a particular study to establish this relationship. it is possible to reach planned decisions based on models.

According to Spinola and Queiroz [36], another importarReactive modules make short term decisions in local areas
issue related to the implementation of artificial emotions i(e.g. immediate movements in the area close to the robot) and
robots is: How many and which emotions must be selectegfanning modules make mid and long term decisions at global
In this work many different approaches are described, froaneas (e.g. future movements to distant areas).
authors that defended the idea of implementing a varyingAmong hybrid architectures, the next ones can be high-
number of “basic” or “primary” emotions, from 4 to 22, [37]lighted. Firby establishes three levels: a planner whiclkerna
[38] [39], to others that decided to implement just one or twplans according to the goal to be reached, a controller which
emotions [40], [41]. Finally, one very different point ofew interacts with the environment, and an executor (RAP) that
is presented by Caflamero in [42]: “Do not put more emotidimks the planner and the controller, giving the detailefibin
in your system than what is required by the complexity of th@ation which the controller requests from the planner'siinf
system-environment interaction”. mation [48] [49]. Bonasso, in the 3T architecture, consder

Classical control architectures
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a layer consisting of reactive skills, a sequencer that lesabfunction. This is because, according to the authors, it is
or disables the skills, and a deliberative planner capable frequently assumed that the human decision making process
guiding the robot to the target goal [50] [51]. Gat, in theonsists on maximizing the positive emotions and miningzin
ATLANTIS architecture, distinguishes among a controllér ahe negative ones. In later works, [60], the emotional syste
reactive primitive activities, a sequencer that manageseth was substituted by a goal system. This system is based on a
primitive activities according to the deliberative comguticins, set of homeostatic variables which must be maintained withi
and a deliberator which is in charge of the planning [52] certain range. The goals are explicitly associated to the
[53] [54]. Lastly, Chatila considers a functional level whi homeostatic variables.
includes perceptive and motor capacities, an executiosl,lev Another approach was developed by Velasquez [61], [62],
without reaction capacity, which controls them, and a deaivho proposed an architecture called Cathexis. This archi-
sional level in which the planning and supervision are idelth tecture was developed for autonomous agents and contains
[55]. an emotion generation model. Moreover, it also has simple
The three layer architectures mentioned above have timedels for other motivations and a decision making algorith
sequencing layer between the deliberative and reactive. orleater, this architecture was completed by a drive system in
This fact leads to a rigidity in the planning-sequencingrar order to develop a decision making model based on emotions.
paradigm. In this model, the emotional system is the main motivation of
On the other hand, our AD (Automatic/Deliberative) arthe agent. The drive system even exploits its influence ierord
chitecture [56] was designed trying to avoid rigidity in theo select specific behaviors. For example, the Hunger dride a
mentioned planning-sequencing-acting paradigm. It is -cone Distress caused by it motivate the agent to obtain faod. |
posed by only two levels: one for deliberative activitieslan this model, the behaviors compete among each other to take
second one for automatic activities. The sequencing psesesthe control. Therefore, only one behavior is active at a time
are distributed between the Deliberative and Automatiellev  Currently, this work has been continued by Cynthia
providing more flexibility to the hybrid architecture. Breazeal, whose main research interest is the study of human
robot interaction. The developed robots, Kismet and Ledmar
B. Control architectures based on motivations and emotiongave a cognitive and an emotional system. The cognitive
More recently, as previously stated, some authors hasgstem is formed by the perception, the attention, the dyive
implemented cognitive-related concepts in their controha and the behavior systems. The behaviors are selected based
tectures, such as motivations, emotions, learning, etthitm on the values of the drives and the external stimuli. These
section, we present a review of the works that have inspirbghaviors are also related to every drive and they compete
our research. to determine which need must be satisfied. The role of the
The work developed by Lola Cafiamero is one of the firstmotional system is to influence the cognitive system to
researches done in this area [57], [58], [17]. The origidabi promote appropriate and flexible decision making, and to
was that the behaviors of an autonomous agent are directedhmunicate the robot internal states, see [63], [64], &6 [
by motivational states and its basic emotions. As it is said Nowadays, many efforts have also been put on autonomous
before, motivations can be viewed as homeostatic procesagsnts for characters in computer games. Sevin, in [66],
that maintain inner variables controlled within a certainge. developed a motivational model of action selection foruaft
A detector of errors generates an error signal, the drivenwhhumans. The model chooses the appropriate behavior accord-
the value of this variable is not equal to its ideal value.fEadng to the motivations and the environmental information.
motivation is modelled as a function of its related drive anth other works, there are actions associated to motivations
an external or incentive stimulus. The motivation with th&herefore, the actions related to the highest motivatiaobee
highest value becomes active and it will organize the baimaviactive. Most of the time, the action receiving activity frdne
of the agent in order to satisfy the drive. Emotions in thigighest internal variable is the most active one, and thés it
approach influence the decision making process in two waghosen by the action selection mechanism.
First, they can modify the intensity of the current motieati ~ Until this point, most of the presented works use a moti-
and, as a consequence, the intensity of the related behawational system in order to select the behaviors and, in some
In fact, in extreme cases, they can avoid the execution of thethem, emotions are only used to influence this decision
behavior. Second, they can modify the reading of the sensoraking in one way or another. Nevertheless, there are other
that monitors the variables affected by emotions. Theegfoapproaches that use emotions as the central aspect of the
they can alter the perception of the state of the body. Thklecision making system. This is the case, for example, of the
implemented emotions work as monitoring mechanisms work presented by Hirth et al, [67]. They propose an emotion-
cope with important situations related to survival. based control architecture which consists of three maitspar
Another interesting approach is the one presented bghavior, emotion, and cognition. All possible movements
Gadanho [12], [59]. In this work, the research is focuseaf the robot, from simple reflexes up to high level motor
on how artificial emotions can improve the behavior of askills, are located in the behavior group. These behavias a
autonomous robot. In her approach, the robot adapts to atstivated in different ways, e.g., directly depending onsse
environment using an adaptive controller adjusted by usidgta, depending on the emotional state, or deliberatehhéy t
reinforcement learning. Emotions are used to influence pepgnition part. In this architecture, the high level bebasiare
ception, as Cafiamero does, and to provide a reinforcemamtstly activated by the emotions and specially by the cagnit
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part, whereas low level behaviors are activated directlyhiey reinforcement function in the learning process, as Gadanho
sensor input. also proposed, not determining directly the action sedecti

In [34], Hollinger et al present another robot using emotiorOn the other hand, other emotions are defined as motivations
based decision mechanisms. These mechanisms are basesbothe behaviors will be completely oriented to cope with th
the Mehrabian PAD (pleasure, arousal, and dominance) scsiteiation that generated those emotion.
that determines emotions using an affective space. Thet robo
state is translated into a particular set of sound and moneme v OQuUR APPROACH AD ARCHITECTURE WITH A
responses. In this approach, the emotion state of the robotg;g ocICALLY INSPIRED DECISION MAKING SYSTEM
varies according to its interaction with people. In factsth _
gets modified when the robot sees different color shirts. A. AD architecture

Finally, another approach is the one presented by LissetiAs stated in section |, the previous control architecture
and Marpaung in [68], where the behavior of the robot @eveloped by the authors is the AD architecture. This bielog
selected according to its current emotional state. Thegigea cally inspired architecture is based on the ideas of the mmode
this emotional state based on the data received from the inpgychology expressed by Shiffrin and Schneider [7], [8]itso
sensors of the robot. In fact, each emotion is related tairertconsiders two levels, the automatic and the deliberativelde
external events, e.g., the parameter of the Sad emotionagshown in Figure 1.
increased if the door is closed or the robot does not recegniz

someone. Once the emotional state is determined, the robot Long term Memory
will execute the proper action tendency, i.e., the robatiifies
the most appropriate (or a set of) actions to be taken fromn tha MAIN I
emotional state. Deliberative level
N . SEQUENCER

The presented work has been inspired mainly by % i
Cafiamero's, Gadanho's, and Velasquez's works. As will be events | Shorttarm
shown in the next section, we use homeostatic drives that are Memory
related to motivations, as those authors do. In our approach I
the motivations, and not the behaviors (as referred to in 3 -
Velasquez's and Breazeal's approaches) compete among each Automaticlevel
other following the point of view of Cafiamero. Nevertheless I 1 I
in her approach, the winner motivation has a related behavio Sensors  Actuators

that satisfies the associated need, as Sevin also proposes.

In fact, one of the main differences of our work with otheFig. 1. AD architecture levels
authors’s approaches is that the behaviors are not neigssar
previously linked with a need or an emotion. This means In AD architectures [56], both levels are formed by skills,
that there are no motivational or emotional behaviors. Thehich endow the robot with different sensory and motor ca-
agent/robot can learn, using a reinforcement learning -algeacities, and process information. Skills can be coorduhay
rithm, which behavior to select in order to satisfy the mostequencers and the Main Sequencer manages the deliberative
urgent drive. In Cafiamero’s and Sevin’'s works, it is assumetHills according to a predefined sequence. This sequender wi
that there is only one behavior able to satisfy one need. Tliis explained later in more detail.
fact can be seen as a disadvantage, since it limits the fligxibi 1) Deliberative level:In the natural world, humans delib-
of the decision making system. It could happen, as in oarative activities are characterized by the fact that these
approach, that several behaviors satisfy the same neesd. Tairried out in a conscious form. Moreover, temporal dimemsi
point of view seems to be more bio-inspired since, in naturis,an important property: deliberative processes requiaege
in order to satisfy for example, hunger, we can eat somethiggantity of time to be dedicated to the analysis. Theseitietv
but also, drinking some water can reduce this need. are carried out sequentially, that is, one after anothet itis

The second difference is that in our approach, the way eawbt possible to carry out more than one deliberative agtivit
emotion is defined in the architecture is different. This nseaat a time.
that emotions are not defined as a whole as most authors do. AB1 our AD architecture implementation, deliberative kill
can be observed, there are two points of view in relation o tlare based on these activities and the authors considerrtlyat o
role of emotions in the decision making process. Cafiamemye deliberative skill can be activated at once.
Gadanho, Velasquez, and Breazeal used emotions to influenc®) Automatic level:Living beings’ automatic activities are
the decision making process, not for selecting the behavidraracterized by the fact that their actions and perception
directly according to them. On the contrary, others, such ase carried out without the necessity of having consciossne
Hirth et al, Hollinger et al, and Lisseti and Marpaung coesid of the processes responsible for controlling those aissuit
emotions as the central aspect of their decision makingsystExamples of this would be the heart beat, the hand movement
so, in some cases, the behavior is selected according to wWien writing, or that of legs when walking. An automatic
current emotional state. In our approach, we do not liméctivity can be carried out in parallel with other automatic
the role of emotions to one of them, but we exploit bothctivities and with a deliberative activity. For example, a
points of view. On one hand, some emotions are used as peFson can be driving a vehicle and maintaining a convensati
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simultaneously. The level of complexity of automatic aititds Long term Memory
may be very variable and goes from the "simplicity" of moving
a finger to the complexity of playing a sonata previously I
memorized on the piano. [ Deliberative level

In the AD implementation, the automatic level [69] is T i
mainly formed by skills which are related with sensors an GECISKIN

. . . MAKING events : Short term

actuators. Automatic skills can be performed in a paraliey w SYSTEM : Memicny
and they can be merged in order to achieve more complex
skills. 5 I

3) AD Memories:One of the main characteristics of human P Automatic level
beings is their ability to acquire and store informatiomfrthe
world and from their own experiences. Memory can be defined I 1 I

as the capacity to recall past experience or informatiomén t Sensors  Actuators

present [70].
Based on the memory model proposed by Atkinson arlfd; 2. AD architecture with the decision making system
Shiffrin [71], the AD architecture considers two different

memones._the Short-Term Mem_ory and the Long-Term I\/len:]"his internal state can be configured by several variables,
ory, see Figure 1. In our architecture, Short-Term Memor

) : ! . \Mgich must be at an ideal level. When the value of these
is defined as a temporary memory. This memory is regarded . : . .
riables differs from the ideal one, an error signal occurs

as a working memory where temporal information is share\t-ﬁle drive [57]
among processes and skills. On the other hand, Long-Term '
Memory is a permanent repository of durable knowledge — : G
This knowledge can come from learing, from processin| Pecision making system
the information stored in Short-Term Memory, or it can be
given a priori. In AD architecture this memory refers to a | wellbeing Happiness \Self-reinforcement
permanent memory where stable information is availablg onl (:D :@
for deliberative skills. —
4) The Main SequencerThe Main Sequencer, as it is
shown in Figure 1, is the element in charge of coordinating
deliberative skills in order for a robot to fulfil a task. The
Main Sequencer performs a sequence of skills that must t \ )
carried out by the robot. This sequence is a fixed script where
all possible situations that the robot can face are consitlerFig- 3. The decision making system
This means that this script has been programmed in advance
and it is exclusive for certain objectives. In our approa_ch, _the autonomous robot_ has certain needs
A relevant feature of this architecture is, as already dtatddrives) and motivations, and following the ideas of Hul]2
that all possible options must be considered in the sequenc@nd Balkenius [72] [73], the intensities of the motivatiafs
priory. Depending on the definition of autonomy, this can K€ robot are modeled as a function of its drives and some
considered a negative factor since, in bio-inspired sysf¢ne €xternal stimuli. For this purpose we used Lorentz's hyticau
fact that it is the proper agent/robot who must decide its owRodel of motivation as an inspiration [74]. In Lorenz’s mbde
objectives it is assumed. Therefore, since this is our divEc the internal drive _stre_ngth interacts with the _externa_hstus
the Main Sequencer has been replaced with a decision mak@itgngth. If the drive is low, then a strong stimulus is neede
system based on drives, motivations, emotions, and séfi- trigger a motivated behavior. If the drive is high, then a
learning. This system is described in the next section. mild stimulus is sufficient [28]. The general idea is that we
are motivated to eat when we are hungry and also when we

have food in front of us, although we do not really need it.

B. Adding the biologically inspired decision making systemtherefore, the intensities of the motivations are caledas

As shown in Figure 2, the decision making system hasshown in (1)
bidirectional communication with the AD architecture. Qmeo
side, the decision making system will select the behavier th If D; <Ly thenM; =0 (1)
robot must execute according to its state. This behavidr wil If Di > Lq thenM; = D; + w
be taken by the AD architecture activating the correspandiwhere M; are the motivationsD; are the related drivesy;
skill/s (deliberative or automatic one). On the other sithe, are the related external stimuli, aig is called the activation
decision making system needs information in order to updadével.
the internal and external state of the robot. According to Balkenius [72] [73], all excited motivational

The general idea of the proposed decision making systatates can not be allowed to direct the robot at once since
is shown in Figure 3. As explained in section II, the terrthis would generate incoherent behaviors. In his opinibis, t
homeostasis means maintaining a stable internal state [38pblem cannot be handled solely by behavioral competition

AD
ARCHITECTURE

Drives State-action

Motivations Evaluation
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but must be resolved at an earlier stage of processing. Tthes approach seems consistent with the drive reductiooryhe
solution proposed is a motivational competition, as Cafiameantroduced in section Il where, according to this theorg th
also proposed in [57]. Therefore, in our approach, onckive reduction is the chief mechanism of reward.
the intensity of each motivation is calculated, they corapet In summary, the decision making process is cyclic and it
among themselves for being the dominant one, and this aten be described in the following points:
determines tht_a inngr state of the robot. It_ cogld happenithat . Updating the drives and motivation intensities.
none (.)f the drlv_es IS grea_ter _than the activation levgkhen, 2. Motivation competition and selection of the inner state.
there is no d0_m|nant_mot|vat|o_n. . : - . 3. Determining the external state.
As stated in previous .segtlons, in th|s deC|§|on making . Updating the wellbeing function.
system, there are no motivational behaviors. This mearts thg Generating the reinforcement function  (happi-
the robot QOes not necessary know in advance which beh_awors ness/sadness).
to s_ele(_:t in order 0 satisfy the drive relate_d to the dominang - gyqte_action evaluation (reinforcement learning).
motivation. There is a repertory of behaviors and they can,  ponavior selection
be executed depending on the relation of the robot with its '
environment, i.e. the external state. For example, thetrolo ~ As said at the beginning of this paper, this decision making
be able to interact with people as long as it is accompaniggstem has been successfully implemented on autonomous
by someone. virtual agents [25], [26], [27]. These agents live in a vaitu
The objective of this decision making system is havingnvironment created using a text-based game availablaeonli
the robot learn how to behave in order to maintain its nee@8d called CoffeMud [77]. Next, in this section, we give a
within an acceptable range. For this purpose, it uses the lyief review of this implementation and the results obteine
learning algorithm to learn from its bad and good experisnce The environment where the agent has to live is a simple
As previously stated, the autonomous robot can learn, frg@oms-corridor stage. In these rooms, it can find several
scratch or using some a priori information about some gesluobjects, such as food, water, etc., which are needed in order
of the state-action pairs, the proper behavior to selecvémye to satisfy the drives of the agent. Moreover, the agent has a
state through its interaction with the environment. limited set of actions related to every object, for example,
Besides, as shown in Figure 3, happiness and sadness‘t@reeat food”, or “to take water”. In this implementation,
used in the learning process as the reinforcement functiah the initial g-values are set to zero, therefore, the agen
and they are related to the wellbeing of the robot. Next, w#oes not have any previous information about the behavior
justify this decision but first, let us introduce this concepe selection. It is important to note again, that the actiors ar
wellbeing of the robot is defined as a function of its drived arnot related to motivations. This means that the agent does no

it measures the degree of satisfaction of its internal needs know in advance that, for example, it must eat in order to
satisfy its hunger. The drives and motivations implemented

Wb = Whigear — Z a; - Dy, (2) are: Hunger, Thirst, Weakness, Loneliness, and Fear. Hunge
i Thirst, and Weakness, are related to the consumption of, food
whereq; is the set of the personality factors that weight thwater, and medicine respectively. Loneliness is relatesbtoal
importance of each drive on the wellbeing of the robot arlfiteraction and in order to satisfy it, the agent must intera
Whigea: is the ideal value of the wellbeing of the robot. Advith other agents that will be sharing the same environment.
observed, as the values of the needs of the robot increaseMgreover, those agents (opponents) are able to behave badly
wellbeing decreases. or kindly with our agent.
In order to define happiness and sadness, we took thdn relation to the emotions, happiness and sadness are the
definition of emotion given by Ortony [38] into account. Ineinforcement function, as previously explained, and the-e
his opinion, emotions occur due to an appraised reactition fear, based on some theories that state that emotions ca
(positive or negative) to events. According to this point ohotivate behaviors [14], [19], [78], is defined as a motivati
view, in [75], Ortony proposes that happiness occurs becauderefore, according to our decision making process, fear
something good happens to the agent. On the contrary, sade@sild be the dominant motivation and, in that case, the agent
appears when something bad happens. In our system, thfguld be “scared”. When this happens, the agent must learn
can be translated into the fact that happiness and sadreessih right action to execute in order to cope with the situatio
related to the positive and negative variations of the vegfip that caused this inner state.
of the robot. The results obtained showed that the agent, using this
On the other hand, the role of happiness and sadness asdb@sion making system, is able to learn the right sequence
reinforcement function was inspired by Gadanho’s works, a§ actions in order to satisfy its needs by maximizing its
shown in section IV-B, but also by Rolls [76]. He proposewellbeing. This means, for example, that in the case the
that emotions are states elicited by reinforcements (@svamagent is hungry, it learns that it must go where the food is,
or punishments), so our actions are oriented to obtainitigen take it, and finally eat it. These results can be seen as
rewards and avoiding punishments. Following this point abvious, but it was the right selection of the reinforcement
view, in this proposed decision making system, happineds d@unction which allows the agent to learn properly, without
sadness are used as the positive and negative reinforcenaeytprevious knowledge about which action to select at every
functions during the learning process, respectively. Moeg, moment. Another important result is the one obtained with
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play several games. Laser telemeter and ultrasound seargors
used by the navigation system to avoid collisions. By means
of an infrared emitter/receiver, Maggie also operatesdiffit
home appliances such as televisions. Touch sensors on the
surface of the body and a touch screen situated in the breast
are used for a direct interaction with people. Inside thedhea
an RFID antenna is placed for identifying objects. In oraer t
provide verbal interaction, our robot is equipped with at-tex
to-speech module and an automatic speech recognitiomsyste

The required energy for all devices is received from two
batteries which provide a power supply of 25 V. During its
working life, the robot needs at least 20 V. The purpose is
to achieve a robot working continuously in a never-ending
working life. This means that the battery should always be
over this threshold.

B. AD architecture

Considering the ideas previously stated, the software is
based on the two levels of the Automatic-Deliberative ar-
chitecture [22], [56], previously described in section \heT
Fig. 4. Our social robot Maggie interacting with children automatic level is linked to modules that communicate with

hardware, sensors, and motors. At the deliberative level,

reasoning processes are placed. As shown in Figure 2, the
the emotion fear. How the agent is able to generate a “rulommunication between both levels is bidirectional andsit i
away” behavior that was not previously programmed is showarried out by the Short-Term Memory and events [80].
in [27]. Moreover, the agent is able to identify the situatio Events are the mechanisms used by the architecture for
that scared it. This fact is quite important since most almthorkmg in a Cooperative way. An event is an asynchronous
have an emotional releaser, as for example, to be in presesgmal for coordinating processes by being emitted and cap-
of an enemy, but in our case the agent, after several triafgred. The design is accomplished by the implementation of

learns to identify that dangerous situation. the publisher/subscriber design pattern so that an element
that generates events does not know whether these events are
VI. IMPLEMENTATION ON A SOCIAL ROBOT received and processed by others or not.

In this section, the developed system is presented. Fist, t 1N€ Short-Term Memory is a memory area which can be
robotic platform is briefly introduced. Then, the genera-el 2ccessed by different processes, where the most important

ments in the architecture are presented. Later on, theidecigiat@ is stored. Different data types can be distributed aed a
making module is shown, explaining how it interacts with thavailable to gll elements of the AD architecture. The curren
architecture. As already stated, the decision making syst@"d the previous value, as well as the date of the data capture
implemented on the robot is a basic version, and currently3¢ Stored. Therefore, when writing new data, the previous
is being improved and extended. In this first approach, geitfata is not eliminated, it is stored as a previous versio® Th

emotions nor learning have been implemented on the robob '0rt-Term Memory allows to register and to eliminate data
structures, reading and writing particular data, and séver

skills can share the same data. It is based on the blackboard
A. Framework pattern.

The presented work has been implemented on the researc®n the other hand, the Long-Term memory has been im-
robotic platform named Maggie [79]. Maggie is a social anglemented as a data base and files which contain information
personal robot intended for performing research on humasuch as data about the world, the skills, and grammars for the
robot interaction and improving robots autonomy (Figure 4@qutomatic speech recognition module.

It was conceived for personal assistance, for entertaibni@n  As already stated, the essential component in the AD
help handicapped people, to keep people accompanied, atchitecture is the skill [80] and it is located in both leszdih

Its external friendly look facilitates its social robot ka8oth terms of software engineering, a skill is a class that hide da
software and hardware have been developed by the Robo#esl processes that describes the global behavior of a robot
Lab research group from the University Carlos IIl of Madridtask or action. The core of a skill is the control loop which

In relation to its hardware, Maggie is a computer-contbllecould be running (skill is activated) or not (skill is bloake
system with a wheel base which allows the robot to move Skills can be activated by other skills, by a sequencer, or
through the environment. Its arms, neck, and eyelids mouy the decision making system. They can give data or events
ments show signs of life. The vision system uses a camerabiack to the activating element or other skills interesteith@m.
the head and, thanks to it, Maggie can recognize people &kllls are characterized by:
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T
loneliness

« They have three states: ready (just instantiated), aetivat
(running the control loop), and locked (not running the energy e
control loop).

o Three working modes: continuous, periodic, and by

events.

o Each skill is a process. Communication among processes

is achieved by Short-Term Memory and events.

« A skill represents one or more tasks or a combination of

several skills.

« Each skill has to be subscribed at least to an event and

it has to define its behavior when the event arises.

The AD architecture allows the generation of complex skills
from atomic skills (indivisible skills). Moreover, a skitlan be
used by different complex skills, and this allows the deifanit
of a flexible architecture. Fig. 5. Temporal evolution for all drives.

Value

Time

C. The decision making system « boredom the need of "fun" or entertainment.

The decision making system proposed in preceding sections energy this drive is necessary for survival.
is intended for achieving a full autonomous robot. Therefor Based on the previous drives, the following non-
the decision making module is the one in charge of selectiggnyventional motivations have been defined:
the most appropriated skill at each moment for maximizirgg th
robot wellbeing. Choosing the right skill depends on theigal
of the motivations, previous experiences, and the relakign |
with the environment. All these elements have been modelled
in order to be processed by the implemented decision making,
module.

The whole process can be summarized in the next steps:

1) Selecting the dominant motivation evolve from their initial values. In our implementation gEire

2) Determining the state in the world _ 5), each drive can havesatisfaction timeThis represents the

3) Selecting the feasible skills and executing the best Ongyriog of time the drive remains at its initial value after it

In the following sections, these steps will be explained. has been satisfied (look at the beginnindafelinessdrive in

All the parameters set in this implementation will shape gigure 5). During this time the drive does not evolve. After
specific personality for the robot. Changing these pararsietehe satisfaction timelonelinessand boredomdrives linearly
new personalities will be exhibited by the robot. The perfojncrease but with different parameters. It means that,ras ti
mance with different personalities will be studied in theufe. goes by, these drives become bigger and bigger, and so do the

1) Which drives and motivationsAs expressed by equa-corresponding motivations.onelinesss the fastest drive and
tion (1), each motivation is represented by an integer valy@redomevolves slighter. This is because in social robots, as
and it is affected by two factors: internal needs and externgyrs, interaction with people is one of the most relevantsaim
stimuli. Internal needs are the drives and their values miépeHence satisfaction time is very short and it is likely thatial
on inner parameters. External stimuli are the objects titha motivation will become the dominant motivation.

in the environment that alter the robot motivations. In ﬂddl, The energydrive is Significanﬂy different. This is the most
each drive has its activation level: below |t, motivatiodues relevant inner need due to the |mp||C|t necessit)smfvival If
will be set to zero and hence, they will not be considered f@fe want to achieve a fully autonomous robot, power autonomy
being the dominant motivation. is the first step. Therefore, it will keep its initial valuetiim

As mentioned, the internal needs, the drives, represent|g{ battery level is detected. Then, at this point, its vakik
internal value. Each motivation is connected to a drive. Thffer a drastic raise.
choice about which drives (and Consequently motivation$ to In order to avoid an unstopped increase in the value of
must be implemented, were made at design time. Since th&e of the motivations, a saturation level is defined for each
system has to be running on a robot intended to interagie: once a motivation has reached its saturation valudllit w
with people, somesocial motivation is needed to "push” thenot grow more. Different motivations have different satima
robot into human-robot interaction. Moreover, the authveast  values which will determine the priority of the dominant finot
the robot to be endowed with play-oriented aspects, henceyation in case of a never-ending expansion of the motivation

recreationalnature is required by the robot. Nevertheless, thg our implementationsurvivalis the first one, and thsocial
first primitive drive for all entities is tosurviveand, in our andrecreationalmotivations go after.

« social it means the need of interaction with a human and
its drive isloneliness

recreational this motivation is related to entertainment
purposes. Its associated drivebieredom

survivat it refers to the energy dependence. This motiva-
tion is connected to thenergyneed.

All drives, and consequently motivations too, temporally

case, it is translated to the need of energy. 2) Sensing the world:The world is perceived by the
Therefore, the selected drives are: robot in terms of objects and the states in relation to these
« lonelinessthe need of companion. objects (the external state). As a first approach, the world
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ﬂ Person object _ _
Stop music For the personltem, three s?ates are determinexlone
accompaniedand commandedFigure 6.b).Alonerepresents
FAR Get closer ‘ when no people are around the robot, and this is the initial
D ) state with respect to peoplagcompanieaneans that someone
Play music is around Maggie but no direct interaction exists; and, ljnal
________ | commandedstate corresponds to a direct interaction between
Localization a person and Maggie where the user asks the robot to do
something. The transitions from one state to another are
ﬂ Play with, d?st:)ebyéy detected by two skills integrated in the control architeetu
N follow seft N a face detection skill and a speech recognition skill. Thee fa
deI::gt‘iaon detection skill notifies if the robot is alone or accompanied
it Olg/'é"DAN' by searching for faces. The speech recognition skill listen
to any word through a microphone and it distinguishes if the
dialogue is directed to Maggie or not, determining if theabb
e i e e is accompaniedr commandedIf no words are received and
Speech recognition no faces are found for a long time, the robot changes its state
ﬂ Any skill moving the robot around related topersonto alone In the experiments, this time is set
(leave docking station) Charge to 10 seconds.
Q It needs to be mentioned that actionscammandedstate,
obey and disobey are a bit special. These functions are
Go to docking station designed to execute wha? aperson has ordere_d todo or to rejec
the user's command. This implies that Maggie can disobey a
__________ I instruction from the user and the robot will inform the user
Battery sensor about it, reason why a direct dialogue between Maggie and the

user is needed. Therefore, tbemmandedtate is required for
these actions.
Fig. 6. States and actions for items: (a) TV, (b) person, anddocking Docking station object

statipn. The dashed arrows represent the skiII_s that mo_th"@ states, the In relation to the docking station Maggie has two states:
continuous ones mean the actions executed with the obutsthe circles ’
are the states related to each item. charging and discharging If Maggie is connected to the
station, then the battery level is increasing, so itharging
Otherwise, if the robot is unplugged, it ddschargingand the

where Maggie is living in is limited to the laboratory. In $hi pattery level decreases. This information is read by theehat
environment three objects have been defined: the peoptg livisensor skill. When the robot @ischarging it can justgo to
around the robot, a television/radio appliance, and th&idgc charger. After that, it is plugged in and, once in tterging
station for supplying energy. state, just one action is possible: ¢bargethe batteries. If a

In Figure 6, the states related to each object, the actiows, &kill that moves the robot around is selected when the robot
the transitions from one state to another are shown. Dashe@harging it will leave the docking station andischarging
arrows represent the skills that monitor the states, coatis will be the state.
ones mean the actions executed with the objects, and th&xternal stimuli
circles are the states related to each item. If an actiondoes  Just like human beings can feel thirst when they see water,
appear at one state, it means that it is incoherent to exécutghe motivations can be influenced by some objects present in
from that state, e.g., Maggie canmay musidf it is far from  the environment. These are called the external stimuli or in
the TV or it cannoffollow a person if it isalone Figures 6.a, centives. These stimuli may have more or less influencer thei
6.b, and 6.c represefiV, person anddocking statiorobjects, values depend on the states related to the objects (thissnean
and their states and actions, respectively. if they are near or far from the robot). In our implementation

Television object all external stimuli values have been fixed empirically, and

Since Maggie can control the TV appliance by means of dgnese values are shown in table I.
infrared interface [81], the robot must be placed at a certai Due to the fact that Maggie is a very friendly robot and it
distance and facing the appliance in order to be able to tperlmves people, theocial motivation is affected when a person
it. Therefore, two states related to tlelevisionitem are is near the robot, i.e., when the state of Maggie with resjzect
defined:closeandfar, which symbolize the position where thethe personitem isaccompanie@r commandedTherefore, the
robot is able to command the TV or not, respectively (Figutetal social motivation value will be increased by five units.
6.a). In this case, these states are monitored by a skill ti&hce our robot likes playing with people and dancing while
reads information from the navigation system which knowstening to music from TV, theecreational motivation is
where the TV position is. From thiar state, no other action increased by 10 units when people are around the robot or
than getting closer to the TV is possible; then, it is able twhen it is close to the TV. Up to now, trsurvival motivation
operate the appliance. does not have any external stimuli, but in the future, when th
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TABLE |

THIS TABLE SHOWS EXTERNAL STIMULI, OBJECTS STATES LINKED TO
THEM, THEIR VALUE, AND THE AFFECTED MOTIVATIONS

TABLE Il

ACTIONS EFFECTS

, but has not been fully edited. Content may change prior to final publication.

Action Object Effect Drive
Motivation | Ext. stim. | State related to ext. stim. | Value follow person setto 0| loneliness
social person accompanied 5 -5 boredom
commanded 5 self-introduction person -10 loneliness
recreational person accompanied 10 -1 boredom
v near 10 play with person setto 0| loneliness
survival - set to 0| boredom
Obey person -15 loneliness
Disobey person +15 loneliness
docking station is seen by the robot, it could feel the need of Get closer to TV
energy. Play music TV setto 0| boredom
3) Acting in the world: Maggie interacts with the world Stop music Y +5 boredom
through the objects and their potential actions. Thes®rsti Go to docking station
are implemented as skills in the AD architecture. The pdessib Charge docking station| setto 0| energy
actions with thepersonitem are: Leave docking station

« following a person: Maggie will move following the
closest person to it.
« self-introduction: the robot will introduce itself infolimy  the robot complies with a user’s requéselinesss reduced
about its history and abilities. by fifteen units. On the other handisobeyingan instruction
« playing with: our robot will play several games with theises thelonelinessby fifteen units. At last, theenergydrive
user, such as tic-tac-toe, hangman, and animal-trividl [82s satisfied when the batteries are recharged and this happen
« obey: Maggie will comply with the user request. The usevhen the robot is athargestate.
can ask the robot to execute one of the previous actions4) What does Maggie do nownce the world has been
» disobey: Maggie will deny the user request and it wilpresented, how the decision making system operates will be
inform the user about it. explained. First of all, when the system starts, the drives
About the TV appliance, its actions are: begin to evolve in(_jep_endently from their initigl value, and
« getting closer to: the robot moves towards TV. the skills start r.n.onlt_orlng the states rellafted to |t§ms. Wae
. play music: Maggie turns on the TV and changes to ew state transm_on |s_detected, a specific event is enmtmt_:i_
music channel. the s_tates are ertten_ in the_Short-Term Memory. The detisio
« stop music: music is stopped and the TV is switched Oﬁx)akmg modul.e receives .th's. event and _the data (.)f thg states
. . . : ; is updated. Within robot lifetime, the action selectionpas
In relation to the docking station, the possible actions arg, .. teq in order to determine the next skill to be activated
« go to: the robot plugs itself in the station. At each iteration, the dominant motivation is computed as
« charge: Maggie keeps connected until batteries are fulhe maximum motivation whose value (internal needs plus
The actions cause effects over the drives. When the actiandernal stimulus) is over the activation level. This pagsen
have ended, i.e., when the associated skill has been blocked been fixed ta0 for every motivation. Using the dominant
because it has reached its goal, the effects are applied. Ifraotivation, the current states related to objects, andahmt
error occurs during a skill execution, or it is not succelssfuwalues, the next action will be chosen.
this situation is notified and its effect is not applied. Ireth As briefly described in section V, this approach has already
experiments presented in the last section, most of thetsffelbeen implemented on virtual agents. During these simulatio
affect one or more drives, which become zero, decreaseamd using the Q-learning reinforcement learning algorithm
increase their value. [24], the agent learnt the right g-values for maximizing its
All effects are presented in Table Il. These effects haweellbeing. Taking those values as an inspiration, for theesu
been defined by the designer and any other values couftplementation on Maggie, we propose a set of initial g-
have been selected. As it is shown, tlomelinessdrive is values that represent the best possible actions at eacll worl
satisfied after thdollow and play with actions are executed configuration (the dominant motivation plus the state sslat
because both actions suggest a bidirectional interact@®n o each object). The tuple formed by the dominant motivation
tween the robot and a person. Howewslf-introductioncould the object, the state related to the object, and the actitm wi
be accomplished without any response from the person sotiie highest g-value, will decide the selected action. lrkit
effect decreases tHenelinessdrive by 10 units. Our robot’s implementations, the learning process will be carried aut o
hobbies are playing and listening music, theref@lay with line by the robot itself and the initial g-values will be upeld
and play music satisfy the boredomdrive. Moreoverstop through the learning process.
musicincreasedoredomby five units. Other actions where As already stated, the available actions at each state depen
a person is requireddllow and self-introduction affect in a on the state itself. Hence, each object-state pair will Isecis
lower factor (minus five and minus one respectively). Besidated to different actions. For example, fdaying withpeople
lonelinessis influenced byobeyand disobeyas well. When Maggie has to beccompaniedvith a person. Therefore, the
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. . . . TABLE Il
play with action can not be activated when the roboalisne PROPOSED QVALUES
At this point, these combinations do not exist and therefore
they will never be selected for execution. Dominant Object States Actions Initial
motivation Q-value
alone -
VII. EXPERIMENTS rollow )

In this section, some preliminary experiments are presente person | 2°c0mPpanied seftintroduction | 10

showing the performance of our system. play with 10
obey 10
commanded disobey 10
. . . . social -
A. Policy of behavior: action selection near play music 5
. . . . . . . TV stop music 5

As pr_ewously menhpned, in th_|s_ flrst |mplementat|o__n, the o get closer :
robot will use a predefined set of initial g-values for maiimta . charging charge 5
ing its internal needs within a determined range. In the real Docking st. e charging gt 5
world, each action is connected to a skill. Therefore, ddpan alone -
on the configuration of the world, Maggie will execute one _ follow 10
action or skill: it chooses the right action from all possibl person | accompanied) seff-introduction | 10

. . . play with 10
ones according to aoftmaxaction selection rule [83]. The obey s
Softmax algorithm endows the decision making system with _ commanded disobey 5
a certain randomness: the bigger the g-value for an actien, t | "ecreational . play music 10
more likely this action will be selected. Again, in the fugur ™v stop music 5
when learning is done on-line, the g-values will changerdyri far get closer 10
the working life. Docking st. d_Chirg'“F’ Chartge g

.l Ischargin [O(e)

In Table Il all the initial g-values are presented. These oo 9 :
valges represent the value for ea_ch action at each state. The person follow 1
actions in the table are the possible actions accordingéo th accompanied| self-introduction 1
objects states. Depending on the states, some actions bave n play with 1
been shown because they are not feasifubow a person is commanded obey 1
not possible if the robot is alone, or music cannot be played| sunival Id'SObey, i
if it is far from TV. For that reason, they will not be chosen. v near Zt;y) e .

If social is the dominant motivation, all actions related to o get closer 1
the personitem have high values. Actions connected g bocking st |__charging charge 10

. . . . . 0CKINg st.
will be executed just when robot Elone so no actions with 9 discharging go to 10
persons are possible. alone - -

Focussing on theecreationalmotivation, “fun” skills will person el wer _f°”°ZV _ 8

. . accompanie -int t
be likely executed whether a person is nearby the robot or P sefntroguetion
.. . . play with 0
Maggie isnear TV, Fun skills have been defined by the authors obey o
and they arefollow, self-introduction play with and play commanded disobey 0
. none -
music _ . . _ near play mu3|_c 0

Concerning obediencepeywill probably be executed just ™v stop music 0
in the commandedstate. In other cases, all possible actions hfar, 99th°'°5€’ g
have the same probability of being run. Docking st. |99 charge

discharging go to 5

According to the good sense, if the dominant motivation is
survival actions concerning the docking station item will be
probably selected. So, if the robot dscharging it will go
to the docking station and afterwards, when itclgarging it
will be plugged in until its batteries are charged, igharge
skill.

stimuli as well as due to the effects of the actions on theedriv
(the numbers located on top of Figure 7 represent the exgcute
action).

The robot also must consider what to do when all its needsFOr example,.focu_smg on thecreatlonalmotlvatlon, we
are satisfied. In our case, when a dominant motivation does {8" observe a little increase at the beginning of the lifetim

come up, depending on the state, the most reasonable sl,gi—l S 1S becaulse_Malggle ;:hr?nged !ts ;tateezr;:;TV. .Thlsl
will be to chargeits batteries or tayo tothe docking station. IS an external stimulus of this motivation an reationa

value is increased by ten units.

. ) During the execution of action number fowsocial and

B. Evolution on Maggie recreationalmotivations raise at the same time. This is because
This experiment presents an example of how the motivatitime robot has detected the presence of some peaptih-

values change with time during Maggie’s lifetime, see Fegupaniedstate).

7. Most of motivations grow uniformly but, sometimes, jumps Looking at the middle, theocial and recreationalmotiva-

appear. These jumps are because of the presence of extefoabs jump down quickly. At this point, Maggie wascompa-
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nied by a person and the executed action k. The effects 400 g B8 __B___u 808 _0_&8_8_06 41

of this action are to set thinelinessand boredomdrives 350
to zero, and hence theocial and recreational motivations 300 cric I
fall, respectively. These motivations are not zero at thigp follow
because of the external state of the rolamcompaniedstate 250 play wih far
adds five points to social motivation and ten to recreational 2 200 | accompanied

> commanded

one. When the robot changes to themmandedstate the 150
external stimulus for these motivations disappear but a new
equivalent one appears for social motivation so no jump come

on

00 near

up in this motivation. 50 /

Besides, we would like to mention the final part of the 0 al
graph. Here, how the transition to thHar state affects just 5min 10min
the recreational motivation because this makes its exXterna Time
stimulus disappear is shown. Afterwards, the effecfadibw ecremial survival
action is pointed: it reduces threcreational motivation and
satisfies thdonelinessdrive. Fig. 7. Temporal evolution of motivations. Numbers on topresent the

As shown, an action or state transition can affect sevegskcuted actions: (1)go to the docking station, (2)geterlds tv, (3)play
motivations, which means that effects are not attachedsd jipusic on tv, (4)stop music on tv, (S)play with a person, (§)dy, (7)obey,
(8)follow and (9)charge. The vertical white-grey bands t& background
one. . o o . correspond to the execution time of each action. The upplerem band
According to our initial goals, it is easy to appreciate thaidicates the dominant motivation. Some action effects emahges of states
social is the fastest motivation. are pointed.
At the multicolored band indicating the dominant motivatio

(upper Figure 7), a short black band stands out several times

This is the period of time when all motivations are satisfiemotions nor self-legrnmg are included in th_e deC|S|on_|ngik
all drives are below their activation limits, and there is ngystem. The experiments made on Maggie, a social robot

dominant motivation. At this time, thgo toaction is executed d€signed for the interaction with humans, show that the robo
because it is the most likely. is a.ble to sele_ct the most a_pprppnate skill autonomouslsed
Finally, in relation to thesurvival motivation, since the most ©N its own drives and motivations. .
part of this experiment was executed with full batteriess th 1€ next step of our work is to implement the learning
motivation is stable and very low almost all the time. But f270C€SS on Maggie. Therefore, the skill selection will ke
the end, the battery level exceeds the limit and the survi\}%\\f t_he robot_ t_h_rough its interaction with the enwro_nment.
motivation becomes the dominant one. Besides, the initial g-values could be set all to zero or itldo

According to the initial g-values, Maggie knows that th&€ useful to give some prior knowledge. The last could be
best possible actions ago to and charge Since Maggie is useful to improve the learning time based on some inhertanc

chargingat that moment, the most probable actiorcimrge Knowledge as living beings have.

Finally, this is selected and executed. Moreover, the learning process will take the role of some
Moreover, satisfaction time faocial motivation is pointed €motions as the reinforcement function (happiness, sajines
at the end of the graph. into account_. O_n the other hand, fear will be |mpl_emented as
another motivation for the robot. Nevertheless, it is expec
VIIl. CONCLUSIONS ANDFUTURE WORKS that, due to the complexity of a real environment, the dédinit
In the last years, due to the increasing interest on socPa[I new emotions, or re-definition of the old ones, will be
robots, cognitive systems have served as an inspiration ﬂ)ereded.

a new design of control architectures. In this work, we
have presented a biologically inspired control architestin ACKNOWLEDGMENT
which the main decisions are made based on motivations and’he authors gratefully acknowledge the funds provided by
emotions. This architecture is an evolution from a previodke Spanish Government through the project called “Peer to
one, the AD architecture, where the current goal of the robBeer Robot-Human Interaction” (R2H), of MEC (Ministry of
was decided by an external operator, and some predefirgmience and Education), and the project “A new approach to
sequences coordinated the robot behavior. social robotics” (AROS), of MICINN (Ministry of Science and

In the presented work, the new control architecture has be@novation).
endowed with a decision making system based on biologically
inspired concepts such as drives, motivation, emotiond, an REFERENCES
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