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1. Introduction

Video streaming over wireless links is a challenging issue due to the stringent Quality-
of-Service (QoS) requirements of video traffic, the limited wireless channel bandwidth
and the broadcast nature of wireless medium. As contention-based or reservation-based
(ie., contention-free) medium access control (MAC) protocols in existing wireless
link-layer standards cannot efficiently support multimedia applications such as video
streaming, a hybrid approach has been proposed, which uses both contention and reserva-
tion-based channel access mechanisms to transmit packets for each video source. Using
this content-aware resource management approach, each video source reserves well below
its peak data rate, and uses contention-based media access to transmit the remainder of
the packets. In this paper, we first propose two conflict avoidance strategies and two buf-
fering architectures for video streaming over ad hoc networks. Considering the interactions
of reservation and contention, we develop the analytical model for the saturated traffic
case and then extend it to derive tight performance bounds for the unsaturated case. Using
the MAC protocols specified in the WiMedia ECMA-368 standard as an example, extensive
simulations have been conducted to validate the analysis. Real video traces have been used
to examine the video streaming performance. The analytical and simulation results dem-
onstrate the effectiveness and efficiency of the hybrid resource management approach,
and also reveal the impact of the conflict avoidance strategy and buffering design on the
video performance.

© 2010 Elsevier B.V. All rights reserved.

video streaming is a challenging issue. Most of the exist-
ing wireless standards define either contention-based or

Video streaming over wireless networks is of increas-
ing demand, and it becomes possible thanks to the
emerging high-speed, short-range wireless communica-
tion technologies such as IEEE 802.11n, Ultra-WideBand
(UWB) and Milli Meter Wave (MMW). However, support-
ing wireless video streaming is a challenging issue due to
the stringent Quality-of-Service (QoS) requirements of vi-
deo traffic, the limited wireless channel bandwidth and
the broadcast nature of wireless medium. How to utilize
the premium wireless resources and support the QoS for
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contention-free medium access control (MAC) protocols,
and some newer ones support both of them in each media
access cycle, such as the WiMedia standard (e.g., EMCA-
368) for UWB networks.

Contention-based MAC protocols have been widely
used for providing wireless data services, such as the IEEE
802.11 Distributed Coordination Function (DCF) protocol
in Wireless Local Area Networks (WLANSs). But this ap-
proach suffers from an intrinsic weakness for supporting
video traffic: when there are multiple sources in the sys-
tem, even though the sum of their average data rates is be-
low the channel capacity, excessive queueing delay and
even packet losses are still possible due to collisions and
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backoff procedures, which may lead to a considerable deg-
radation of video quality.

Reservation-based (i.e., contention-free) protocols are
often preferred for video streaming, which guarantee the
channel access opportunity to satisfy the delay requirement.
However, due to the burstiness of video traffic, if reserva-
tions are made at the peak data rate to minimize queuing de-
lay, the channel utilization is low; if made at the average
data rate, considerable queuing delay and even packet
losses can occur during traffic bursts. Therefore, neither res-
ervation nor contention alone is an effective approach for
supporting video streaming in wireless networks.

In [1], a hybrid approach for video streaming over wire-
less networks has been proposed, which uses both conten-
tion and reservation-based channel access for transmitting
packets from each video flow, by reserving well below the
peak data rate and handling traffic bursts using conten-
tion-based channel access. By properly selecting the num-
ber of time slots reserved for each video stream, it is
possible to efficiently utilize the reserved slots and reduce
the competition level during the contention periods. To use
both reservation and contention access in ad hoc networks,
how to define the conflict avoidance strategy in the pres-
ence of reservation periods and how to design the buffer-
ing architecture are open issues.

In this paper, we first propose two conflict avoidance
strategies for reservation and contention interleaved wire-
less systems. When a station obtains a Transmission
Opportunity (TXOP) but there is insufficient time to com-
plete the frame transaction before the arrival of the next
reserved period, the station may have two conflict avoid-
ance strategies: the hold-on strategy by which the station
just holds on its frame and transmits immediately after
the reserved period; or the backoff strategy by which the
station invokes a new backoff procedure. Which strategy
has better performance with different traffic conditions is
not obvious and requires in-depth investigation.

We then propose the single-buffer and dual-buffer de-
sign for utilizing both reservation and contention periods.
With dual-buffer, the video packets being transmitted
using contention or reservation-based channel access are
separated and stored in two buffers. As shown in the paper
later, the novel dual-buffer can considerably improve the
efficiency (i.e., increase the utilization of reserved slots
and reduce the contention level) in most scenarios. The
dual-buffer is also simple to implement.

Furthermore, we develop analytical models considering
the interactions of reservation and contention periods. The
reservation-based channel access is much more determin-
istic compared to the contention-based access. On the
other hand, the behavior of the contention-based channel
access is significantly affected by the reservation, which
is essentially different from the traditional contention-only
MAC (like the IEEE 802.11 MAC). Therefore, we focus on
the performance of the contention-based access. Using
the mean value analysis method, we first establish the mod-
el for the saturated traffic case and then extend it to derive
tight performance bounds for the unsaturated case. The
analysis is of low computational complexity so it can be
used for on-line admission control and optimizing the
per-flow reservation.

The rest of the paper is structured as follows. We briefly
overview the MAC protocols supporting wireless video
streaming and the related work in Section 2. System mod-
els and the single- and dual-buffer design are presented in
Section 3. In Section 4, we develop analytical models for
both saturated and unsaturated station cases, followed by
performance evaluation of video streaming through exten-
sive simulation in Section 5. The concluding remarks and
future research issues are summarized in Section 6.

2. Related work
2.1. MAC standards

Advanced video coding schemes such as MPEG-4 AVC
(H.264) achieve a considerably lower data rate and better
picture quality when compared with previous schemes
(e.g., MPEG-2). With higher compression efficiency, these
coding schemes also introduce a much higher peak-to-
average data rate ratio and the applications become very
sensitive to packet losses or excessive delay. Consequently,
it is very challenging to support high-quality video stream-
ing over wireless links.

MAC is critical for wireless networks due to the broad-
cast nature of wireless medium. The majority of WLANs
products in the market (based on IEEE 802.11 standards)
only support contention-based MAC. Even with the IEEE
802.11e Enhanced Distributed Channel Access (EDCA) pro-
tocol which supports service differentiation, there is no
QoS guarantee for video traffic. The IEEE 802.15a/c stan-
dards target on supporting high data rate applications with
short transmission ranges. The IEEE 802.15 MAC protocols
follow a superframe structure with both contention and
reservation periods in each superframe. But there is a need
for a centralized piconet controller, which may be compli-
cated and with high overheads as mobile devices may join
and leave the piconet at any time, and switch between ac-
tive and idle state frequently.

The WiMedia ECMA-368 [2] standard is defined for
UWB-based WPANSs, and it has gained more popularity re-
cently. Its MAC protocol also has a superframe structure
and supports both reservation and contention-based med-
ium access. In specific, the channel time is partitioned into
superframes and each superframe is divided into 256 Med-
ia Access Slots (MASs). Inside one superframe, two MAC
protocols are supported: contention-based Prioritized Con-
tention Access (PCA) and reservation-based Distributed
Reservation Protocol (DRP). DRP can negotiate and reserve
MAS slots for exclusive access in a distributed manner
without any centralized controller, and the non-DRP slots
are available for PCA, which is similar to IEEE 802.11e
EDCA. In a superframe, there can be multiple, interleaved
DRP and PCA clusters. Thus, using both reservation and
contention access for supporting video streaming is ready
to be adopted in wireless ad hoc networks based on the
WiMedia ECMA-368 standard.

2.2. Related work

Video streaming over wireless networks has attracted a
lot of attention. Ref. [3] proposed a retry limit adaptation
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framework for video traffic, considering traffic characteris-
tics and network conditions. In [4], cross-layer approaches
were proposed to map application-layer video characteris-
tics such as frame types to network and MAC-layer param-
eters such as transmission rate, retry limit, and IEEE
802.11e priorities. In [5], the performance of video stream-
ing over a WiMedia UWB testbed was evaluated, which re-
vealed the tradeoff between various reservation patterns.

There has been a rich literature on the performance
study of contention-based MAC (e.g., IEEE 802.11 MAC)
with different techniques, notably among which are the
Markov-chain models [6], the equilibrium point analysis
[7] and the mean value analysis [8,9]. The QoS require-
ments of multimedia applications also prompted the study
of prioritized contention-based MACs, e.g., [10] for IEEE
802.11e and [11] for PCA.

The reservation-based MAC has also attracted much
attention recently due to its superiority for multimedia
traffic. The centralized TDMA protocol and its variants
have been extensively studied in the literature. Liu [12]
and Zhang [13] studied the queuing behavior and the delay
performance of ECMA-368 DRP, considering the arbitrary
reservation pattern and indoor UWB fading channels.
Daneshi [14] investigated the allocation algorithms to
make optimal reservations for multimedia streaming flows
over DRP.

Most existing work studied the performance of conten-
tion or reservation-based MAC separately, but their perfor-
mance when they co-exist is less explored. In [1], we
proposed the hybrid MAC approach and developed a sim-
ple analytical model. Simulation results have validated
the efficacy of the hybrid approach. In this paper, we pro-
pose different conflict avoidance strategies and single- or
dual-buffer architecture to efficiently utilize both reserva-
tion and contention access periods and develop system
performance bounds and mean values for unsaturated
and saturated networks, respectively.! In addition, we
examine the system performance using real video traces.

3. Protocol description and system model
3.1. Contention/Reservation interleaved MAC

We consider a general contention/reservation inter-
leaved MAC approach. Suppose in a network, there are N
transmitting stations, which can hear each other and thus
in one collision domain. Each station has one video flow to
be sent towards its destination. These stations can reserve
channel access time with the coordination of a central con-
troller (e.g., following the IEEE 802.15.3 standard) or by
themselves in a distributed manner (e.g., following the
WiMedia ECMA-368 standard). Considering fairness, each
station reserves a duration of Ty in a scheduling cycle,
denoted by Ty, as shown in Fig. 1. The time interval
between two consecutive reserved periods, denoted by
Tc, is available for contention-based channel access. Each
multimedia flow can obtain guaranteed channel access

1 Part of the results reported in this paper has been presented in IEEE
ICC’'10, May 2010.

periodically in their reserved time slots, and can also com-
pete with each other during the contention access periods.

During the reserved time period, the reservation owner
can transmit the backlogged packets back-to-back and
then receive a Block Acknowledgment (B-ACK) at the end
of the burst. Such burst transmission can reduce protocol
overheads and increase the channel utilization. Following
the B-ACK, there are one Short Inter-Frame Space (SIFS)
and a Guard Time (GT), in order to separate the reservation
and contention periods and ensure the switch of operation
mode of the involved stations. As the GT must be finished
within the reserved period, the transmission burst size is
limited accordingly.

3.2. Contention-based channel access with conflict avoidance

Since the channel access based on reservation is deter-
ministic, we focus on the contention-based access, which
follows the CSMA/CA and exponential backoff schemes,
similar to the IEEE 802.11 DCF protocol. When the backoff
counter is decreased to zero, the station obtains the TXOP,
during which a single data frame and an Immediate ACK
(I-ACK) may be exchanged. The duration of the TXOP is de-
noted as ) and ¢ = Tpata + SIFS + Tack, where Tpata and Tack
are the transmission time of a data frame and the I-ACK
frame, respectively.

The contention-based channel access in hybrid MAC is
different from the traditional contention-only MAC in the
following aspects, due to the presence of the reserved
channel time. First, a station shall freeze the backoff coun-
ter once the medium becomes busy (during frame transac-
tion) or unavailable for contention (during reserved
periods), and it shall sense the channel to be available for
contention and idle for an Arbitration Inter-Frame Space
(AIFS) before starting to decrement the backoff counter.
Thus, the reservation can affect the performance of the
contention access by enlarging the backoff slot and waiting
time considerably. Second, when a station obtains TXOP, it
needs to ensure that the whole frame transaction including
I-ACK should finish at least one SIFS plus one GT before the
beginning of the incoming reservation period. The time
interval of Tp= ¢ + SIFS + GT is thus called conflict time. If
a station obtains TXOP during Tg, to avoid conflict with
the next reserved time slot, it should perform conflict
avoidance procedure according to one of the two strate-
gies: the hold-on strategy by which the station just holds
on its frame and transmits immediately after the reserved
period plus an AIFS; or the backoff strategy by which the
station invokes another stage of backoff procedure, i.e.,
selecting a new backoff counter.

As shown in Fig. 1, the stations can perform backoff in-
side the time interval between the end of the previous res-
ervation period plus AIFS and the beginning of the next
reservation, which is denoted as Ty(=T¢ — AIFS). Ty is fur-
ther divided into T4 and Ty. The frame transactions initiated
in the current contention period are completed during T,
(called access time). Note that because a transaction may
finish inside Tr before the next reservation period, the time
period left in T, i.e. Ty (called vulnerable time), is smaller
than Tr. The channel is always idle during Ty. Consequently,
all active stations will decrement their backoff counters,
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and several of them may obtain TXOP during Ty. If using
the hold-on conflict avoidance strategy, their transmis-
sions after the reserved period will collide. If using the
backoff strategy, the stations obtaining TXOP during Ty will
initiate another round of backoff, so their collision proba-
bility is minimized.

3.3. Single-buffer and dual-buffer

The hybrid MAC approach can be accompanied with dif-
ferent buffering structures. We investigate two buffering
architectures for video streaming. The single-buffer and
the dual-buffer architectures are illustrated in Fig. 2a and
b, respectively. For the single-buffer one, there is only
one logical buffer for the video traffic. When the reserved
period becomes available for this video flow, packets accu-
mulated in the buffer will be transmitted as many as pos-
sible. After its reserved time, the remaining packets can be
transmitted by competing with other flows during conten-
tion periods.

One major issue with the single-buffer architecture is
that, due to the asynchronous nature between video traffic
and reservation schedule, it is possible that when a re-
served time begins, there is insufficient video packets to
send, and thus the reserved period is under-utilized and
the contention periods become more crowded.

Using a dual-buffer architecture can solve the problem.
As shown in Fig. 2b, the size of the R-Buffer is set according
to the maximum number of packets that can be transmitted

in a reservation period. Video traffic will first fill up the
R-Buffer, which will be transmitted in the upcoming reser-
vation period. When the R-Buffer is full, packets are stored
in the C-Buffer, and they will contend for the channel dur-
ing contention periods.? In this case, the utilization of the
reservation periods can be maximized, so the collisions
during contention periods can be minimized. Note that,
dual-buffer will introduce packet reordering, as packets
in the R-Buffer have to wait for the next reservation period,
and those in the C-Buffer may experience random queue-
ing delay. We need to quantify the system performance
to adjust the system parameters carefully to ensure the
QoS for video traffic.

4. Performance analysis

In this work, we study the performance of the conten-
tion-based channel access using the mean value analysis,
which evaluates the average values of the system variables,
such as station transmission probability, collision probabil-
ity, and frame service time, without considering the details
of the stochastic backoff process. Ref. [15] first studied
DCF for saturated stations using this technique. In [16,8],
the approach was applied to EDCA for saturated and

2 Note that if transmission errors happen during the contention periods,
the packets that need to be retransmitted can be queued in the C-Buffer as
well. In this paper, we ignore the transmission errors to simplify the
analysis.
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unsaturated stations cases, respectively. This approach is
based on the equilibrium conditions of the network: (1) for
every single node, the mean values of the system variables
must satisfy the given relationship among them, and (2) all
of the nodes are statistically equivalent thanks to the fair
nature of the contention-based MAC, which results in the
same statistics of each node. Thus, an equation set can be
developed and solved.

In this section, the analytical model for the saturated
station case is presented first, and then we extend it to
study the unsaturated case. All MAC frames are assumed
to have the same length and transmission error is assumed
negligible.

4.1. PCA with saturated stations

4.1.1. Transmission probability

Define the time for a sensing station to decrement its
backoff counter as one generic time slot, which may be
of different duration according to different channel status
as discussed later. The key performance parameters con-
sidered are the collision probability and the service time
of a frame, where the service time includes both the back-
off and transmission time slots.

Let E[B] and E[R] denote the average number of backoff
slots and transmission slots experienced by a frame. Given
that a station is busy, i.e., the station is performing backoff
or transmitting, the probability to transmit in a slot equals

E[R]

T TEB +ER) M

Let P denote the collision probability for the tagged station
when it sends a frame. After collision, the station tries to
retransmit the frame. The number of transmission trials
of a frame follows a truncated geometric distribution with
the success probability of 1 — P. E[B] and E[R] can be ob-
tained by

K
EB] = 3 (P,
k=1
Ko
E[R] = > P™,
k=1
where CW, and % are the contention window size and the
average number of backoff slots in the k-th backoff stage,
respectively, and K is the retry limit.

4.1.2. PCA access period

During Ty, a time slot can have three states. First, a slot
may be idle if no station transmits. The duration of an idle
slot is 6, and within T, the probability of a slot to be idle is
aa.

Second, a slot may contain a frame transaction, either
successful or with collision, with probability of bs. The
duration of this type of slots is 4 = ¢ + AIFS.

Third, if a frame transaction begins during the interval
of [Tp, 4] before a reservation period (as defined in
ECMA-368, 4 > T), then after the frame transaction, the re-
served time period will begin within an AIFS. Thus, all the
contention stations have no chance to perform backoff
after this frame transaction. We can regard the reservation

period together with the frame transaction as one time slot
with probability of bsp and the duration of A’. We approx-
imate that, if such a scenario happens, the beginning time
of the frame transaction is uniformly distributed inside
[T, 4] before the reservation. Thus, the average duration
of this type of transaction slots is 4’ = ”;J Further, given
that a frame transaction occurs within T,, the probability
for the transaction begins during [T, 4] is “;ATF. In this sce-
nario, we also have Ty = 0.

The probabilities for a slot being in the three states are
given by

a=01-1)",

bao = (1 - ax) “*, (2)

bA=1 *aA*bAD.

Thus, in T,, the average slot duration is
Sa = and + bAA + bADA/. (3)

If a transaction begins inside the time interval [T, Tp+ A]
before the beginning of a reservation period, the transac-
tion will end inside the conflict time, which makes the vul-
nerable time Ty smaller than Tr on average. If a transaction
begins inside the interval of [T Tr+ 4], we approximate
that its starting time is uniformly distributed, so the aver-
age vulnerable time is ¥. However, if no transmission oc-
curs inside the interval, the vulnerable time is Tr. The
number of idle slots in the interval [T Tq+ A] is I'y =4.
So, the probability of no transmission initiated during the
interval is a}. The average length of the vulnerable time is
Tr Tr

Tv=(1-a")5+ay'Te = (1+ay) 5 (4)

Then, the average length of T, can be obtained by

Ta = T — Ty, and the average number of slots in T4 is 'y = I

Sa’
4.1.3. Vulnerable time and reservation period
Because the contention stations cannot transmit during
Ty and the following reserved period, we consider these
two periods together. A slot inside Ty has two states. The
upcoming reservation period arrives during the last slot,
which is thereby enlarged by Ty plus AIFS. We approximate
that the arrival time of the following reserved period is
uniformly distributed inside the last idle slot in Ty. Thus,
the average duration of the last idle slot is

1

dp :§+TR + AIFS. (5)
All the other slots within Ty are idle slots with the duration
of §. The average duration of Ty is given in (4) and hence
the average number of slots can be estimated by I'y = T—X
Finally, given a slot within the vulnerable time, the proba-
bility to have the duration of § (i.e., not the last one) is
g=""
4.1.4. Generic channel slot

Considering the total number of generic slots during Tg,
the probability for a generic slot to be in the vulnerable
time is
Iy

h= (6)
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In summary, from the viewpoint of the entire channel
time, the generic channel slots have four states: idle slots
within T4 and Ty periods with the duration of § and proba-
bility of a; frame transaction slots within T4 with the dura-
tion of 4 and probability of b; after the frame transaction, if
the incoming reservation period starts within an AIFS, the
transaction slot is combined with the reservation period
and they are regarded as one slot, with the duration of
Ap = A" + Tr + AIFS and probability of bp; and the last idle
slot inside Ty is combined with the following reservation
period as one slot, with the duration of Jp and probability
of ap. The state probabilities are

a=hg+ (1—h)a,

b= (1-h)by,

bp = (1 — h)bap,

ap =h(1-g).
Thus, the average length of a generic slot is
S=adé+apdp +ba + bpAap. (8)

4.1.5. Collision probability

Given that the tagged contention station transmits in a
slot outside the conflict time, collision will happen if any
other stations also transmit in the same slot. For saturated
stations, the probability to transmit in a slot is 7, given in
(1). On the other hand, if the TXOP is obtained within the
vulnerable time, the station has to defer the transmission
according to the conflict avoidance strategy.

Using the backoff strategy, the conflict can be regarded
as a virtual collision with the reserved time periods, which
results in a new backoff stage. Because the probability for a
slot being in the vulnerable time is h given in (6), the over-
all collision probability (including virtual collision) is

P=1-(1-ha-o"" 9)

By solving the Eqgs. (1)-(9) with the numerical method, we
can obtain the mean values of the system variables, such as
P, 7, etc.

For the hold-on strategy, the virtual collision will not
result in a new backoff stage, but the stations will experi-
ence collisions when more than one of them obtain TXOP
within the vulnerable time. In this case, the collision prob-
ability is

P=1-(1-ha -0V —h(1 -7, (10)

Similarly, we can use the numerical method to obtain P
and 7 for the hold-on strategy. Due to the space limitation,
we focus on the backoff strategy in the remainder of this
section.

4.1.6. Average frame service time and station throughput
Because the transmission of a frame experiences
E[B] + E[R] generic slots, the service time is

® = (E[B] + E[R])S. (11)

Since only one frame is (re-)transmitted during a frame
service time on average, the rate to send a new frame is

L. When all the transmissions (up to the specified retry
limit, K) of a frame have failed, the frame will be discarded.
Therefore, the per-station throughput (bps) can be ob-
tained as

L K
¥=50-P), (12)
where Lp is the payload size of a frame in bits.
4.2. PCA with unsaturated stations

Different from the saturated station case, an unsatu-
rated station only contends for channel access when its
buffer is non-empty. The key parameter is the probability
that the station is busy in a selected generic slot, called
busy probability.

4.2.1. Correlated channel access

In the previous work on contention-based MAC, it is as-
sumed that each station is busy independently with certain
probability. However, the assumption for the unsaturated
stations to be busy independently is not valid, as the chan-
nel sensing effort from a station may be blocked by the
ongoing transaction or the reservation period. As a result,
the probability for another station to be busy given that
the tagged station is busy (i.e., the conditional busy proba-
bility), is higher than the probability for another station to
be busy in a randomly selected slot (i.e., unconditional
busy probability).

In this section, we extend the mean value analysis to
the hybrid MAC with unsaturated stations. Because it is
very complicated, if not impossible, to obtain the accurate
conditional busy probability of another station given that
the tagged station is busy, we develop the lower and upper
bounds of the system performance. As shown by the
numerical results, these two bounds are tight and they
converge when the stations become saturated.

4.2.2. Lower bound

Because the probability for another station to be busy
conditioned on that the tagged station is busy is larger
than the unconditional busy probability, we can obtain
the lower-bound of collision probability by using the
unconditional busy probability in a randomly selected slot.
The symbols with the superscript ' represent the lower-
bound parameters.

First, the unconditional busy probability for a station in
a randomly selected slot is

p/:min{w7 1} (13)

where p is the average arrival interval of the frames and &
is the average length of a generic slot for the entire channel
time. In (13), £ gives the average number of generic slots
between two consecutive arrivals. Given the station is
busy, the transmission probability is 7/, same as the satu-
rated case in (1). Thus, an unsaturated station transmits
in a generic slot inside the contention period with proba-
bility p’t’. The probabilities of the three states of a slot
inside T4 are changed to
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az/‘\ = (1 - p/‘c/)Nv
bpp = (1= &) 5%, (14)
by=1-a,-b)p.
In addition, the collision probability is changed to
Pr=1-1-h)1-pt)"". (15)

Following the procedure in Section 4.1, we can obtain the
unsaturated versions of the other equations, which have
the same form as that for the saturated case. Combined to-
gether with (13)-(15), the mean values of all the system
variables can be solved. Finally the frame service time @’
is obtained similarly to that in (11).

Different from the saturated case, the throughput for
unsaturated stations depends on the incoming traffic load.
Here we ignore the limit of MAC buffer size and the packet
drop is caused by exceeding the retry limit only. Since the
lower-bound of collision probability is P, the upper-bound
of station throughput is

P = %" [1 - (P’)"]A (16)

4.2.3. Upper bound

In a network with all stations unsaturated, there must
be some time periods that all stations are non-busy. In
other words, the probability that there is no station busy
should be larger than zero. Therefore, the upper-bound of
the collision probability is obtained by assuming that at
any time moment, there is at least one station being busy.
The symbols with the superscript ” represent the upper-
bound parameters.

Under this hypothesis, the probabilities of the three
states of a slot inside T4 becomes

a; = (-1 - pre)",
bip = (1-a;) 77%, (17)

Ta
"o " "
by =1—aj —byp.

Except the new version of (17), all the other equations have
the same form as that for the lower-bound case in the pre-
vious subsection. For example, the station busy probability
p" and the collision probability P’ can be calculated simi-
larly using (13) and (15), respectively. By solving this
new equation set, we can obtain the mean values of the
system variables.

Note that, the average length of a slot conditioned on
that a station is busy is larger than the average length of
a randomly selected slot. Therefore, S” (obtained by assum-
ing there is at least one station busy) is the upper-bound of
the average length of a generic slot in a network with all
stations unsaturated. Finally, the lower-bound of the sta-
tion throughput can be obtained in a similar way.

4.2.4. Asymptotic property

An unsaturated station can be driven into saturation
when its traffic load increases, or when more channel time
is reserved, which increases the occurrence of conflict (vir-
tual collision) and also the backoff slot duration, such that

the frame service time becomes larger than the arrival
interval.

When the stations in the network become saturated,
the approximation for the lower-bound model (ie., the
busy probability of another station conditioned on that
the tagged station is busy is equal to the unconditional
busy probability) becomes accurate because both probabil-
ities approach 1. On the other hand, with all stations
becoming saturated, the hypothesis for the upper-bound
model that there is always at least one node being busy,
is satisfied. Therefore, the lower-bound and upper-bound
both converge to the analytical results of the saturated
case. In other words, the convergence of the two bounds
indicates that the contention stations become saturated.

5. Performance evaluation

To verify the accuracy of the analysis, extensive simula-
tions have been conducted using a discrete event-driven
simulator. All the numerical results reported here are ob-
tained based on the WiMedia ECMA-368 standard [2]. As
shown in Fig. 1, Ty is the average length of the DRP re-
served periods (for the analysis of PCA, the beacon period
can be regarded as a DRP period), while T is the average
length of the contention-based PCA periods between two
consecutive DRP periods. If there are D DRP periods in
one superframe, we have T = % —Tr, where Tsp =
65,536 s is the superframe length.

The PHY and MAC parameters defined in ECMA-368
standard are listed in Table 1. The PHY layer data rate is
480 Mbps and the payload size of a frame is 1000 bytes.
Since we simulate the transfer of video streams, each pack-
et is encapsulated in IP/UDP/RTP. The overhead of IP, UDP
and RTP are 20, 8 and 12 bytes, respectively.

Note that, in the following figures, the collision proba-
bility of backoff strategy includes both the real collisions
between the PCA transactions and the virtual collisions
with the DRP periods.

5.1. Saturated stations, backoff strategy

For the network setting, we assume that there are N PCA
and N DRP stations. Each DRP station reserves M DRP peri-
ods and each period contains one MAS (256 ps). Thus there
are totally D=NM DRP periods evenly distributed inside
one superframe and T = 256 ps.

For the saturated case, each station is backlogged with
packets to send. Fig. 3 shows the overall collision
probability and the average frame service time, with
N=4 and N =6 flows, respectively, using the backoff con-
flict avoidance strategy. We can see that there is a good
agreement between the analytical and simulation results.

The subfigures indicate how the performance of conten-
tion-based access changes when more channel time is

Table 1

Parameters used for performance evaluation.
AIFS 28 us SIFS 10 ps GT 12 ps
Tpata 319 ps Tack 13.1 ps J 9 us
Torp 256 ps K 7 w, 7
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Fig. 3. Performance vs. M for saturated PCA stations.

reserved (as M increases). In Fig. 3a, we observe a slow in-
crease of the overall collision probability. With larger M,
the DRP periods occur more frequently, which increases
the virtual collision probability. However, due to virtual
collisions, the average CW is larger than that of PCA only
MAC. Then the transmission probability in a given time slot
is reduced and the real collisions among the PCA stations
are actually reduced. Therefore, increasing M does not have
significant impact on the overall collision probability.

However, as shown in Fig. 3b, the service time increases
fast w.r.t. M. This is expected because the presence of DRP
periods enlarges the backoff slots considerably.

5.2. Unsaturated stations, backoff strategy

For the unsaturated case, we assume that the packet ar-
rival events at each PCA station follow a Poisson process
with the average inter-arrival time of x = 1000 ps. The res-
ervations from the N DRP stations are the same as above.

0.8 ‘ ‘ ‘ ; : ‘ ‘
~-A-- Saturated

0.7t/ —+— Simulation |
rrrrrr ©-- Analytical (Upper Bound)

0611 & Analytical (Lower Bound) |

Collision probability (P)

0 ! L ! !

L

0 2 4 6 8

(a) Number of DRP periods per flow (M)

10

12

14

Average Frame Service Time (us)

Fig. 4 shows the collision probability and average service
time, respectively, with N =6 flows. The performances of
saturated case are also plotted for comparison.

When M increases, the collision probability and service
time increase accordingly, similar to the saturated case.
Note that when M < 10, the service time is smaller than
the arrival interval p=1000 ps (as shown in Fig. 4b) and
thus the stations are unsaturated. We can see that the ana-
lytical models can give valid lower and upper bounds.
However, when M > 12, the service time becomes larger
than y, which indicates that the stations have become sat-
urated. Both bounds converge to the results with saturated
station, as expected due to the asymptotic property given
in Section 4.2. Also we can see that the convergence of
the lower and upper-bound models correctly predicts the
transition from unsaturated to saturated status (when u
is smaller than the average frame service time).

Note that for M > 12, although the stations become
saturated, the average frame service time is only slightly

2000 \ ‘ ‘ ‘ ‘ ‘ ‘

.| ,,,,Arrrrs.aturat_ed —
—— Simulation

1600 1| —o-— Analytical (Upper Bound) |

1400l Analytical (Lower Bound)

1200

'\
\
Yl

(b) Number of DRP periods per flow (M)

Fig. 4. Performance vs. M for unsaturated PCA stations.
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Fig. 5. Performance vs. M for two conflict avoidance strategies.

larger than the inter-arrival time u, and there still exist
some moments that a station is idle due to the burstiness
of the traffic. Therefore, the simulation results are slightly
lower than the analytical results for a real saturated station
(which is always busy).

5.3. Comparison of backoff and hold-on strategies

To compare the performance of the two conflict avoid-
ance strategies, we present the simulation results of N=6
and N=10 saturated stations, because the saturation
throughput indicates the limit of the network capacity.
The reservations of the DRP periods are the same as above.

Fig. 5a shows that the collision probability (those colli-
sions resulting in backoff) using the backoff strategy is a
little higher than that of the hold-on strategy. The differ-
ence is because of the following scenario: the tagged sta-
tion obtains TXOP during the vulnerable time Ty.
According to the backoff strategy, a virtual collision hap-
pens definitely and the station invokes a new stage of
backoff. On the other hand, if the hold-on strategy is used,
this station holds on and may successfully transmit in the
slot immediately following the DRP period. In this case (i.e.,
no other station obtains TXOP during Ty), there is no colli-
sion. This scenario is actually presented analytically by
comparing (9) and (10). Obviously, P calculated in (9)
(backoff strategy) is larger than that in (10) (hold-on strat-
egy). However, given the saturated stations, the probability
of this no-collision case for hold-on strategy is quite small.
Consequently, in the hold-on strategy, a TXOP obtained
during Ty will experience a collision after the DRP period
with a high probability. Therefore, the collision probability
for the hold-on strategy is slightly smaller than that of the
backoff strategy.

However, the average frame service time for the backoff
strategy is smaller, as shown in Fig. 5b. This is because,
using the hold-on strategy, each collision results in wasted
channel time of frame transaction 4, but with the backoff
strategy, a virtual collision does not waste additional chan-
nel time.

In addition, with the backoff strategy, if a station ob-
tained TXOP during Ty, it will immediately begin the next
backoff stage. So after DRP, the station may finish backoff
earlier to transmit. But with the hold-on strategy, a station
will delay its transmission until the slot after DRP, where it
also has a high probability to have collision with other PCA
stations. Then, the hold-on strategy may waste the slots in
the vulnerable time for backoff.

Note that, when M increases, the percentage of the vul-
nerable time in the total channel time increases. Hence, the
service time difference of the two strategies becomes lar-
ger. In summary, for saturated stations, the backoff strat-
egy can lead to a higher throughput.

5.4. Simulations of video traffic

In the following, we perform simulations using real vi-
deo traces to compare the performance with the two buf-
fering architectures. The video file we used is MPEG-4
AVC encoded with the average data rate of 4.85 Mbps
and the refresh rate of 30 frames/sec [17].> The maximum
and the average video frame size are 326,905 and 20,209 by-
tes, respectively. The peak data rate of Group of Picture
(GoP) in this file is 22.007 Mbps. There are N video streams
and each stream reserves M DRP periods (one MAS per DRP
period) in one superframe. Using burst transmission and
block acknowledgment as shown in Fig. 1 and according to
the ECMA-368 standard, an MAS can accommodate at most
six video packets (with payload size of 1040 bytes including
RTP, UDP, and IP headers) in our simulation. Therefore, the
size of the R-Buffer in the dual-buffer architecture is six
packets, while the sizes of the C-Buffer and the single-buffer
are large enough to avoid packet loss due to overflow.

Because, as mentioned in Section 2.1, the compressed
video traffic may be much more bursty than Poisson traffic,
the collision probability and the frame service time are ex-
pected to be higher than those of Poisson traffic. Therefore,

3 The video trace is downloaded from http://trace.eas.asu.edu/h264/
mars/.
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we use the upper-bound analytical model for unsaturated
PCA station to estimate the performance during contention
periods. Note that in the analytical model, the packets from
PCA stations go through the channel only by PCA channel
access. But using the proposed approach, the same flow
can use both PCA and DRP to transmit packets. Thus, some
packets may be transmitted in both PCA periods and DRP
periods (e.g., a packet is performing backoff in the PCA per-
iod. The DRP period owned by the station arrives and the
packet is delivered by DRP immediately). We call the pack-
ets which have performed backoff procedure during PCA
periods (no matter if it is finally delivered by PCA or
DRP) PCA packets. The performance of these PCA packets,
as shown in Fig. 6, is critical for supporting data and multi-
media traffic in wireless networks.

First of all, by using the hybrid approach, with the in-
crease of the number of MASs reserved by DRP in the
superframes, M, more video packets are delivered by DRP
and the traffic for PCA is reduced. The arrival interval (u)
for PCA packets with single-buffer is plotted in Fig. 6b.
The consistent increase of y indicates that the arrival rate
of PCA packets is reduced, which is helpful to reduce the
contention level during PCA periods. This is the first advan-
tage of the hybrid approach. The analytical results plotted
in the figures are calculated by plugging the new arrival
interval into the upper-bound analytical model (which is
presented in Section 4.2).

We examine the performance of single-buffer first. In
Fig. 6a, the collision probability keeps increasing, which
is because more DRP reservation periods results in more
virtual collisions and also enlarge the service time of the
frame. Longer service time leads to the increase of both
real and virtual collisions again. Another point is that the
simulation results of the video trace are larger than the
analytical upper-bound. The upper-bound can work well
for Poisson traffic, as shown in previous figures. But the
H.264 compressed video flow is highly bursty, which re-
sults in higher collision probability.

Fig. 6b shows the average service time of PCA packets.
When M < 6, the simulation results of video trace are lar-

— * — Analytical (Through PCA)
—o— Simulation (Single-Buffer)
—4— Simulation (Dual-Buffer)

081

Collision probability (P)

0 2 4 6 8 1‘0 1‘2 1;1 16
(a) Number of DRP periods per flow (M)

Service time (us)

ger than the analytical results for Poisson traffic. This is
due to the burstiness of the video flow, similar to the case
in collision probability. However, when M > 8, the analyt-
ical results increase rapidly, because more DRP periods in-
crease the backoff slots significantly, as discussed above.
But the service time of the video flow using hybrid ap-
proach does not increase much, which is, in particular, is
much smaller than the analytical results (for a flow that
can only go through PCA) when M is large, as indicated
by the arrow 1 in the figure. The reason is as follows: by
using hybrid approach, a PCA packet may be delivered by
DRP. Thus, although the collision probability is high (as
shown in Fig. 6a), the backoff procedure is terminated
and the service time is much shorter than that if delivered
by PCA. This indicates the second advantage of the hybrid
approach. It is known that, when the traffic load is high,
the throughput of contention-based MAC decreases dra-
matically due to too many collisions and long backoff time.
Using the hybrid approach, appropriate reservation can
help to reduce the contention among the stations, and it
provides an efficient way to finish the backoff procedure
earlier and increase the channel time utilization.

Now we examine the performance of dual-buffer. It can
be seen that the collision probability and service time are
further reduced, e.g., as indicated by arrow 2 in Fig. 6b. This
is expected because dual-buffer can make much higher
utilization of the reservation by storing packets in the
R-Buffer. So the arrival rate of PCA packets is further
reduced.

It is also noticed that the collision probability and ser-
vice time decrease first and then increase after M = 6. This
is because when M is small, the number of packets which
arrive between the station’s two DRP periods is large
enough to fill the R-Buffer and thus, the reservation is fully
utilized and the PCA packet rate is efficiently reduced.
Although more DRP periods increase the virtual collision
and backoff time, the decrease on the traffic load is more
significant. So the P and & can be reduced w.r.t the in-
crease of M. However, when M is large, the R-Buffer is
flushed out too frequently and there are no more packets

3000 T T T T r
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Fig. 6. Performance vs. M for video streaming.
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to transmit during the DRP periods. Since the utilization of
reservation time is reduced and the effect to enlarge the
collision probability and service time becomes more signif-
icant, the performance degrades. In this network setting,
M = 6 provides the optimal reservation strategy.

6. Conclusion

The main contributions of the paper are of four-fold.
First, an accurate analytical model for contention access
of saturated stations influenced by the reservation periods
has been presented and validated. Second, for the unsatu-
rated case, we have developed tight lower and upper
bounds which converge when the stations become satu-
rated. Third, for reservation and contention interleaved
wireless systems, we have proposed two conflict avoidance
strategies. Simulation results show that the backoff strat-
egy can achieve a higher throughput when the number of
reserved periods in each superframe is large. Last, for uti-
lizing both the reservation and contention access periods,
two buffering architectures have been proposed. The per-
formance of transferring MPEG-4 video streams using the
proposed hybrid approach with the two buffering architec-
tures has been evaluated. The dual-buffer can provide a
considerably better performance, thanks to the higher res-
ervation utilization and lower contention level.

To efficiently utilize premium wireless resources and
support QoS for multimedia applications, resource alloca-
tion schemes are required to be more intelligent and con-
tent-aware. As many wireless standards adopt the
interleaved reservation and contention MAC protocols,
the hybrid MAC approach reported in this paper is antici-
pated to be a key enabling technology to bridge the gap.
There are many open issues beckoning for further research.
For instance, how to optimize the reservation duration and
pattern, considering heterogeneous data and multimedia
traffic; how to make the tradeoff of hard and soft reserva-
tion to further improve the network efficiency; how to fine
tune the contention access protocols at the presence of fre-
quent reservation periods; how to flexibly utilize the hy-
brid MAC approach to deal with channel fading and
interference, etc.
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