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Abstract—We first extend the definition of the secrecy outage probability to wireless systems with adaptive transmission rates and secrecy rates. Then we consider a scheduling problem in the aforementioned system, jointly considering the reliability, security and stability, where the scheduler tries to allocate wireless resources to the legitimate users, stabilize the system and minimize the secrecy outage probability. Stochastic network optimization framework is used to decompose the problem and an online algorithm is proposed. We further consider a related problem, discuss the optimal solution and show that the proposed algorithm cannot lead to optimal solution in some scenarios. By comparing the offline algorithm with our first algorithm, we further propose a second refined online algorithm which is an optimal one. Extensive simulations are conducted to show the impact of the information arrival rate and the channel conditions on the system secrecy outage probability. These observations provide important insights and guidelines for the design and resource management of future wireless networks using secure communication technologies.

I. INTRODUCTION

In a wireless system, there are several aspects that affect the system performance, such as capacity, reliability and security. Traditionally, security is a high-layer issue, and is designed independently of the network protocol. But this approach may have some drawbacks. For instance, an application-layer solution may require a higher computational complexity that may not be desirable for energy-limited devices such as smart phones. Recently, physical-layer security became an attractive research area, since it can provide different kinds of security solutions in wireless systems, by exploring the physical-layer features such as channel conditions that are traditionally overlooked.

Physical-layer security in wireless systems has been widely discussed from different aspects [2]. For instance, due to the unique randomness of the channel, the channel information can be used to generate a secret key in a wireless network, which was discussed in [5]–[7]. The uniqueness feature can also be used as the link signature for authentication as discussed in [8]–[10]. The spread spectrum communication has been revisited as a physical-layer security approach in [11], [12]. Cooperative jamming and artificial noise were used to improve the secrecy capacity region as discussed in [13], [14].

Although these designed security schemes utilized the uniqueness of the physical-layer information, most of them were designed from a traditional security viewpoint. In this paper, we adopt a more fundamental treatment towards the security issue, i.e., from the information-theoretical security viewpoint towards the confidentiality issue in multiuser wireless systems.

Specifically, the scheduling problem in a multi-user wireless system with one eavesdropper is studied. The traditional approach tries to maximize the ergodic achievable rate of the system (e.g., [15], [16]), which captures the fundamental capacity limits under perfect secrecy, but may exhibit a large delay due to the inherent requirement of the coding scheme for the perfect secrecy over a fading channel. Different from the above, we consider minimizing the secrecy outage probability of the system, which is a coding-delay-limited metric that is of practical interests. Besides, we further consider the queue stability issue which is often ignored to maximize the ergodic achievable rate [15], [16]. Therefore, the scheduling problem is formulated as an optimization problem minimizing the system secrecy outage probability (security issue) and subject to the constraints that the queues in the system should be stable (stability issue) and the transmission rate does not exceed the capacity region (reliability issue).

Little work that considering these three aspects jointly has been done. The research on this issue began with the assumption that the eavesdroppers’ channel state information (CSI) at the symbol level (full instantaneous CSI) can be obtained by the BS, such as [21]–[25]. Considering the practical difficulty, [26] relaxed the assumption on the instantaneous CSI in a single legitimate receiver case. In [27], the authors further relaxed the instantaneous CSI assumption in a multiple legitimate receivers case. However, how to deal with multiple legitimate receivers still needs further investigation. In our work, we design a scalable scheduling algorithm with a weak assumption that only the distribution of the CSI of the eavesdropper is known by the BS, which is more practical.

The contributions of this work are four-fold. First we have extended the definition of the secrecy outage probability to wireless systems with channel-adaptive transmission. Second, we have proposed two online algorithms for the aforementioned scheduling problem, and showed that directly applying the stochastic network optimization framework cannot yield an optimal solution and some modifications should be done. Third, we have discussed a related offline problem, and proposed an optimal offline algorithm which motivates us to design the optimal online algorithm. Fourth, we have elaborated the impact of the information arrival rate and the channel conditions on the system secrecy outage probability.

Part of the results has been presented at IEEE Infocom 2014 [1].
through extensive simulations.

The rest of this paper is organized as follows. The preliminaries about physical-layer security and the related work are presented in Section II. System models are introduced in Section III. Secrecy outage probability is revisited and the problem is formulated in Section IV. Online and offline algorithms are discussed in Section V. In Section VI, a case study of the proposed algorithms is presented, followed by the evaluation in Section VII. We conclude the paper in Section VIII.

II. PRELIMINARIES AND RELATED WORK

A. Physical-Layer Security

Security is an important issue in communications, which typically includes confidentiality, integrity, authentication, and nonrepudiation. The confidentiality guarantees that the legitimate receivers can obtain the information, while eavesdroppers are unable to understand the information. Traditionally, confidentiality is achieved by cryptographic techniques, which are based on the computational complexity theory and key distribution techniques. While for a wireless network, due to the broadcast nature of the wireless medium, the secret key distribution becomes a difficult problem [17]. The information-theoretical security, one branch of the physical-layer security, aims to provide an alternative solution to the confidentiality, and treats the secrecy communication from an information entropy point of view.

Typically, the eavesdropping in a wireless network can be captured by a wire-tap channel as shown in Fig. 1. Alice has a message $W$ intended to transmit to a legitimate receiver Bob. The message $W$ is mapped to the codeword $X$ by a physical-layer security encoder, which jointly considers the security and reliability. Then $X$ is transmitted to Bob through a wireless channel. Due to the broadcast nature of the channel, both Bob and the eavesdropper Eva can observe the corrupted messages, $Y$ and $Z$. The decoder in Bob maps the received $Y$ to an estimated message $W'$. The purpose of the encoder and decoder is to ensure that the estimated message is the same as the original one, i.e., $W' = W$, and the corrupted message $Z$ received by Eva contains no information about $W$.

In a more practical scenario, if the channel is an AWGN channel, i.e., $X$ is corrupted by an additive white Gaussian noise, the secrecy capacity of such a system is [18]

$$C_s = [C_Y - C_Z]^+,$$

where $C_Y$ and $C_Z$ are the capacity of the Bob’s channel $X \rightarrow Y$ and Eva’s channel $X \rightarrow Z$, respectively.

This result suggests that a perfect secrecy can be achieved if the entropy of the original message $W$ is no greater than the secrecy capacity, i.e., $H(W) \leq C_s$. Otherwise, part of $W$ can be decoded from $Z$.

B. Related Work

Scheduling and resource allocation in a secure wireless communication system has been widely discussed in the literature. However, most of the works took a traditional information-theoretical perspective, i.e., quantifying the capacity region under different network settings. These works tried to solve an optimization problem, implicitly or explicitly, based on the assumption that the system is saturated and each user in the system always has data to transmit. For instance, the secrecy capacity region of a wire-tap channel is discussed in [19]; that of a Gaussian wire-tap channel in [18]; that of a fading channel in [15]; that of a fading broadcast channel in [16]; that of a MIMO broadcast channel in [20]. All these works considered the reliability and security issue in communications, and ignored the stability issue which is typically treated in the higher layers. However, the stability is of equal importance with reliability and security, since it further determines whether a practical system can work properly and desirably over a sufficiently long time period.

There is little work considering these three aspects jointly. In [32], the authors investigated the opportunistic scheduling in a mixed radio frequency/free space optical network where the objective is the trade-off between security and reliability. In [22], the authors studied how to transmit confidential messages to users in a fast-fading broadcast wireless network, subject to three constraints: the reliability constraint that the message can be perfectly decoded, the security constraint that the message is perfectly secured and the stability constraint that the system is queue-length stable. An achievable secrecy rate region was obtained and a max-weight type of scheduling algorithm along with the optimal power control policy was designed so to satisfy these three requirements. A similar work was reported in [23], where the achievable secret rate region was obtained by using opportunistic scheduling. In [21] the authors studied the queue length stability through the effective bandwidth method and proposed a power allocation algorithm to achieve the effective secure throughput region. In [24], a secure communication system was designed to achieve a constant transmission rate. In this design, the developed scheme sends the key with the data when the system is perfectly secured, and uses the key to protect the data when the system is subject to a secrecy outage. A power control scheme has also been designed to maximize the transmission rate. A work similar to [24] was reported in [25] where a different objective is used. All the above works assumed that the instantaneous CSI of the eavesdropper should be known by BS.

Considering the practical difficulty of the above assumption, in [26], the power allocation problem of a secure wireless communication system in the presence of statistical queueing constraints was studied. The effective secure throughput region was obtained through an effective capacity method, and a power allocation scheme that achieves such a region has been obtained. The obtained scheme implicitly considers the
stability issue of the system, since a queue constraint is employed. However, considering a single legitimate receiver, the scheme is not scalable to a multi-legitimate-receiver case, which motivates this work. In [27], a scheduling algorithm was proposed to maximize the weighted-sum-rate with constraints that the queue should be stable and the secrecy outage probability proposed in [4] should meet certain constraints. However, the secrecy outage probability in [27] is actually the upper bound, as it also includes the secrecy outage probability for users that are not scheduled to transmit.

III. SYSTEM MODELS

We consider the downlink of a wireless network, with one base station (BS), $N$ independent legitimate receivers and one eavesdropper. The multiple eavesdrover case can be easily extended as discussed in [1]. There are confidential data that arrive at the BS and need to be transmitted to the legitimate receivers through a shared wireless fading channel. In order to protect the data against the eavesdropper, the data have been encoded using the physical-layer security technology before transmission. The system is a time-slotted one. Without loss of generality, we further assume that the slot length is 1 second. The system model is shown in Fig. 2.

A. Queueing Model

We assume that the data packets arrive at the end of each time slot and are queued in an infinite-size virtual buffer reserved for each legitimate user. The amount of the data arriving in time slot $t$ for user $i$, $a_i(t)$, is a random variable with finite moments and cannot be transmitted until slot $t + 1$. The average arrival rate is $\lambda_i$. Assume that the amount of the data of user $i$ being transmitted in the same time slot to the physical-layer security encoder is $s_i(t)$. The queue dynamic is as follows

$$Q_i(t + 1) = Q_i(t) - s_i(t) + a_i(t),$$

where $Q_i(t)$ is the amount of the data buffered in queue $i$ in time slot $t$, and $s_i(t) \leq Q_i(t)$ since the transmitted data size cannot be larger than the buffered data size.

B. Physical-Layer Security Encoder

The encoder uses Wyner’s encoding scheme [19] to encode the input data $s_i(t)$, and the output data size is $r_i(t)$, which should be equal to the available channel resource that is allocated to user $i$ in time slot $t$. The output data size should be no less than the input data size, i.e., $r_i(t) \geq s_i(t)$, and the difference $r_i(t) - s_i(t)$ quantifies the ability to secure against the eavesdropper.

C. Channel Model

The output data from the physical-layer security encoder have been directly sent through a wireless channel. For any time slot $t$, the received signals by legitimate receiver $i$, denoted by $y_i(t)$, and by the eavesdropper, denoted by $y_e(t)$, are given by, respectively

$$y_i(t) = g_i(t)x_i(t) + w_i(t),$$

$$y_e(t) = g_e(t)x_i(t) + w_e(t),$$

where $g_i(t)$ and $g_e(t)$ are the complex fading coefficients from the BS to the legitimate receiver $i$ and the eavesdropper, respectively. $w_i(t)$ and $w_e(t)$ represent the independent and identically distributed (i.i.d.) additive Gaussian noise with unit variance at the legitimate receiver $i$ and the eavesdropper, respectively. Therefore, the channel gains from the BS to the legitimate receiver $i$ and the eavesdropper are $\gamma_i(t) = |g_i(t)|^2$ and $\gamma_e(t) = |g_e(t)|^2$, respectively.

Furthermore, we assume that the channel of each user is independent and each channel experiences a block fading, i.e., the channel gain remains constant during each time slot and changes independently across time slots. The fading process is assumed to be ergodic and the distribution is bounded. The duration of each time slot is long enough and Wyner’s encoding scheme can be performed within each time slot.

The BS can obtain the instantaneous CSI of the legitimate receivers in each time slot, but can only know the distribution of the channel fading between the BS and the eavesdropper. As a result, $\{\gamma_i(\cdot)\}$ are i.i.d. random variables1 and $\{\gamma_e(\cdot)\}$ are known by the BS.

Assume that in each time slot, only one user can transmit its data, but the user does not necessarily use all the time portion in one slot. The resource allocated to user $i$ in time slot $t$ used for transmission is $r_i(t)$ satisfying

$$r_i(t) \leq \tau_i(t) \log(1 + p(t)\gamma_i(t)),$$

where $p(t)$ is the allocated power in time slot $t$ and $\tau_i(t)$ is the time portion used for transmission. Note that $\tau_i(t) \leq 1$, so the above equation guarantees the reliable communication between legitimate users and the BS. We further assume that the system is subject to a peak power constraint in each time slot, i.e., $p(t) \leq 1$ and we assume that the maximal power is one unit.

IV. SECRECY OUTAGE PROBABILITY REVISITED AND PROBLEM FORMULATION

Since the BS does not know the instantaneous CSI of the eavesdropper’s channel, it is inevitable that secrecy outage happens. In this section we first revisit the secrecy outage probability defined in the literature for a single-user wireless system with a constant transmission rate, and discuss how the existing definition can be extended to a single-user wireless system with channel-adaptive transmission rate.

For the system illustrated in Fig. 1, in the literature, there are two distinct definitions of secrecy outage probability. In

1 $\{\gamma_e(\cdot)\}$ can be degraded to a constant if the channel between the BS and the eavesdropper is an AWGN channel.
[3], the secrecy outage event is defined as $O(s) := \{C_e < s\}$, where $s$ is the target secrecy rate from Alice to Bob. The secrecy outage probability is defined as

$$ P_{\text{out}} = \mathbb{P}(C_e < s). $$

As pointed out in [4], such a definition of the secrecy outage event does not distinguish between reliability and security, therefore may not be a desirable design metric here.

In [4], the author designed an alternative secrecy outage probability, which is a conditional probability as

$$ P_{\text{out}} = \mathbb{P}(C_e > r - s | \text{message transmission}), $$

where $r$ is the transmission rate from Alice to Bob, and $C_e$ is the channel capacity from Alice to Eva.

In practice, if Alice can observe Bob’s channel and obtain the channel state information, then Alice can adaptively choose $s$ to minimize the secrecy outage probability. Also, in a modern time-slotted wireless communication system, the data are transmitted block-by-block.

Consequently the secrecy outage probability in time slot $t$ can be obtained as

$$ P_{\text{out}}(t) = \mathbb{P}(C_e(t) > r(t) - s(t) | \text{message transmission}). \quad (1) $$

Since the message transmission means $s(t) > 0$, and we further have

$$ C_e(t) = \tau(t) \log(1 + p(t) \gamma_e(t)), \quad r(t) = \tau(t) \log(1 + p(t) \gamma(t)), $$

where $p(t)$ and $\tau(t)$ is the power and time portion allocated to the user, so (1) can be further presented as

$$ P_{\text{out}}(t) = 1 - \frac{1}{F}\left(\frac{(1 + p(t) \gamma(t)) \exp(-\frac{s(t)}{\tau(t)}) - 1}{p(t)}\right), \quad (2) $$

for $s(t) > 0$, where $F$ is the cumulative distribution function (CDF) of $\gamma_e^2$, and $P_{\text{out}}(t)$ is not defined for $s(t) = 0$.

When the secrecy outage happens, the information will be leaked to Eva. In order to quantify how much information is leaked, we define the bit-level secrecy outage probability as follows:

$$ \bar{P}_{\text{out}} = \lim_{T \to \infty} \frac{\sum_{t=1}^{T} s(t) P_{\text{out}}(t)}{\sum_{t=1}^{T} s(t)}. \quad (3) $$

Note that due to the special structure of (3), when obtaining $\bar{P}_{\text{out}}$, the defined domain of (2) is relaxed to $s(t) \in [0, +\infty)$.

**Problem Formulation**

We are interested in a best-effort security solution, since the secrecy outage may be inevitable without the knowledge of eavesdropper’s instantaneous CSI information.

In each time slot, the scheduler determines how much data ($s_i(t)$) should be fetched from the queue and sent to the encoder, and determines how to protect the data by choosing an appropriate output data size of the encoder ($r_i(t)$). Meanwhile, the system should be stabilized if possible, i.e., queues in the system should be stable and the average queue length over time is bounded.

In order to achieve a high level of secrecy, we need to minimize the secrecy outage probability of the system, which is defined as the average weighted secrecy outage probability of each user, i.e.,

$$ \sum_{i} w_i \lambda_i \bar{P}_{\text{out}}^i(t), $$

where $w_i \lambda_i N$ is the weight assigned to user $i$, $w_i$ is the weighting parameter, and

$$ \bar{P}_{\text{out}}^i(t) = \lim_{T \to \infty} \frac{\sum_{t=1}^{T} I_i(t) s_i(t) P_{\text{out}}(t)}{\sum_{t=1}^{T} I_i(t) s_i(t)}, \quad (4a) $$

$$ I_i(t) \in \{0, 1\} \text{ indicates which user is selected in time slot } t \text{ for transmission, and satisfies } \sum I_i(t) \leq 1. $$

Therefore, the scheduling problem can be formulated as:

$$ \min_{\tau, s, I, p} \sum_{i} w_i \lambda_i I_i^\tau_{\text{out}}(t) \quad (4b) $$

$$ \text{s.t.} \quad Q_i \text{ is stable,} \quad (4c) $$

$$ s_i(t) \leq \tau_i(t) \log(1 + p(t) \gamma_i(t)), \quad (4d) $$

$$ s_i(t) \leq Q_i(t), \quad (4e) $$

$$ \tau_i(t) \leq 1, \sum I_i(t) \leq 1, I_i(t) \in \{0, 1\}, \quad (4f) $$

$$ p(t) \leq 1. \quad (4f) $$

Because $\forall i$, $Q_i$ is stable and every user achieves the rate stability, we have $\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} I_i(t) s_i(t) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} a_i(t) = \lambda_i$, and the objective function can be simplified as

$$ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{w_i I_i(t) s_i(t) P_{\text{out}}^i(t)}{T} = \frac{1}{T} \frac{1}{T} \sum_{t=1}^{T} \left(1 + p(t) \gamma_i(t)\right) \exp\left(-\frac{\lambda_i}{\gamma_i(t)}\right) - 1 \right), \quad (5) $$

$$ \sum_{i} w_i I_i(t) s_i(t) \quad (5) $$

Because $((1 + p(t) \gamma_i(t)) \exp(-s_i(t)/\tau_i(t) - 1)/p(t)$ is a monotonically increasing function of $p(t)$, and the CDF function $F$ is a monotonically increasing function, (5) is minimized when $p(t)$ is maximized, which suggests $p^*(t) = 1$.

Define $R_i^\tau(t) = s_i(t)(1 - I_i^\tau_{\text{out}}(t))$ as the secure transmission rate of user $i$ in time slot $t$, so minimizing (5) is equivalent to solving the following weighted-sum secure transmission rate maximization (WSSTRM) problem

$$ \max_{\tau(t), s(t), I(t)} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} w_i I_i(t) R_i^\tau(t) \quad (6a) $$

$$ \text{s.t.} \quad Q_i \text{ is stable,} \quad (6b) $$

$$ s_i(t) \leq \min(\tau_i(t) \log(1 + \gamma_i(t)), Q_i(t)), \quad (6c) $$

$$ \tau_i(t) \leq 1, \sum I_i(t) \leq 1, I_i(t) \in \{0, 1\}. \quad (6d) $$
V. Weighted-Sum Secure Transmission Rate Maximization

A. Online Algorithm

According to the stochastic network optimization theory [28], in order to stabilize the system, we can minimize the Quadratic-Lyapunov-drift bound. If the drift bound satisfies certain conditions, then with the drift-bound-minimizing method, the system is stable.

Define the quadratic Lyapunov function of the system as

\[ L(Q(t)) = \frac{1}{2} \sum_i Q_i(t)^2, \]

then the one-slot conditional Lyapunov drift is

\[ \Delta(Q(t)) = \mathbb{E}[L(Q(t+1)) - L(Q(t)) | Q(t)]. \]

After calculation, we have

\[ \Delta(Q(t)) \leq \mathbb{E}[\sum_i \frac{a_i(t)^2 + s_i(t)^2}{2} + Q_i(t)(a_i(t) - s_i(t))] | Q(t)]. \]

If the RHS of the above inequality is minimized, which can be achieved by maximizing \( \sum_i Q_i(t) s_i(t) \) in each time slot, we have

\[ \Delta(Q(t)) \leq B - c \sum_i Q_i(t), \]

where \( c \geq 0 \) is a constant and \( B \) is a constant that satisfies

\[ B > \mathbb{E}[\sum_i \frac{a_i(t)^2 + s_i(t)^2}{2}] | Q(t)]. \]

Then, based on Theorem 4.1 in [28], the system is stable.

By treating problem (6) as a multi-objective (maximizing secure transmission and stabilizing queues) problem and using the linear scalarization of the two objectives (which is equivalent to the drift-plus-penalty method in [28]), problem (6) is solved by solving the following online problem in each time slot

\[
\begin{aligned}
\max_{\tau \in \mathcal{I}} & \quad \sum_i I_i Q_i s_i + V w_i I_i R_i^\tau \\
\text{s.t.} & \quad \forall i, s_i \leq \min(\tau_i \log(1 + \gamma_i), Q_i), \\
& \quad \tau_i \leq 1, \sum_i I_i \leq 1, I_i \in \{0, 1\},
\end{aligned}
\]  

(7a)

where \( V \) is a weight assigned to the secure transmission rate, which is used to show the importance of such an objective. For presentation simplicity, the time slot index \( t \) is omitted.

Note that the method used here is often referred to as the drift-plus-penalty method, and the optimality can be guaranteed according to [28]. However, in the system under consideration, due to the subtle difference between the queuing model presented in Sec. III and [28], the optimality cannot be guaranteed under some circumstances, which will be discussed later. But by using the stochastic network optimization to decompose the problem, it is possible to obtain an online algorithm without the detailed knowledge of the channel information, which is of practical interest.

Algorithm WSSTRM: Define \( k_i = s_i/\tau_i, g_i(k_i) = (1 + \gamma_i) \exp(-k_i) - 1 \) and \( U_i(k_i) = Q_i k_i + V w_i k_i F(g_i(k_i)) \). Problem (7) can be reformulated as

\[
\begin{aligned}
\max_{\tau_i \in \mathcal{I}} & \quad \sum_i \tau_i I_i U_i(k_i) \\
\text{s.t.} & \quad \forall i, k_i \leq \log(1 + \gamma_i), k_i \tau_i \leq Q_i, \\
& \quad \tau_i \leq 1, \sum_i I_i \leq 1, I_i \in \{0, 1\}.
\end{aligned}
\]  

(8a)

Note that for the above problem, we need to solve the following problem for each user \( i \).

\[
\max_{\tau_i, k_i} \quad \tau_i U_i(k_i) \\
\text{s.t.} & \quad k_i \leq \log(1 + \gamma_i), k_i \tau_i \leq Q_i, \\
& \quad k_i \leq \log(1 + \gamma_i), \tau_i \leq 1.
\]

If \( Q_i \geq \log(1 + \gamma_i) \), then the problem is equivalent to

\[
\max_{\tau_i, k_i} \quad \tau_i U_i(k_i) \\
\text{s.t.} & \quad k_i \tau_i = Q_i, 1 \geq \tau_i \geq Q_i/\log(1 + \gamma_i),
\]

which is further equivalent to

\[
\max_{\tau, k} \quad F(g_i(Q_i/\tau)) \\
\text{s.t.} & \quad 1 \geq \tau_i \geq Q_i/\log(1 + \gamma_i).
\]

Because \( F(g_i(Q_i/\tau)) \) is an increasing function of \( \tau_i \), so that the problem is solved when \( \tau_i = 1 \).

In summary, problem (8) is solved by selecting user \( i^* \) to transmit, where

\[
i^* \in \arg \max_i U_i^*(k_i^*),
\]

and

\[
U_i^*(k_i^*) = \max_{k_i \leq \min(Q_i, \log(1 + \gamma_i))} U_i(k_i).
\]

The portion of time user \( i^* \) used is \( \tau_i^* = 1 \).

\( U_i^*(k_i^*) \) is obtained by solving (13) which might not be a convex problem, since the convexity depends on function \( F \) and is generally unknown. But since (13) is a one-dimensional problem in a closed set, the optimum solution can be obtained by one-dimensional line search algorithms [29].

However, in order to perform the line search algorithm efficiently, it is important to know the trend of \( U_i(k_i) \), which is critical to the choice of the initial point and when the algorithm should stop once a local optimum is found.

Define \( F(k_i) = F(g_i(k_i)) \), and \( G(k_i) = k_i \hat{F}(k_i) \). Taking derivative of \( k_i \), we have

\[
G'(k_i) = k_i \hat{F}'(k_i) + \hat{F}(k_i),
\]

\[
G''(k_i) = k_i \hat{F}''(k_i) + 2 \hat{F}'(k_i),
\]

\[
g_i'(k_i) = -1 - g_i(k_i),
\]

\[
g_i''(k_i) = g_i(k_i) + 1,
\]

\[
\hat{F}'(k_i) = (g_i(k_i) + 1)^2 (F''(g_i(k_i)) + \frac{\hat{F}''(g_i(k_i))}{g_i(k_i) + 1}).
\]
Typically, for a wireless channel, the distribution of the SNR has the following property: when $\gamma < \gamma_1$, $F''(\gamma) > 0$; when $\gamma > \gamma_1$, $F''(\gamma) < 0$, where $\gamma_1$ is an SNR threshold. As a result, $F'(g_t(k_i)) < 0$ when $k_i < k^{\text{f}2}_i$, $F''(g_t(k_i)) > 0$ when $k_i > k^{\text{f}1}_i$. Since $F'(g_t(k_i)) > 0$ always holds, we have when $k_i < k^{\text{f}2}_i$, $F''(k_i) < 0$; when $k_i > k^{\text{f}2}_i$, $F''(k_i) > 0$.

Note that $F''(k_i) < 0$, so if $F''(k_i) < 0$, then $G''(k_i) < 0$. If $F''(k_i) > 0$, then for $k_i < k^{\text{f}3}_i$, $G''(k_i) < 0$, and for $k_i > k^{\text{f}3}_i$, $G''(k_i) > 0$. In summary, we have that $G'(k_i)$ first decreases and then possibly increases. Since $G'(0) > 0$ and $G'(\log(1 + \lambda_i)) < 0$, so $G'(k_i)$ decreases from a positive value to a negative value, and possibly will increase to another negative value. So $G(k_i)$ should be first increasing and then decreasing, the local maximum of $G(k_i)$ is the global maximum, and near the local maximum, $G(k_i)$ is concave.

Since $U_i(k_i) = Q_i k_i + V wiG(k_i)$, $U_i(k_i)$ only has three possible trends. First is that $U_i(k_i)$ first increases and then decreases. Second is that it always increases. Third is that it has an increase-decrease-increase trend.

Based on the above observation, (13) can be solved by finding the first local maximum starting from 0, and comparing it with the boundary value to choose the larger one.

### B. Alternative Relaxed Offline Problem and Optimal Solution

After some manipulation we have $R^*_i|_{\tau_i=1} = G(k_i)$. So, $R^*_i|_{\tau_i=1}$ first increases and then decreases, and near the maximum of $R^*_i|_{\tau_i=1}$ it is concave. Although this cannot guarantee the objective is concave, as the local maximum of $R^*_i|_{\tau_i=1}$ is also the global maximum, by solving the following relaxed problem, it yields the maximum secure transmission in the long term.

The relaxed problem is as follows

$$\max_{\tau, u} \sum_i w_i E[R^*_i(\gamma) I_i(\gamma)]$$

s.t. $s_i(\gamma) \leq \tau_i(\gamma) \log(1 + \gamma_i), \quad \sum_i \tau_i(\gamma) = \lambda_i, \quad \sum_i I_i(\gamma) \leq 1, \quad I_i(\gamma) \in \{0, 1\}$

where $\gamma$ is the instantaneous channel gain vector. The partially augmented Lagrangian dual problem is

$$\max_u \min_{\tau} \sum_i w_i E[I_i(\gamma)(u_i R^*_i(\gamma) + u_i s_i(\gamma))] - u_i \lambda_i$$

s.t. $s_i(\gamma) \leq \tau_i(\gamma) \log(1 + \gamma_i), \tau_i(\gamma) \leq 1, \sum_i \tau_i(\gamma) = \lambda_i, \sum_i I_i(\gamma) \leq 1, I_i(\gamma) \in \{0, 1\}$

Using the primal decomposition, and denoting $k_i(\gamma) = s_i(\gamma)/\tau_i(\gamma)$, for each $\gamma$, we need to solve the following problem

$$\max_{\tau, k_i} \sum_i I_i(\gamma) \tau_i(\gamma) k_i(\gamma)(u_i + \lambda_i)$$

s.t. $k_i(\gamma) \leq \log(1 + \gamma_i), \tau_i(\gamma) \leq 1, \sum_i I_i(\gamma) \leq 1, I_i(\gamma) \in \{0, 1\}$

The optimal solution to the above problem is selecting user $i^*(\gamma)$ and using all the time portion for transmission $(r^* i^*(\gamma) \leq 1)$, such that $i^*(\gamma) = \arg \max_i \tilde{U}_i (k_i(\gamma))$, where

$$\tilde{U}_i (k_i(\gamma)) = \max_{k_i(\gamma) \leq \log(1 + \gamma_i)} \tilde{U}_i (k_i(\gamma))$$

and

$$\tilde{U}_i (k_i(\gamma)) = k_i(\gamma) (w_i F((1 + \gamma_i) e^{-k_i(\gamma) - 1}) + u_i)$$

Since $k^*_i(\gamma)$ should further satisfy

$$E[k_i^*(\gamma) | i = i^*(\gamma)] = \lambda_i,$$

and $k^*_i(\gamma)$ is a function of $u_i$, as a result we can obtain $u_i^*$. A typical algorithm to obtain $u_i^*$ is the gradient descent method, and $u_i$ is updated based on

$$u_i^{(t+1)} = u_i^{(t)} - \epsilon^{(t)} (E[k_i^{(t)} (\gamma) r_i^{(t)} (\gamma)] - \lambda_i),$$

where $\epsilon^{(t)}$ is a step sequence and square summable [29], and $k_i^{(t)} (\gamma)$ and $r_i^{(t)} (\gamma)$ are the solutions of step $t$.

### Discussion

Noting that $u_i^*$ can be any value as long as $u_i^* + w_i > 0$, this results that the solution to (17) is not necessarily always positive. For some $\gamma$ and $u$, $k^*_i(\gamma) = 0$, which means that the user should not transmit in order to achieve a better secure transmission rate in the long term. However, the online algorithm WSSTRM always selects a user to transmit as long as the user has data to send, and hence it is not always optimal. Comparing function $U_i(k_i)$ in the online algorithm with function $\tilde{U}_i(k_i(\gamma))$ in the offline optimal algorithm, we can see that the purpose of $Q_i/V$ in $U_i(k_i)$ is similar to $u_i$ in $\tilde{U}_i(k_i(\gamma))$ and conceptually $Q_i/V$ can be considered as an “online” Lagrangian multiplier. However, as $Q_i/V \geq 0$ and $u_i^*$ can be negative, conceptually the two algorithms are not identical, if $u_i^* < 0$ only if $\lambda_i$ is small, which suggests that the algorithm WSSTRM cannot achieve optimality if $\lambda_i$ is small. The algorithm WSSTRM tries to make a tradeoff between two objectives: maximizing the secure transmission rate and stabilizing the queues in the system. Note that when the arrival rate is small, the requirement for stabilizing the queue becomes less important, as it is possible that any resource allocation algorithm can stabilize the queue. Consequently, the scheduler only has one objective: to maximize the secure transmission rate and the algorithm WSSTRM is failed to do so.
C. Refined Online Algorithm: Algorithm WSSTRM-R

Based on the above analysis, if we can replace \( Q_i/V \) by another term which is a more proper “online representation” of \( u_i \), then the refined online algorithm is optimal in terms of its performance.

Replacing \( U_i(k_i) \) in Algorithm WSSTRM by

\[
\hat{U}_i(k_i) = (Q_i - V w_i)k_i + V w_i G(k_i),
\]

with the same iteration structure as that in Algorithm WSSTRM, we have a queue-length-shifted online algorithm, which is referred to as Algorithm WSSTRM-R.

Note that Algorithm WSSTRM-R needs to solve

\[
\hat{U}_i^*(k_i^*) = \max_{k_i \leq \min(Q_i, \log(1+\gamma_i))} \hat{U}_i(k_i), \tag{18}
\]

for each user, which is slightly different from Algorithm WSSTRM, as the possible increasing trend of \( \hat{U}_i(k_i) \) might be different from \( U_i(k_i) = Q_i k_i + V w_i G(k_i) \), which depends on the value of \( Q_i \). But because \( G(k_i) \) first decreases and then increases, if \( Q_i - V w_i < 0 \), then \( \hat{U}_i(k_i) \) either decreases or first increases and then decreases. As a result, if \( \hat{U}_i^*(k_i) < 0 \) then the global maximum is achieved at \( k_i = 0 \), otherwise the algorithm to solve problem (18) is identical to the one solving problem (13).

Note that Algorithm WSSTRM-R solves the following problem in each time slot:

\[
\max_{\tau, s_i, I} \sum_i I_i Q_i s_i + V w_i I_i (R_i^s - s_i) \tag{20a}
\]

\[
\text{s.t.} \quad s_i \leq \min(\tau_i \log(1+\gamma_i), Q_i), \quad \tau_i \leq 1, \sum_i I_i \leq 1, I_i \in \{0, 1\},
\]

which is a decomposed sub-problem of the following problem

\[
\max_{\tau, s_i, I} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} w_i(t I_i(t) - s_i(t)) \tag{20b}
\]

\[
\text{s.t.} \quad Q_i \text{ is stable}, \quad s_i(t) \leq \min(\tau_i(t) \log(1+\gamma_i(t)), Q_i(t)), \quad \tau_i(t) \leq 1, \sum_i I_i(t) \leq 1, I_i(t) \in \{0, 1\}, \tag{20c}
\]

Due to the stability constraint, we have

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{i} w_i(t I_i(t) - s_i(t)) = \sum_{i} w_i \lambda_i, \tag{20d}
\]

which is a constant. As a result, problem (20) is equivalent to problem (6). Consequently, Algorithm WSSTRM-R can stabilize the system and the performance in terms of maximizing the weighted-sum secure rate should be no worse than Algorithm WSSTRM. Furthermore, comparing \( \hat{U}_i(k_i) \) with \( U_i(k_i(\gamma)) \), the feasible region of \( Q_i/V - w_i \) is identical to \( u_i \), and as a result, \( Q_i/V - w_i \) can be considered as a proper “online representation” of \( u_i \). In Sec. VII, we will show that indeed Algorithm WSSTRM-R is an online optimal algorithm.

D. Algorithm Implementation Details

In order to implement the proposed algorithms, a proper \( V \) should be chosen; the queue length information and the channel rate of the legitimate users of each time slot are needed in the base station. In this subsection, we discuss these implementation details.

1) The choice of \( V \): Since \( Q_i(t)/V - w_i \) can be considered as a proper “online representation” of \( \mu_i(t) \), we can discuss the choice of \( V \) based on certain properties of \( \mu_i(t) \). First we note that \( \lim_{t \to \infty} \mu_i(t) \) should strongly converge to \( \mu_i^* \); however \( Q_i(t)/V - w_i \) cannot strongly converge but will oscillate around a point. The oscillation bound can be controlled by \( V \) and obviously a larger \( V \) results in a tighter bound. However we also know that the convergence speed of \( \mu_i^* \) is associated with the step size. If the step size is a constant, a larger step size means a faster convergence, but may not lead to optimum; a smaller step size means a slower convergence, but leads to a tighter bound. Based on this idea we can see that the step size of \( Q_i(t)/V - w_i \) is associated with \( V \), and a larger \( V \) means a smaller step size and a slower convergence speed.

2) Channel rate estimation and queue length information: Although we only discuss the downlink scheduling, the same framework can also be applied to the uplink scheduling. Instead of having the channel estimation in every time slot, the channel rates may be periodically measured and estimated, and there is a tradeoff between the feedback frequency and performance. In [30] the authors showed that an infrequent queue length information update can still ensure the system stability, which is useful when considering the uplink scheduling as there is overhead to obtain such information in base station. Besides the poor delay performance mentioned in [30], infrequent queue length information update also result in a suboptimal secure transmission rate since in each time slot the scheduling decision and resource allocation might be non-optimal and in the long term the scheduling algorithm cannot minimize the secure outage probability which is calculated by taking average over time.

VI. CASE STUDY: EAVESDROPPER WITH AN AWGN CHANNEL

A. Algorithm WSSTRM

If the eavesdropper has an AWGN channel without fading, the secure transmission rate of user \( i \) in time slot \( t \) becomes

\[
R_i^c(t) = s_i(t) \delta(r_i(t) - s_i(t) - C^e(t)),
\]

\[
= s_i(t) \delta((\log(1 + \gamma_i(t)) + s_i(t) - \tau_i(t)),
\]

where \( \delta(x) \) is an indicator function. \( \delta(x) = 1 \) if \( x \geq 0 \) and \( \delta(x) = 0 \) otherwise.

Thus we have

\[
U_i(k_i) = Q_i k_i + V w_i k_i \delta((\log(1 + \gamma_i(t)) + s_i(t) - k_i).
\]

Denote \( R_i^c \) can also be viewed as the maximal supported secure data size \( S_i \) that does
not lead to secrecy outage. The transmission strategy for user $i$ is as follows
\[
U_i^*(k_i^*) = (Q_i + V w_i)k_i^*
\] (21)
if $Q_i \leq R_e^i$ or $\min\left(\frac{Q_i}{w_i}, \frac{1}{\log(1 + \gamma_i)}\right) \leq R_e^i \leq Q_i$,
where $k_i^* = \min(Q_i, R_e^i)$; otherwise
\[
U_i^*(k_i^*) = Q_i k_i^*,
\] (22)
where $k_i^* = \min(Q_i, \log(1 + \gamma_i))$.

The above transmission strategy can be explained as follows. When the available data ($Q_i$) is smaller than the maximal supported secure data size ($R_e^i$), the user should use all the resources to transmit all the available data, and the data are fully protected by the physical-layer encoder. If the SNR of the user is larger than a threshold, the maximal supported secure data size is chosen and all the data are fully protected by the physical-layer encoder; if the SNR of the user is worse, then the user should use all the available resource or transmit all the available data, but the data are not fully protected and secrecy outage happens with probability one.

### B. Offline Problem and Analysis

Similar to Algorithm WSSTRM, the transmission strategy for user $i$ is as follows:
\[
U_i^*(k_i^*) = Q_i k_i^*
\]
if $Q_i \leq R_e^i$ or $(Q_i - V w_i) \min\left(\frac{1}{\log(1 + \gamma_i)}, 1\right) \leq R_e^i \leq Q_i$,
where $k_i^* = \min(Q_i, R_e^i)$; otherwise
\[
U_i^*(k_i^*) = (Q_i - V w_i) k_i^*,
\]
where $k_i^* = \min(Q_i, \log(1 + \gamma_i))$.

Comparing Algorithm WSSTRM-R with Algorithm WSSTRM, we can find that the key difference lies in a threshold and such difference results in that the long-term secure transmission rate can be improved when $\lambda_i$ is small, i.e., $Q_i$ is small due to Little’s law. If $\lambda_i$ is small, $Q_i - V w_i < 0$ should almost always hold. Consequently the data transmitted are always fully protected and the secure transmission rate is identical to $\lambda_i$. While for Algorithm WSSTRM, when $\lambda_i$ is small but $Q_i > R_e^i$, whether the data can be fully protected also depends on the channel condition of user $i$, and the transmitted data are not always fully protected and thus cannot be optimal.

### C. Offline Problem and Analysis

Similarly, we can obtain the solution to the relaxed offline problem as in Sec. V-B, and the transmission strategy for each user depends on the Lagrangian multiplier $u_i^*$ and is shown as follows.

Case 1) when $u_i^* > 0$: if $\gamma_i \geq (1 + \gamma_e)^{1+u_i^*/w_i} - 1$, then $U_i^*(k_i^*) = (u_i^* + w_i)k_i^*(\gamma_i)$ and $k_i^*(\gamma_i) = R_e^i$; otherwise $U_i^*(k_i^*) = u_i^* k_i^*(\gamma_i)$ and $k_i^*(\gamma_i) = \log(1 + \gamma_i)$.

Case 2) when $u_i^* = 0$: if $\gamma_i \geq \gamma_e$ then $U_i^*(k_i^*) = w_i k_i^*(\gamma_i)$ and $k_i^*(\gamma_i) = R_e^i$; otherwise $U_i^*(k_i^*) = 0$ and $k_i^*(\gamma_i) \in [0, \log(1 + \gamma_i)]$.

Case 3) when $-w_i < u_i^* < 0$: if $\gamma_i \geq \gamma_e$ then $U_i^*(k_i^*) = (u_i^* + w_i)k_i^*(\gamma_i)$ and $k_i^*(\gamma_i) = R_e^i$; if $\gamma_i < \gamma_e$ then $U_i^*(k_i^*) = 0$ and $k_i^*(\gamma_i) = 0$.

Case 4) when $u_i^* \leq -w_i$: $U_i^*(k_i^*) = 0$ and $k_i^*(\gamma_i) = 0$.

Furthermore, the Lagrangian multiplier is determined by the arrival rate $\lambda_i$ through (18).

First we can see that Case 4 should never happen as using this transmission strategy cannot achieve the rate stability. Second, if $\gamma_i \geq (1 + \gamma_e)^{1+|u_i^*|} - 1$, then the strategy is to always transmit data in $R_e^i$ to achieve the maximal secure transmission rate. Third, if $\gamma_i < (1 + \gamma_e)^{1+|u_i^*|} - 1$, then depending on the value of $u_i^*$, the strategy decides whether to transmit and how many data to transmit. If $u_i^* \geq 0$ then the user transmits at a positive rate in order to achieve the rate stability; if $u_i^* < 0$, then the user does not transmit as the rate-stable condition can be satisfied by the transmission strategy when $\gamma_i \geq \gamma_e$, which implies that the traffic load should be small. Fourth, by comparing the offline optimal transmission strategy with the online algorithm, the key difference is how to transmit data if the legitimate receiver’s channel is bad. The online algorithm always tries to empty the queue, while the offline strategy will stop transmission if the traffic load is small, which utilizes the information about the traffic load explicitly.

In order to analyze the property of the solution, we restrict our attention to the single legitimate receiver case.

Denote
\[
\lambda_i^{\text{th}1} = \int_0^{\lambda_i} \log(1 + \gamma_i) f_i(\gamma_i) d\gamma_i,
\]
\[
\lambda_i^{\text{th}2} = \mathbb{E}[\log(1 + \gamma_i) - \log(1 + \gamma_e)[1 - F(\gamma_e)]],
\]
\[
\bar{R}^i_{\text{th}}(\gamma) = \int_0^\gamma \log(1 + \gamma_i) f_i(\gamma_i) d\gamma_i,
\]
\[
R_e = \log(1 + \gamma_e).
\]

after some calculation steps, the maximal secure transmission rate can be obtained as:
\[
\text{if } \lambda_i \leq \lambda_i^{\text{th}1}, \quad R_i^{*\text{th}} = \lambda_i,
\]
and $u_i^* < 0$; if $\lambda_i^{\text{th}1} \leq \lambda_i \leq \lambda_i^{\text{th}2}$,
\[
R_i^{*\text{th}} = \lambda_i^{\text{th}1},
\]
\[
u_i^* = 0; \text{ if } \lambda_i \geq \lambda_i^{\text{th}2}, \quad R_i^{*\text{th}} = \lambda_i - \bar{R}^i_{\text{th}}(\gamma_i),
\]
where $\gamma_i$ is the solution to $\frac{R_e - \lambda_i}{\bar{R}^i_{\text{th}}(\gamma_i)} = 1 - F(\gamma_i)$ and $u_i^* > 0$.

As the secrecy outage probability for a single user is $P_i^{\text{out}} = \frac{\lambda_i^{\text{th}2} - \lambda_i^{\text{th}1}}{\lambda_i^{\text{th}1}}$, we have
\[
P_i^{\text{out}} = \begin{cases} 0, & \lambda_i \leq \lambda_i^{\text{th}1}, \\ 1 - \frac{\lambda_i^{\text{th}2}}{\lambda_i^{\text{th}1}}, & \lambda_i^{\text{th}1} \leq \lambda_i \leq \lambda_i^{\text{th}2}, \\ \frac{R_e - \lambda_i}{\bar{R}^i_{\text{th}}(\gamma_i)} - \lambda_i^{\text{th}2}, & \lambda_i^{\text{th}2} \leq \lambda_i. \end{cases}
\]

From the above equation we can see that when the arrival rate is small, the user does not experience secrecy outage,
as the arrival traffic lies inside the secrecy capacity region. When the arrival rate further increases, the secrecy outage probability also increases, but with two different increasing speeds, relative to the arrival rate.

D. Further Discussion

In this paper we have assumed that the PDF of the eavesdropper’s channel is known in the base station, so if the eavesdropper’s channel is an AWGN channel, the base station knows the exact channel SNR. Here we briefly discuss the impact of the system performance if the channel SNR estimation is not accurate at the base station.

We assume that the SNR of eavesdropper’s channel used to perform the scheduling and resource allocation is \( \tilde{\gamma}_e \), and the accurate SNR of eavesdropper’s channel is \( \gamma_e \). As a result, for the proposed algorithms, we need to replace \( \gamma_e \) with \( \tilde{\gamma}_e \).

The inaccurate channel SNR has two impacts on the scheduling algorithms, as the scheduling algorithm essentially tries to minimize the secrecy outage probability and stabilize the system.

1) Impacts on the system stability or queue length stability: By looking closely at problem (6) and (20), we can see that the probability distribution of the SNR of the eavesdropper’s channel is only associated with the objective function, and the estimation error has no effect on the feasible region. Since the objective of stabilizing the system is also not associated with the SNR of eavesdropper’s channel, and the feasible region of the problem is not related to the SNR of eavesdropper’s channel and thus algorithms WSSTRM and WSSTRM-R can always stabilize the system.

These can also be observed by considering two extreme cases, and we first analyze algorithm WSSTRM, as the same approach can be applied to analyze algorithm WSSTRM-R.

If \( \gamma_e > \gamma_e \) and we assume \( \gamma_e = 0 \). We have \( R^e_t = \log(1 + \gamma_i) \) so only equation (22) takes effects and obviously the scheduling algorithms degraded to a normal max-weight scheduling algorithm, which is throughput-optimal [31], and the system is stable.

If \( \gamma_e < \gamma_e \) and we assume \( \gamma_e = 0 \). We have \( R^e_t = \log(1 + \gamma_i) \) so only equation (21) takes effects and obviously the scheduling algorithms degraded to a normal shifted-queue-length max-weight scheduling algorithm, which is throughput-optimal [31], and the system is stable.

2) Impacts on the secrecy outage probability: The inaccurate channel SNR may have a great impact on the secrecy outage probability. If \( \gamma_e > \gamma_e \), the outage probability performance is bounded by the one calculated based on the inaccurate SNR, i.e. \( P_{out}(\gamma_e) \leq P_{out}(\gamma_e) \) which is as is in any instance, the scheduler thinks the eavesdropping is more severe and makes a more conservative scheduling decision to protect less data. However, if \( \gamma_e < \gamma_e \), this may result in a significant performance degradation. For instance, we may choose a rate to transmit based on the \( \gamma_e \) and the corresponding scheduling decision, which should fully protect the data if \( \gamma_e = \gamma_e \). However, it is possible that the data are not protected at all because of the step function property of the PDF function of AWGN channel. This results in a significant performance loss in the secure transmission rate when the queue length is neither too large nor too small, and a performance degeneration on the secrecy outage probability. If possible, we should try to avoid the case that \( \gamma_e < \gamma_e \) to avoid the severe performance degradation.

VII. EVALUATION AND DISCUSSION

In this section, extensive simulations are conducted to study the performance of the proposed algorithms. Since our work focuses on the scheduling algorithm design to minimize the secrecy outage probability in the wireless systems, and thus in the simulation, we studied the secrecy outage probability in various network settings, including the single-legitimate-receiver scenario with Rayleigh fading, Nakagami fading and AWGN channel for the eavesdropper, and the multi-legitimate-receiver scenario with Rayleigh fading for legitimate receivers and AWGN channel for the eavesdropper. The results show that the Algorithm WSSTRM cannot achieve the optimal secrecy outage probability when the arrival rate is small; Algorithm WSSTRM-R is an optimal online scheduling algorithm that can achieve the optimal secrecy outage probability. The simulation results also confirmed our analysis presented in Sec. V and Sec. VI.

A. Simulation Setting

In the simulation, we consider a system that contains \( N \) legitimate receivers and one eavesdropper. The base station transmits data through the shared wireless channel to legitimate receivers while the eavesdropper tries to decode the message over-heard due to the broadcast feature of the wireless channel. Although the number of eavesdropper is limited to one, it is sufficient to quantify the performance of the proposed algorithms and investigate the relationship between the system performance and different network configurations. The wireless channels between the base station and any legitimate receivers (and eavesdropper) are modeled as Nakagami-m fading channels, and the channel gains of the receivers \( \gamma_i \) and the eavesdropper \( \gamma_e \) are Gamma distributed random variables. The probability density function of \( \gamma_i \) is

\[
    f(x) = \left( \frac{\gamma_i x^{m_i - 1}}{\Gamma(m_i)} \right) e^{-\frac{\gamma_i x}{m_i}}, \quad (m_i \geq 0.5),
\]

and the CDF of \( \gamma_i \) is

\[
    F(x) = \frac{\Gamma(m_i, \frac{\gamma_i x}{m_i})}{\Gamma(m_i)}, \quad (m_i \geq 0.5),
\]

where \( m_i \) is the fading parameter of user \( i \), and \( \bar{\gamma}_i \) is the average channel gain of user \( i \). Note that, \( m_i \) is used to control the variability of \( \gamma_i \), and a small \( m_i \) results in a large variation of \( \gamma_i \). When \( m_i = 1 \), the Nakagami fading becomes a Rayleigh fading. When \( m_i \rightarrow \infty, \gamma_i = \bar{\gamma}_i \), the channel becomes an AWGN channel.

The amount of traffic arrival in each time slot \( a_i(t) \) is a Poisson random variable with mean \( \lambda_i \), which is the traffic arrival rate of user \( i \), and the system frequency bandwidth is normalized to 1. So the units of the secure transmission rate and the arrival rate are both bps/Hz and are omitted hereinafter.
We choose the parameter $V$ as 100 which is sufficiently large to obtain a tight bound. During the simulation, we have run a sufficiently large number of time slots in order to ensure that the system converges to its steady state, and the results are collected from the steady state. For each simulation setting, we repeat ten times and take the average. Other parameters used for different network configurations are listed in the caption of each figure.

**B. Single Legitimate Receiver**

We assume that the legitimate receiver experiences Rayleigh fading ($m_e = 1$) with mean SNR as 10dB ($\bar{\gamma}_i = 10$dB). By changing the channel setting for the eavesdropper and the arrival rate of the data for the legitimate receiver we can investigate the performance of the secrecy outage probability. The optimal results in the following discussion are obtained based on the solution in Section V-B.

When the eavesdropper experiences a Rayleigh fading channel ($m_e = 1$), the corresponding secrecy outage probability is illustrated in Fig. 3-a. With the increase of the arrival rate $\lambda$, the secrecy outage probability increases. However, with different $\bar{\gamma}_e$, i.e., the SNR of the eavesdropper’s channel, the increasing speed is different. When $\bar{\gamma}_e = 7$dB, the secrecy outage probability is roughly linear with $\lambda$. With a large $\bar{\gamma}_e$, when $\lambda$ is small, the secrecy outage probability increases quickly w.r.t. $\lambda$, and a small increment of $\lambda$ results in a large secrecy outage probability increase.

When the eavesdropper experiences Nakagami fading with $m_e = 10$, the results are shown in Fig. 3-b. A similar trend as in Fig. 3-a can be observed. But note that when $\gamma_e$ is small and $\lambda$ is also small, the secrecy outage probability is almost zero and is not related to $\lambda$.

Fig. 3-c illustrates the secrecy outage probability when the eavesdropper experiences an AWGN channel without fading ($m_e = \infty$). Similar to Fig. 3-b, we can see when $\lambda$ is small, the system is able to achieve zero secrecy outage, which confirms the analysis in Sec. VI.

From all the above three figures we can see that, Algorithm WSSTRM cannot achieve the optimal secrecy outage probability when the arrival rate is small, which validates our analysis in Sec. V, as when the arrival rate is small, $Q_i/V_wi$ is not a proper “online representative” of the Lagrangian multiplier. But when the arrival rate is large, Algorithm WSSTRM can achieve the optimal secrecy outage probability, as under this circumstance $Q_i/V_wi$ can properly represent the Lagrangian multiplier as it is positive. Further note that the curves of Algorithm WSSTRM-R are always overlapped with the curves of the optimal results, which indicates that Algorithm WSSTRM-R is optimal.

**C. Multiple Legitimate Receivers**

As Algorithm WSSTRM cannot achieve optimality even in a system with a single legitimate receiver, in this subsection, we only discuss Algorithm WSSTRM-R and the optimal results, showing that in the multiple legitimate receivers case, Algorithm WSSTRM-R is also optimal.

![Fig. 4. Secrecy outage probability, multiple legitimate receivers, $\gamma_i = 10$dB, $m_i = 1$, $m_e = \infty$.](image)

During the simulation, we use $N = 5$, $\lambda = [1, 2, 3, 4, 5]/15 \times \lambda$, where $\lambda$ is the aggregated arrival rate. We assume that all legitimate receivers experience Rayleigh fading ($m_i = 1$) and have identical $\bar{\gamma}_i = 10$dB. The result that when the eavesdropper experiences an AWGN channel is illustrated in Fig. 4. Firstly, comparing with Fig. 3-c, the trend in Fig. 3-c is preserved in the multiple legitimate receivers case. Furthermore, in the multiple legitimate receivers case, the secrecy outage probability is smaller than that in the single legitimate receiver case when the system is subject to the same arrival rate, because of the capacity increasing thanks to the multi-user diversity. Secondly, the curve of Algorithm WSSTRM-R is overlapped with that of the optimal result suggests that Algorithm WSSTRM-R is an optimal online algorithm in the multi-legitimate-receiver case, and is able to stabilize the queues in the system, achieve reliable communication and minimize the secrecy outage probability.

**VIII. CONCLUSIONS**

In this paper, we investigated the secrecy outage probability in multiuser wireless systems with stochastic traffic. We defined the secrecy outage probability in a system with channel-adaptive transmission rates and secrecy rates, and discussed how to minimize it subject to the communication reliability and queue stability constraints. Stochastic network optimization framework has been used to decompose the problem into an online problem, and an online algorithm WSSTRM was proposed. We further discussed a related offline problem and based on the study of the offline problem, we found that the first proposed online algorithm may not be optimal. Motivated by this, we proposed a refined online algorithm WSSTRM-R. Furthermore, We discussed and analyzed the transmission strategy if the eavesdropper experiences an AWGN channel and further compared the proposed algorithms. Simulation results confirmed that when the traffic load is small, Algorithm WSSTRM-R is not optimal, but the Algorithm WSSTRM-R is indeed optimal. Several observations were obtained on the relationship between the secrecy outage probability of the system and traffic load, channel conditions, etc. These observations provide important insights and guidelines for the design and resource management of future wireless systems using secure communication technologies.
Fig. 3. Secrecy outage probability, single legitimate receiver, $\gamma_e = 10\text{dB}$, $m_e = 1$
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