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Introduction
Motivation

El Horizontal business model is fabless design houses and
few IC manufacturers

H Traditionally computer system security is related to security
of the software

E Hardware was treated as being a root-of-trust (RoT)
A Hardware trojans violated these assumptions
HE HT enable attacks without being detectable

@ Virus detection, pre-silicon validation/simulation or
post-silicon test is incapable of revealing HT
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Introduction

HT Main Parts
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Introduction

HT Operation

Trigger Logic »  Payload Logic
Trigger Inputs Trojan Payload
« Internal signal « Functionality Change
+ External signal « Information Leakage
- DoS
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Introduction

Comparing IC Faults vs. Hardware Trojans

[©]

manufacturing pro-
cess

Fault Hardware Trojan
Activation Equivalent to line | Combination/sequenc
state (s-a-0 or s-a-1) | of internal circuit
states
Insertion Accidental due to | Intentionally in-
Agent imperfections in | serted during IC

design or fabrication

Manifestation

Functional/parametric
failure

Functional/parametric
failure or information
leakage
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Introduction
Comparing HT to Viruses

Virus HT
Location RAM Anywhere in system
Level App level Low-level
Detection Virus scanners HW/SW checkers,
comparing with golden
design/IC
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Introduction

Comparing Software Trojan vs. Hardware Trojans

Software Trojan Hardware Trojan
Activation A type of malware | Resides in IC and
that resides in a | activates during its
code and activates | operation
during its execution
and targets the OS
Infection Acquired  through | Inserted through
user interaction e.g. | untrusted entities in
downloading  and | design or fabrication
running a file form | houses
the Internet
Remedy Can be removed in | Can not be removed
field through S/W | once the IC is fabri-
support cated/configured
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Introduction
Hardware Trojans (HT)

Modifications in the hardware by adversary resulting in
undesired behaviour.
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Introduction

IP Core Design Space [1]

IP Core with
Extra Circuitry

IP Core
without Extra
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Circuitry

IP Core violates
Specifications

IP Core does not
violate Specifications

A Hardware
Trojan N/A
An Exploit
(Due to poor Normal
specifications or Behavior

implementation)
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Introduction
Hardware Trojans

Kl Attackers try to use the lowest abstraction layer to thwart
detection

K Hardware Trojan is a layer below the entire software stack
K HT can bypass traditional defense mechanisms

B Virus scan tools scan memory only and can not detect
presence of HTs

B HT attacks hardware and potentially software

@ HT could be single-purpose circuit or to enable high-level
software control
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Introduction

Hardware Trojans Insertion Opportunities

E Add small/midsize circuits at the HDL level.

K Add gates at HDL level to create hidden side-channel to
leak out secret keys [2]

E Work below gate level by modifying silicon dopant level [3]

B Work during manufacture at the layout level by modifying
wire or dopants (DoS attack)
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Introduction
Goals of HT

Bl Kill switch: hardware denial of service
A Alter IC functionality
H Leak sensitive information

A Grant unauthorized remote control (e.g. privilege
escalation [4])

B Degrade performance
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Introduction

Malicious Modifications Examples

El Intel has "Intel Management Unit" (ME) that can take full
control of Intel computers but user can not disable it

H JTAG controller with backdoor in Actel/Microsemi
ProASIC3 A3P250

E Seagate shipped external drives that can steal data
B European processor with a remote kill switch

H Counterfeit Cisco routers in US defence & finance
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Introduction

Trojan Example: General-Purpose Processor [5]

El Change instruction execution order

H Override memory range protection

E Change PROM content (e.g. BIOS)

B Build frontdoor to help a software adversary
B Intercept and modify I/O data

A Freeze or change timing or skew of the clock grid
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Introduction
Trojan Example: Crypto Processor [4]

El Do what is done to a GP processor

HE HT could issue predefined dummy keys instead of the
randomly generated keys

HE Leak secret information by modulating secret key and send
signal over power port
and lower power when transmitting a 0

message

—>| Crypto Hardware |—>

key —

fake key .
trigger
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Insertion of HT
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Insertion

IC Design Flow [7]

controlled by fabless design house

| specification |——| HDL |—>| netlist |—> STl )

mapping route _|

—>| layout |—>| insert test cells |—>| create masks |—>| IC fab }—‘ ncqglsllzr ?iﬁ%

fab house

- : 7 controlled b
—>| cutting |—>| bonding | |run test Vectors|—>| test evaluation | testor Yy

©Fayez Gebali, 2024 20/73



Insertion

IC Design Flow [7]

| Specifications |
Malicious design | RTL | | IP-Cores | Malicious IP-Cores Front-End
Altered files Design
CAD - ! Standard
Altered tools | oot Synthesized Netlist |« cell library | Altered cells
Altered tools | Floor Planning |
Altered tools | Place & Route | Back-‘End
* Design
Altered files | GDSII Generation |

Altering |Fabricati0n & Packagingl

Malicious external |

| Fabrication
components

Assembly

{

| Test & Verification |
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Insertion

Seven HT InsertionOpportunities

A Third-party IP (3PIP) (JTAG,
HDL source code)

HE Untrusted CAD tool vendors

A Untrusted fab house (GDSII files,
doping)

H Testing stage attacks
@ Distribution stage attacks

FPGA chips (modify configuration file)
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Insertion
1. Design Team

El Motivation: Steal info, DoS, facilitate future attacks
B Resources: HDL design files
HE Feasibility: Easy to implement HT

A Detectability: Code checkers
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Insertion
2. 3PIP Vendor

El Motivation: Less security, steal info, DoS, future attacks
H Resources: IP design files and source code
E Feasibility: Easy to insert HT, limited control over triggering

A Detectability: Formal verification & code analysis
3PIP types:

K Soft (HDL/RTL)

B Firm (netlist level)

E Hard (GDSll/layout level)
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Insertion
3. CAD Tool Vendor

El Motivation: Backdoor entry, time bomb, steal info
K Resources: Design files & source codes
HE Feasibility: Direct source code modification

A Detectability: Side-channel analysis
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Insertion
4. Foundry

El Motivation: Lower reliability, steal info, DoS
H Resources: GDSII layout (masks)
HE Feasibility: Difficult to figure function or modify masks

A Detectability: Side-channel analysis, mask inspection
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Insertion
5. IC Test

El Motivation: Hide HT detection results
K Resources: Collected test results, functional specs
HE Feasibility: Modify test results

A Detectability: Difficult to detect
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Insertion
6. IC Distribtor

El Motivation: Replace IC with HT-infected IC
K Resources: Functional specs
H Feasibility: Difficult to add HT to IC (not silicon)

A Detectability: Using PUFs
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Insertion
7. FPGA Chips

Bl Motivation: DoS, steal info
H Resources: Design files, intercept reconfiguration updates
HE Feasibility: During design or during remote updates

A Detectability: Side-channel analysis
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Insertion
HT Location [5]

Eb ALU

A Controller

H Memory

A /0

HE Power supply
A Clock tree

IC fabrication parameters
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Insertion
What can be Altered

El Specification

H HDL source code
H Netlist

A Chip timing

B IC layout

A IC doping
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Insertion

System on Chip (SoC) Example: Mesh NoC
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Insertion
Network on Chip (NoC) Router Example: Input Buffer
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Insertion
Normal Router Actions when Trojan-Free

5%5
Crossbar Switch

O

El Choose head-of-line (HoL) packet from one of B; to Bs

H Read header and determine output link (E, N, W, S, L)
H Issue REQ and wait for ACK from next router

A Configure switch matrix (connect buffer output to outgoing
link)

HE Transmit HoL and update buffers on both switches
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Insertion

Trojans Targeting the NoC Router

El Target the packet payload or header to modify
K Deadlock (packet waits for ACK that never arrives)

HE Live lock (packet never reaches destination, circulating
addressing strategy in two or more switches)

A Information leakage (copy payload)
B Replay (extra requests, flood network)

[ Misrouting including blackhole attack
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Structure

Hardware Trojan Structure
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Introduction Insertion Structure Triggering Payload Detection Countermeasures

Trojan free Trojan free

Circuit Circuit
Trigger
Trojan free _ | Trojan free
Circuit I | Circuit

Trigger is a rare event and could be combinational or sequential
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Struc

Trojan Taxonomy [6]

( Hardware Trojan ]

( Trigger ] ( Payload ]

[ Digita_| [ pigita__] [ other ]

On-chip
sensors

[__combinational ] [ sequential

Rare Sequences
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Triggering

Triggering
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Triggering

Trojan Trigger : Combinational vs. Sequential
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Triggering
Triggering [8]

El Always on

K Based on combinational logic
HE Based on Sequential logic

A Count certain event

H After a time period

@ Atrandom

Remote command
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Triggering
Triggering

El Designed to activate under rarely occurring events
(Follows Geometric Distribution)

H Time-based internally triggered
HE Physical condition internally triggered
B User input externally triggered

H System output externally triggered

©Fayez Gebali, 2024 42/73



Payload

Trojan Payload
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Payload
Trojan Payload [8]

El Change functionality

H Degrade performance

H Leak information

B Deny service

H Support design of software-based attacks
@ Bypass memory management unit

Shadow mode: login backdoor or steal passwords
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Payload
Trojan Payload: Reduce Reliability

El Reduce the width/height of a metal line to increase the rate
of electromigration Impossible to measure width of the wire
as drawn on a faulty mask

K High spike at MOS gate to cause gate oxide short

E Change doping of substrate or other layers

NMOS PMOS
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Payload
Trojan Payload: Randomly Change Signal Value

Trojan_active

JE=-p2

Trigger Payload
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Payload
Trojan Payload: Affect Memory[9]

El Modify memory protection through MMU

K Modify data or address bus (man-in-the-middle)
E Modify data bus for write operation

B Modify data bus for read operation

H Modify address bus
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Payload

Trojan Payload: Erratic Behaviour of Memory

WE Stitch
Rare Value

q4 >
D) . >
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qq >

q-Trigger p-Payload
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Payload
Trojan Payload: Erratic Behaviour of FSM

Primary . L _F_SIYI ______ . Primary
Inputs ~ " Outputs

Payload PRNG

Trigger C/L
rare event |
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Payload
Trojan Payload: Facilitate Side-Channel Attack

Datain . | Crypto . Data out

unit
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Detection
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Detection
Challenges of Trojan Detection

El What type of Trojan? (Trojan model)
HE Activating the Trojan (test generation)

HE Eliminating noise, RPYV, for side-channel analysis (SCA)
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Detection

Trojan Detection Techniques: Logic Testing

El Formal verification/code checkers: check specifications
H Side-channel analysis (SCA): Delay, power, radiation
H Structural testing

A Use statistical test pattern generation

H Online Assertion chekers
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Detection
Formal Verification

El Enables highest security level in the common criteria
framework

E Formal verification uses temporal logic to deal with
time-based specifications

HE Can be used to check correctness of protocols,
combinational circuits, sequential circuits and source code

A Software tools include property specification language
(PSL), SystemVerilog Assertions (SVA), SystemC,
AVISPA, etc

H Checks V & V:

El Validation: Design satisfies user’s needs
K Verification: Design satisfies spefications
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Detection
Invasive HT Detection Using Formal Verification

El Design specifications are expressed as properties
H Corner cases could be expressed as properties too
E Add extra logic to monitor delay times [18]

A Add programmable assertion checkers (PAC) to monitor
operation [12]
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Detection

HT Detection Using Formal Assertion Checkers

Core

RAC

Core

RAC

Core

RAC

C

Network on chip (NoC)

)

RAC: reconfigurable assertion checker
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Detection

Pre-Silicon Trojan Detection Using Code Coverage Analysis

El Code coverage is percentage of executed code lines
during functional verification

K Can be used to identify suspicious signals and gates

E Code coverage is also used to isolate code lines not used
during functional verification

©Fayez Gebali, 2024 57/73



Detection

Pre-Silicon Trojan Detection Using Functional Analysis

El Apply random patterns and activate Trojan

H On other hand, logic testing applies specific patterns not
designed to activate Trojans

E Functional analysis could find nets that rarely switched
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Detection

Limitations of Functional Analysis

El Automatic test pattern generation ATPG are designed to
detect logical defects based on a given netlist

H ATPG is not designed to directly detect HT activation or
detection

E HT are designed to be inactive most of the time and circuit
appears to operate normally

A HT target circuits with low controllability or observability
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Detection
Defining HT Cone [17]

w

X Represent scan flip-flop or primary input T

El Cone has 17 gates in 11 levels
H After 1,000 random inputs, 67 transitions at Tg1 input.
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Detection

HT Transition Probability: Low Trigger Activation Probability

WR2) N (3/a, 1/a)
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Detection

HT Transition Probability: Dummy Flip-Flop

8 Net/with PO << Pl b Netiwith P >> P

CLK

Scan Flip-Flop

dSFF-AND

dSFF-OR

Assuming at inputs py = p; = 0.5:
El dSFF: dummy scan flip-flop
H For AND gate pp = 0.75 and p; = 0.25
HE For OR gate py = 0.25 and p; = 0.75
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Detection

HT Transition Probability: Dummy Flip-Flop
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Detection

Estimated time to Activate Trojan

El Assume output of Trojan cone has probabilities py & p1

H Average number of times when trigger is active is

o

Ng = Zip{)p1

i=0
Po
P1

E Trojan designer aims to use rare event situation where

po — 1 and p1—0 yielding Ng — 00
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Detection

Trojan Detection Techniques: Side-Channel Analysis

El Measures supply current or path delay
H Relies on large parameter variations
E Require golden design or ICs for comparison

A Signal-to-noise and trojan-to-circuit ratios. This can be
increased by observing parts of the IC
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Detection

Trojan Detection: Side Channel Current Integration

El Assumption is Trojan circuit increases current drain

H Assumption is Golden Trojan-free circuit is available

Q
Measured Current

Current Monitor Trojan-inserted chip
===+ Golden chip
Current
000 | Integration
"% ko

Chip UnderF
Authentication|
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Detection

Detection: SCA Analysis [7]

El HT designed to reduce signature: area, delay, power
K VLSl increases process variations

E Use statistical analysis

Signal Statistical
Calibration Methods

Functional 3 Side-Channel 3 Side-Channel 3 Detection
Test Measurement Analysis Result
Test Side Detection

Vectors Channels Criterion

ATPG Side-
Channel

Conditioning
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Detection

Invasive HT Detection: Excitation of Rare Event Trigger
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HT Countermeasures

©Fayez Gebali, 2024 69/73



Countermeasures

Trojan Countermeasures

‘ Countermeasures against hardware Trojans |

[ Trojan Detection Approaches ] [ Design for Security ] (Run-time Monitoring]
T

[
[Destructive Approaches] [Non—destructive Approaches] Prevent Insertion

Logic Testing ]

Facilitate Detection

[ IP Trust Verification Side-channel Analysis ]

Pre-Silicon Post-Silicon
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Countermeasures
Countermeasures: Split Manufacturing [21]

El Utilize complexity of the design to defeat Trojan insertion.

H Delegate "front-end" fabrication to an untrusted state of the
art foundry

HE Do the back-end fabrication at a trusted low-tech foundry
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Countermeasures

Countermeasures: Split Manufacturing

METAL LAYERS

Stanford
and A*STAR

IBM

® o 8 o 0 0 0 BN

GlobalFoundries
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Countermeasures

Countermeasures: Using Assertion Checkers [12]

Core Core Core

RAC RAC RAC

C Network on chip (NoC) )

RAC: reconfigurable assertion checker
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Countermeasures
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