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1. Introduction

THE IMAGE REPRESENTATIONS used by most conventional image
coders employ regular (e.g., lattice) sampling. Due to the nonsta-

tionary nature of most images, however, such sampling is usually highly
inefficient. Inevitably, when regular sampling is employed, the sampling
density will be too low in regions where the signal is rapidly changing,
and too high in regions where the signal is varying slowly or not at all.
The above problem can be overcome by employing an image repre-
sentation that facilitates the use of arbitrary (i.e., irregular) sampling.
In this context, image representations based on triangle meshes are of
particular interest, as such meshes are ideally suited to accommodat-
ing arbitrary sampling. One of the major challenges associated with
mesh-based representations is finding effective methods for construct-
ing a mesh that accurately represents a given image (i.e., the so-called
mesh-generation problem).

2. Objective

The goal of this work is to develop a simple mesh-based image coder
and then use it to evaluate the performance of several mesh-generation
methods. Through the results of this evaluation, we can gain a bet-
ter understanding of the relative effectiveness of these methods as well
as obtain some of the insight necessary to develop improved mesh-
generation methods in the future.

3. Mesh-Based Image Representation

A grayscale image can be viewed as a surface defined on a planar do-
main. This image surface can, in turn, be approximated using a triangle
mesh. In effect, the image domain is partitioned using a triangulation,
and then an interpolant for the image surface is defined over each face
of the triangulation. An image can be reconstructed from the triangle
mesh via rasterization. The above image representation scheme is il-
lustrated in Fig. 1.
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Fig. 1: Mesh-based image representation example. (a) The original
image and (b) its corresponding surface; (c) a triangle-mesh approxi-
mation of the image surface, (d) its corresponding image-domain trian-
gulation, and (e) the image reconstructed from the triangle mesh.

4. Mesh-Based Image Coder

To provide a framework for evaluating the performance of several mesh-
generation methods, we have developed a simple mesh-based image
coder. This coder supports both lossy and lossless compression of
(grayscale) images of arbitrary width and height, and is based on the
scattered data coding (SDC) method [1]. The general structure of the
coder is shown in Fig. 2. The encoder, shown in Fig. 2(a), first con-
structs a mesh that well approximates the original image. Then, the
resulting mesh is coded in some efficient manner. The decoder, shown
in Fig. 2(b), first decodes the coded version of the mesh, and then con-
verts the resulting mesh into a raster image. The rasterization scheme
employed typically depends on the mesh-generation method used in
the encoder. In our coder, the rate is controlled by adjusting the mesh
vertex count (rather than through quantization of the mesh data).
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Fig. 2: General structure of the mesh-based image coder. (a) Encoder
and (b) decoder.

5. Mesh-Generation Methods

In our work, we considered the following four mesh-generation meth-
ods:

1) Yang, Wernick, and Brankov (YWB) method [2]. In this method,
a feature map is computed that approximates the largest magnitude
second directional derivative at each point in the image. Then, Floyd-
Steinberg error diffusion is used to distribute sample points so that their
local spatial density is approximately proportional to the corresponding
value in the feature map. The number of sample points is controlled
indirectly through an error-diffusion threshold parameter. The sample
points are triangulated in order to establish the mesh connectivity.

2) Garland and Heckbert (GH) method (i.e., data-independent greedy
insertion from [3]). In this method, the four corners of the image bound-
ing box are triangulated to form an initial approximation. Then, the (un-
used) sample point with the largest absolute error is inserted into the
triangulation. This process is repeated until the vertex-count budget is
exhausted.

3) Modified GH (MGH) method (i.e., our proposed method). In this
method, the four corners of the image bounding box are triangulated to
form an initial approximation. Then, we iterate as follows. In the current
triangulation, select the triangle with the largest squared error. Within
this triangle, choose the (unused) sample point with the largest absolute
error and insert it into the triangulation. Repeat until the vertex-count
budget is exhausted.

4) Random method. This very trivial method (used for benchmarking
purposes) simply chooses sample points randomly and then triangu-
lates them to form a mesh.

In all of the above mesh-generation methods, a linear interpolant is
used to form a surface through the mesh vertices. We also consider
variants of the GH and MGH methods that employ the Clough-Tocher
(CT) interpolant [4], yielding what we refer to as the GH-CT and MGH-
CT methods, respectively.

6. Results

Lossy coding results comparing the performance of the YWB, GH,
MGH, and random mesh-generation methods are shown in Figs. 3, 4,
and 5. From these results, we can see that our MGH method per-
forms best, followed by the GH method, and then the YWB and random
schemes. Note that the YWB scheme is quite ineffective at very low
rates, performing poorer than the random method.
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Fig. 3: Lossy coding results for the (a) lena and (b) peppers images
using the random, YWB, GH, and MGH methods.
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Fig. 4: Lossy reconstructed images obtained at about 50:1 compres-
sion with the (a) random (21.52 dB), (b) YWB (20.10 dB), (c) GH (23.67
dB), and (d) MGH (26.91 dB) methods; and the image-domain trian-
gulation associated with each of the (e) random, (f) YWB, (g) GH, and
(h) MGH methods.
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Fig. 5: Lossy reconstructed images obtained at about 50:1 compres-
sion with the (a) random (20.52 dB), (b) YWB (19.07 dB), (c) GH (25.83
dB), and (d) MGH (27.53 dB) methods; and the image-domain trian-
gulation associated with each of the (e) random, (f) YWB, (g) GH, and
(h) MGH methods.

Lossy coding results comparing the effectiveness of linear and CT in-
terpolation are shown in Figs. 6 and 7. In particular, we compare the GH
and MGH methods, which employ linear interpolation, to their variants
employing CT interpolation, namely, the GH-CT and MGH-CT methods,
respectively. From these results, we can see that the GH method out-
performs the GH-CT method, and the MGH method outperforms the
MGH-CT method. In other words, linear interpolation outperforms CT
interpolation. The poor performance of the CT interpolant is largely due
to severe overshoot/undershoot in the vicinity of image edges.
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Fig. 6: Lossy coding results for the (a) lena and (b) peppers images
using the GH, GH-CT, MGH, and MGH-CT methods.
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Fig. 7: Lossy reconstructed images obtained at about 50:1 compres-
sion with the (a) MGH (26.91 dB) and (b) MGH-CT (23.76 dB) methods.

7. Conclusions

We have developed a simple mesh-based image coder and used this
coder to evaluate the performance of several mesh-generation meth-
ods. Of the methods considered, our proposed MGH scheme was
shown to perform best (both objectively and subjectively) by a signif-
icant margin. Through our evaluation, we have also shown that the
use of a CT interpolant leads to much poorer results than a linear in-
terpolant, due to severe overshoot/undershoot in the vicinity of image
edges. Through the insights provided by our work, one can hope to
develop improved mesh-based image coders in the future.
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