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Improved Frame Synchronization Performance
for CCITT Algorithms Using Bit Erasures

Peter F. Driessen

Abstract—For the CCITT recommendations on frame synchro-
nization (as enhanced in [2]), performance in the presence of
Jjamming, interference or other disturbance is improved by using
bit erasure information. The acquisition time and misalignment
detection times are reduced and the false exit time is incressed,
with only a minor reduction in the already large false entry time.

I. INTRODUCTION

IGITAL communication systems in which the data is
organized into frames or blocks require reliable frame
alignment or frame synchronization [1]-[3]. Frame synchro-
nization performance for signals which are subject to jamming,
interference, impulsive noise, or other disturbance, can be
improved by using bit erasure information [4], [5]. In this
paper, we consider hard bit decisions and erasures with a
threshold test. Frame synchronization may also be done using
soft inputs [6] centered around a maximum search (not a
threshold test), or using a more optimal likelihood function
(rather than correlation) with a threshold test [8], or using full
channel state information [7]. However, soft inputs may not be
available in high speed systems, or where hardlimiting is used.
An error and erasure tolerance is chosen to meet perfor-
mance criteria depending on the application. For time division
multiplexed (TDM) systems where alignment is performed
according to the CCITT algorithms as modified by [2] (Fig. 1),
the performance is determined by the transition times between
three principal states: LA (locked in alignment), LO (falsely
locked out of alignment), and S (searching for alignment).
The movement between the three states in Fig. 1 is restricted;
alignment is assumed when p; successive acceptable frame
alignment words are detected, and a search for a new alignment
position is initiated after uy successive unacceptable frame
alignment words are detected. The CCITT algorithms are
modified as in [2] by allowing some errors and erasures
in the frame alignment word. One performance criterion is
to minimize the acquisition time 75.., and misalignment
detection time 77,0.s while simultaneously maximizing the
false exit time 77 4.5 and the false entry time Ts..o.!
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'An alternate criterion [1] is to maximize the probability of correct frame
alignment (sync acquisition) Psync in one pass through a frame of time
(marker plus data), with a specified upper bound on the total probability of a
simulated atignment (false sync) P; i in an incorrect position in the overlap
region.
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Fig. 1. State transition diagram for frame synchronization (from [2]).
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Fig. 2. Marker overlap n = 3,ho(n) = 2.

The performance of frame sync in the presence of errors
and erasures is considered in [4] assuming that the probability
of erasure is 0.25. Results are not available for systems using
CCITT algorithms, or for lower probabilities of erasure, and
the probability of acquisition in the overlap region is not
determined. Frame synchronization in packet transmission (as
opposed to the continuous TDM transmission considered here)
is analyzed in [5].

The paper is organized as follows. In Section II, the prob-
ability of frame alignment as a function of the overlap n be-
tween the incoming data stream and the marker is determined,
and the assumptions made in comparing the performance
with and without erasures are stated. Numerical results are
presented in Section III.

II. PROBABILITIES OF FRAME ALIGNMENT

Fig. 2 illustrates the overlap n between a marker of length
M and the incoming data stream, with the corresponding
Hamming distance (number of disagreements) h,(n) between
the overlapping portions of the marker. We define the bit error
probability p, bit erasure probability s, with ¢ = 1 —p ~ s, the
probability p, of mismatch, and bit erasure probability s, in
random data bits with ¢, = 1 — p, — s,.. The total probability
P, iim of simulated alignment in an incorrect position in terms
of M,ne{0..M},p, s, p,, 8. the error tolerance h and erasure
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Fig. 3. P, gim versus E,/No with parameter s.

tolerance h, is given by

M-1
Pigim =1~ [[ 1 - Pa(h, hzyn, ho(n))]
n=1
M-1
jas Z PB(h1hIan1h0(n))
n=1
M-1 b ks
=3 3> gikn (M
n=1 j=0k=0

where Pg(h, hz,n,ho(n)) is the probability of h or fewer
disagreements and h, or fewer erasures with overlap n. It is
assumed in (1) that the marker is preceded by random data
or noise, the acquisition tests at each n are independent [2],
and Pp(h, hy, n, he(n)) < 1. Following [5], the g;xn» used to
evaluate Pg are obtained from

M M—j .
Z Z 9ikn7i 28 = (p+ qz1 + 520)" (g + po1 + s22)" P
3=0 k=0

)M—-n

(gr + proa1 + 8022 (V)

The probability of acquisition in the correct position Psync =
Pg(h, hs, M,0) and the probability of false acquisition (sim-
ulated alignment) at a particular position in random data
Pra Pg(h, ks, 0,0).

Bit erasures are declared when jamming, impulsive noise or
other external interference is detected by the receiver. Thus
erasures are assumed to occur with fixed probability s = s, in

the marker bits and random data bits independent of the signal-
to-noise ratio. This assumption may not be true if erasures are
caused by fading or AWGN. The erasure events are assumed
to be statistically independent, but this may not be true for
systems where the jamming impulse is long compared to a
bit period. Following [4], [5], we consider a binary erasure
channel with crossover probability p = py(1 — s) where
p, = Q[/2Es/N,) for binary antipodal signalling over an
additive white Gaussian noise channel with signal energy per
bit £, and two-sided noise power spectral density Ng/2. Thus,
p is the residual error rate for those bits for which the receiver
did not detect a disturbance. In the random data bits, the
probability p, of a mismatch is the same as the probability
g of a maich, so that p, = ¢, = (1 — s)/2.

To determine the improvements in the transition times of
[2] achieved by using erasure information, we assume that
the results of [2] are for an ‘errors only’ system, i.e. the bit
error rate P, in [2] is partly caused by interfeérence, but the
available erasure information is ignored. We further assume
that any bit which could have been erased is equally likely
to be correct or incorrect. Thus we compare the ‘errors only’
results of [2] with the ‘errors-and-erasures’ results where p and
s are chosen so that P, = p+ s/2. We then choose s = 2a.P,
and p = (1 — o) P., where a is the fraction of the bit errors
in 2] caused by interference rather than noise.

III. NUMERICAL RESULTS

Fig. 3 shows P; gm versus Ey/N, with s as a parameter.
The 12 b marker 0000 0110 1011 (2} was used for the
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Fig. 4. Mean transition times for modified CCITT algorithms. No erasure information used. Erasure information used, a = 1, h, = 1, Erasure information
used, « = 1,h; = 2. Frasure information used, « = 0.5,h, = 1,2.

calculations of ho(n). For a given s and h, with h; =
min(2h — 25, M — j) in (1) as in [4], P, gy, is reduced if
erasure information is used. For Ey /Ny — —oc0dB, P, gim —
(M — 1)Ppa.

Fig. 4 shows the acquisition time, misalignment detection
time, false exit time and false entry time calculated according
to the formulas in [2] with and without using erasure infor-
mation. The results apply to CCITT Recommendation G751,
Fourth multiplex level, frame length K = 2928, marker length
M = 12, as modified in [2] with g, = 3 and uo = 2. For
h, = 1 and A = 0, a modest improvement in three of the
transition times is obtained, with only a slight reduction in
Tti.so0. The amount of improvement depends on the choice of
a. Even at a = 1, the acquisition time 75.;,4 is improved by
using erasure information, in spite of an erasure probability
which is assumed to be twice the error probability (s = 2P,).
If h, is increased to 2 and h = 0,75.1.4 is further improved
(by a factor of 2) for high bit error rates near P. = 0.1, at the
cost of a further small reduction in 77,.5¢. These improvements
may be significant in some systems.

In the calculation of Tg.a in [2], it is assumed that
P, iim < Pra for a sensible frame alignment word, i.e. the total

probability of simulation when scanning in the overlap region
(M — 1 tests) is of the order of the'probabi]ity of simulation
in just one test in the random data region®> . For M = 12
and h = 1, Fig. 3 can be used to determine the lowest value
of Ey/N, for which this assumption is valid. For example, if
s = 0 so that Pps = 3.17 x 1073, then this assumption is true
for E(,/No > — 0.3 dB.

IV. CONCLUSIONS

Digital communications systems which require frame align-
ment and where the bits are subjected to jamming, interference,
or other disturbance which can be reliably detected and erased
by the receiver have been considered. For such systems,
the use of erasure information will improve frame alignment
performance by increasing Psync and reducing P, g, in the
overlap region. As a result, improvement is obtained in the
acquisition and other transition times when the CCITT algo-
rithms as modified in [2] are used. The analysis presented here

2 A more relaxed criterion for a sensible frame alignment word [1] is that
Pg(h,n,ho(n)) < Pea for all ne{1, M — 1}.
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enables the system designer to determine the improvement
available in the context of his particular system.
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