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Abstract

The SVD has been applied for the design of IIR filters with quadrantally symmetric amplitude response and for the design of FIR filters with arbitrary amplitude response and linear phase response. In this paper the SVD method is extended to include the design of FIR and IIR 2-D filters with arbitrary amplitude and phase responses.

The method is relatively simple to apply and leads to a parallel arrangement of pairs of cascaded 1-D filter sections. Structures of this type allow a large amount of concurrent processing and, further, they can be implemented in terms of systolic arrays. Therefore, they are amenable to VLSI implementation.

Introduction

The singular-value decomposition (SVD) [1][2] is a numerically reliable matrix decomposition that has found numerous scientific and engineering applications in the past[3]-[5]. An important application of the SVD is concerned with the design of two-dimensional (2-D) digital filters. In [6] the SVD has been applied for the design of infinite-impulse response (IIR) filters with arbitrary amplitude responses; in [7] it has been used for the design of finite-impulse response (FIR) filters with arbitrary amplitude responses and linear phase responses; in [8] it has been used in conjunction with a balanced approximation for the design of IIR filters with arbitrary amplitude responses and linear phase responses. Other related methods are detailed in [9]-[10].

In this paper, the SVD method is extended to include the design of FIR and IIR 2-D filters with arbitrary amplitude and phase responses. The design starts by sampling the desired frequency response in order to generate a complex matrix that represents both the amplitude and phase responses. The SVD is then applied to this matrix to obtain an outer-product sum expression. It is shown in Section II that each vector in an outer-product term can be interpreted as the frequency response of a 1-D digital filter and, therefore, the design task can be completed if methods for the design of 1-D digital filters with arbitrary amplitude and phase responses are available. Two such methods for the design of 1-D FIR filters based on least-squares and least-pth optimization are presented in Section III.

II. The SVD of A Complex Matrix and Its Interpretation

2.1 The SVD of A Complex Matrix

If $F$ is an arbitrary complex matrix of dimension $N_1 \times N_2$, with $N_1 \geq N_2$, then there exist unitary matrices $U \in C^{N_1 \times N_1}$ and $V \in C^{N_2 \times N_2}$, and a real matrix

$$
\Sigma = \begin{bmatrix}
\sigma_1 & & & \\
& \ddots & & \\
& & \sigma_r & \\
& & & 0 \\
& & & \\
0 & & & \\
\end{bmatrix} \in R^{N_1 \times N_2}
$$

such that

$$
F = U \Sigma V^H
$$

(1)

where $V^H$ denotes the complex conjugate transpose of $V$, $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r$ are the singular values and $r$ is the rank of $F$.

Note that (1) can also be written as

$$
F = \sum_{i=1}^{r} \sigma_i u_i v_i^H
$$

(2)

or

$$
F = \sum_{i=1}^{r} \tilde{u}_i \tilde{v}_i^H
$$

(3)

where the $u_i$'s and $v_i$'s are singular vectors of $F$, and $\tilde{u}_i = \sigma_i^{-1/2} u_i$, $\tilde{v}_i = \sigma_i^{-1/2} v_i$ are the weighted singular vectors of $F$. The matrix decomposition (1), (2) or (3) has been known for many years as the SVD of matrix $F$ [1][2][11]. However, it is only recently that it has been utilized for the design of 2-D digital filters [6]-[9].

As is mentioned in the introduction, although the SVD has been used to design a large class of 2-D digital filters, the case where an arbitrary phase response is
required has not been considered [6]-[10]. As a matter of fact, the presently available SVD design approaches always begin with the SVD of a sampled amplitude response matrix. In what follows, it will be shown that for a properly formed sampled frequency response matrix F, there exists an SVD of F such that the resulting singular vectors associated with the nonzero singular values can be interpreted as frequency responses of causal 1-D digital filters.

2.2 A Fundamental Property of a Sampled Frequency Response Matrix

Let \( H_d(e^{j\omega T_1}, e^{j\omega T_2}) \) be a desired 2-D frequency response. For the sake of simplicity, let \( \mu = \omega T_1 \) and \( \nu = \omega T_2 \) and write the frequency response as

\[
H_d(e^{j\mu}, e^{j\nu}) = m_{d}(\mu, \nu)e^{j\theta_d(\mu, \nu)}
\]

(4)

Obviously, for any integers \( k \) and \( l \) we have

\[
m_{d}(\mu, \nu) = m_{d}(-\mu, \nu)
\]

(5)

\[
\theta_d(\mu, \nu) = -\theta_d(-\mu, \nu)
\]

(6)

If \( M \) and \( \Theta \) are matrices of dimension \( N_1 \times N_2 \) obtained by sampling \( m_d \) and \( \theta_d \) over the square \( \{ (\mu, \nu): -\pi \leq \mu \leq \pi, -\pi \leq \nu \leq \pi \} \), then matrix \( F \) defined by

\[
F = M \circ \Theta
\]

(7)

is a discrete version of the desired frequency response, where \( M \circ \Theta \) denotes the entrywise product (usually called Schur product) of \( M \) and \( \Theta \).

For the sake of simplicity, let us assume that \( N_1 = N_2 = 2N \). From (5)-(7) it follows that the entries of matrix \( F \) satisfy the relation

\[
j_{ij} = j_{N+1+i,j,N+1+j} \quad \text{for} \quad 1 \leq i, j \leq 2N
\]

(8)

where \( j \) denotes the complex conjugate of \( f \). A fundamental property of such a sampled frequency response matrix can now be stated in terms of the following theorem.

Theorem 1

If \( F \in \mathbb{C}^{2N \times 2N} \) is a sampled frequency response matrix obtained from (7) with rank \( r \) and \( N_1 = N_2 = 2N \), then there exists a SVD of \( F \)

\[
F = \sum_{i=1}^{r} \sigma_i \hat{u}_i \hat{v}_i^H = \sum_{i=1}^{r} \tilde{u}_i \tilde{v}_i^H
\]

(9)

such that \( \hat{u}_i, \hat{v}_i \), and therefore \( \tilde{u}_i, \tilde{v}_i \), are mirror-image complex-conjugate symmetric for \( 1 \leq i \leq r \). That is,

\[
\hat{u}_i = \begin{bmatrix} \hat{u}_{i1} \\ \tilde{u}_{i1} \end{bmatrix} \quad \text{and} \quad \hat{v}_i = \begin{bmatrix} \hat{v}_{i1} \\ \tilde{v}_{i1} \end{bmatrix} \quad \text{for} \quad 1 \leq i \leq r
\]

where \( \hat{u}_{i1}, \tilde{u}_{i1} \in \mathbb{C}^{N \times 1}, \tilde{u}_{i1} \) denotes the complex conjugate of \( \hat{u}_{i1} \), and \( \tilde{I} \in \mathbb{R}^{N \times N} \) is defined by

\[
\tilde{I} = \begin{bmatrix} 0 & \ldots & 0 & 1 \\ 0 & \ldots & 1 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 1 & \ldots & 0 & 0 \end{bmatrix}
\]

Proof

Let \( I \) be the \( N \times N \) identity matrix and define

\[
\tilde{I} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}, \quad P = \tilde{I} F \tilde{I}
\]

(10)

From (8), matrix \( P \) can be written as

\[
P = \begin{bmatrix} P_1 & P_2 \\ \tilde{P}_2 & \tilde{P}_1 \end{bmatrix}
\]

(11)

and from (2) and (10)

\[
F = \tilde{I} P \tilde{I} = [u_1 \ldots u_{2N}] \Sigma [v_1 \ldots v_{2N}]^H
\]

(12)

Hence

\[
F F^H u_i = \sigma_i u_i, \quad 1 \leq i \leq r
\]

and

\[
P P^H \tilde{u}_i = \sigma_i \tilde{u}_i
\]

(13)

If we let

\[
u_i = \begin{bmatrix} u_{i1} \\ u_{i2} \end{bmatrix}, \quad \tilde{u}_i = \begin{bmatrix} \tilde{u}_{i1} \\ \tilde{u}_{i2} \end{bmatrix}
\]

(14)

then (13) becomes

\[
P P^H \begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix} = \sigma_i \begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix}
\]

(15)

From (11) and (15)

\[
P P^H \begin{bmatrix} \tilde{x}_{i1} \\ \tilde{x}_{i2} \end{bmatrix} = \sigma_i \begin{bmatrix} \tilde{x}_{i1} \\ \tilde{x}_{i2} \end{bmatrix}
\]

(16)

Consequently,

\[
\begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} \tilde{x}_{i1} \\ \tilde{x}_{i2} \end{bmatrix}
\]

are eigenvectors of matrix \( P P^H \) associated with the same eigenvalue \( \sigma_i \) and, therefore, the two normalized vectors are linearly dependent, i.e.

\[
\begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix} = e^{j\omega_i} \begin{bmatrix} \tilde{x}_{i1} \\ \tilde{x}_{i2} \end{bmatrix}
\]

(17)

for some \( \omega_i \). It now follows from (14) and (17) that

\[
u_i = \tilde{I} \begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix} = \begin{bmatrix} x_{i1} \\ e^{j\omega_i} \tilde{x}_{i1} \end{bmatrix} = e^{j\omega_i} \begin{bmatrix} x_{i1} \\ \tilde{I} \tilde{x}_{i1} \end{bmatrix} \equiv e^{j\omega_i} \begin{bmatrix} \tilde{u}_{i1} \\ \tilde{v}_{i1} \end{bmatrix}
\]

(18)

where
\[ \hat{u}_i = \begin{bmatrix} \hat{u}_{i1} \\ \hat{u}_{i2} \end{bmatrix} \]  

with \( \hat{u}_{i1} = e^{-j\frac{\pi}{2}} x_{i1} \). Furthermore, from (12) and (18)

\[ \nu_i = \sigma_i^{-1} \hat{u}_i H \hat{u}_i = \sigma_i^{-1} e^{-j\frac{\pi}{2}} \hat{u}_i H \begin{bmatrix} \hat{u}_{i1} \\ \hat{u}_{i2} \end{bmatrix} = e^{-j\frac{\pi}{2}} \hat{v}_i \]  

(20)

where

\[ \hat{v}_i = \begin{bmatrix} \hat{v}_{i1} \\ \hat{v}_{i2} \end{bmatrix} \]  

(21)

with \( \hat{v}_{i1} = \sigma_i^{-1}(P_H \hat{u}_{i1} + D_H \hat{u}_{i2}) \). Equations (18)-(21) now imply that

\[ F = \sum \sigma_i u_i \nu_i H = \sum \sigma_i \hat{u}_i \hat{v}_i H = \sum \sigma_i \hat{u}_i \hat{v}_i \]  

where \( \hat{u}_i = \sigma_i \hat{u}_i, \hat{v}_i = \sigma_i \hat{v}_i \), and \( \hat{u}_i, \hat{v}_i \) given by (19), (21) are mirror-image complex-conjugate symmetric. \( \square \)

III. Design Issues

The SVD given by (9) can be used to design 2-D digital filters that have arbitrary desired amplitude and phase responses in terms of \( r \) pairs of 1-D digital filters, where the sampled frequency response of each 1-D filter approximates one of the weighted singular vectors \( \hat{u}_{i1} \) and \( \hat{v}_{i1} \) in (9). The 2-D digital filter obtained by this design approach can be a finite impulse response or infinite impulse response filter depending on whether the 1-D filters used are FIR or IIR filters. Moreover, the 2-D filter designed is stable if all 1-D filters used are stable. Like what we have experienced in our previous research [6]-[8], the amplitude as well as phase characteristics of the weighted singular vectors \( \hat{u}_{i1} \) and \( \hat{v}_{i1} \) are quite irregular even for 2-D filters with regular amplitude and phase responses such as linear-phase circular-symmetric lowpass or highpass filters. In what follows, two methods are proposed for the design of 1-D FIR digital filters with arbitrary amplitude and phase responses. Filters of this type can be used if the design of corresponding 2-D FIR filters.

3.1 Design of 1-D FIR Filters by Least-Squares Optimization

It is observed from Theorem 1 that the entire information of a weighted singular vector, say \( \hat{v}_{i1} \), is contained in its bottom \( N \) entries which can be interpreted as a 1-D frequency response over frequency range \([0, \pi]\). So let us assume that \( G_d(\nu) \) is the desired frequency response over \( \nu \in [0, \pi] \) and that its sampled version is represented by an \( N \)-dimensional complex vector \( v_{d} \). A 1-D FIR filter with transfer function

\[ G(z_1) = \sum_{i=0}^{M-1} g_i z_1^{-i} \]  

(22)

is sought such that the least-square error

\[ e_2(g) = \int_{0}^{\pi} |G(e^{i\nu}) - G_d(\nu)|^2 d\nu \]  

(23)

is minimized where \( g = [g_0 \ldots g_{M-1}]^T \) is the real parameter vector to be determined in the optimization. By writing

\[ G(e^{i\nu}) = g^T q_M \]

with

\[ q_M = \begin{bmatrix} 1 & e^{i\nu} & \ldots & e^{-i(M-1)\nu} \end{bmatrix}^T \]

the least-squares error can be expressed as

\[ e_2(g) = g^T \hat{Q} g - 2g^T b + c \]  

(24)

where

\[ \hat{Q} = \int_{0}^{\pi} q_M q_M^H d\nu \quad \text{and} \quad b = Re \left[ \int_{0}^{\pi} \hat{q}_M G_d(\nu) d\nu \right] \]

Since \( e_2(g) \) is real, (24) implies that

\[ e_2(g) = g^T \left[ \frac{\hat{Q} + \hat{Q}^H}{2} \right] g - 2g^T b + c \]

\[ \equiv g^T \hat{Q} g - 2g^T b + c \]

where \( Q = \pi I \).

Hence, the vector \( g \) that minimizes \( e_2(g) \) is given by

\[ g = b/\pi = \frac{1}{\pi} Re \left[ \int_{0}^{\pi} \hat{q}_M G_d(\nu) d\nu \right] \]

which implies that

\[ g_i \approx Re \left[ \frac{1}{N} \sum_{k=1}^{N} v_{d(k)} e^{i(i-1)(k-1)\pi/N} \right], \quad 1 \leq i \leq M \]

where \( v_{d(k)} \) denotes the \( k \)-th entry of \( v_{d} \). In effect, the best \( g \) is approximately equal to the real part of the discrete Fourier transform of \( v_{d} \).

3.2 Design of 1-D FIR Filters by Least-pth Optimization

An 1-D FIR filter with the transfer function in (22) can be designed such that its frequency response \( G(\nu) \) best approximates the desired frequency response \( G_d(\nu) \) with respect to the \( L_p \)-norm

\[ e_p(g) = \int_{0}^{\pi} |G(e^{i\nu}) - G_d(\nu)|^p d\nu, \quad p > 0 \text{ even} \]

Theorem 2

The objective function \( e_p(g) \) is globally convex over the entire parameter space \( R^{M \times 1} \) for any even integer \( p > 0 \).

Proof

By writing \( e_p(g) \) as

\[ e_p(g) = \int_{0}^{\pi} \left( |G(e^{i\nu}) - G_d(\nu)|^p \right) d\nu \]

\[ = \int_{0}^{\pi} |g^T \hat{Q} g - 2g^T b + c|^p d\nu \]
where \( p' = \frac{p}{2}, \hat{Q} = q_M q_M^H, b = \text{Re} [q_M G_d(v)], \) and \( \hat{e} = |G_d(v)|^2, \) we can express the Hessian matrix \( H \) of the objective function as

\[
H = \frac{\partial^2 e_p(g)}{\partial g \partial g^H} = (p' - 1) \int_{0}^{\infty} |G(x) - G_d(v)|^{p'-2} Y dv + \int_{0}^{\infty} |G(x) - G_d(v)|^{p'-1} \hat{Q} dv \tag{25}
\]

where \( Y = (g^T \hat{Q} - \hat{b})(g^T \hat{Q} - \hat{b})^H. \)

It follows that \( H \geq 0 \) and, therefore, \( e_p(g) \) is globally convex. \( \square \)

For FIR filters of moderate order, the classic Newton method might be the best choice for the minimization of objective function \( e_p(g) \) owing to its fast convergence rate and computational efficiency. A major problem with the Newton method is that the Hessian matrix \( H \) in (25) must remain positive definite during the optimization process. This is a fairly restrictive condition because as vector \( g \) approaches its optimal value, \( |G(e^{jv}) - G_d(v)| \) becomes small; hence all entries of \( H \) become small as is seen from (25). Consequently, matrix \( H \) is likely to become ill-conditioned, if not singular, during the final stage of the optimization and may result in an unreliable solution. Quasi-Newton methods such as the Davidson-Fletcher-Powell and the Broyden-Fletcher-Goldfarb-Shanno methods often exhibit fast convergence and do not require the Hessian matrix. However, if the problem at hand is convex and the number of independent variables is large, as is the case, excellent results can be obtained by using the nonquadratic extension of the well-known conjugate gradient algorithm, often called the quadratic approximation (QA) method [12].

The QA method starts with an initial estimate of the parameter vector \( g \), say \( g_0 \), which may be obtained, for example, by the least-squares method described in Sec. 3.1. Then improved estimates of \( g \), say \( g_1, g_2, \ldots \) are obtained by using the recursive relations

\[
d_k = -\nabla_T e_p(g_k) \\
\alpha_k = -\nabla_T e_p(g_k) d_k \\
g_{k+1} = g_k + \alpha_k d_k \\
d_{k+1} = -\nabla e_p(g_{k+1}) + \beta_k d_k \\
\beta_k = \frac{\nabla_T e_p(g_{k+1}) H(g_k) d_k}{d_k^T H(g_k) d_k}
\]

IV. Conclusions

The SVD has been applied in conjunction with 1-D techniques for the design of 2-D digital filters with arbitrary amplitude and phase responses. The method is relatively simple to apply and leads to a parallel arrangement of pairs of cascaded 1-D filter sections. Structures of this type allow a large amount of concurrent processing, and, further, they can be implemented in terms of systolic arrays. Therefore, they are amenable to VLSI implementation.

Since the 2-D design is accomplished by designing a set of 1-D filters, low approximation error can easily be achieved and stability can easily be assured.
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