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ABSTRACT
An efficient method for the design of low-delay two-channel, perfect
reflection IIR filter banks is proposed. The design problem is formulated in terms of minimax designs of a general stable
IIR filter that can be obtained using semidefinite programming and
an FIR filter that can be obtained using the Remez exchange algo-

1. INTRODUCTION
Low system delay is often desired for filter banks used in subband
coding, subband adaptive filtering, and many other applications
[1-3]. An interesting problem formulation that can be used for the
design of low-delay filter banks was proposed by Kim and Ansari
in [4] and developed further by Phoong, Kim, Vaidyanathan, and
Ansari in [5]. This formulation entails two independent functions
of $z$, $\alpha(z)$ and $\beta(z)$, that can be chosen to satisfy speci-
sity requirements while maintaining the perfect reconstruction (PR).
More recent work on this type of filter bank includes the method in
[6] where $\alpha(z)$ and $\beta(z)$ are rational functions of $z$ that represent IIR filters and the method in
[7] where both $\alpha(z)$ and $\beta(z)$ are polynomials in $z^{-1}$ that repre-

represent nonlinear-phase FIR filters. In this paper, we use the for-
mulation in [4][5] to design low-delay filter banks but chose $\alpha(z)$
to be a polynomial in $z^{-1}$ that represents a linear-phase FIR
filter and $\beta(z)$ to be a rational function of $z$ that represents an
IIR filter. Thus $\alpha(z)$ can be obtained by designing the FIR filter us-

2. DESIGN OF IIR ANALYSIS FILTER BANK
2.1. Lowpass Analysis Filter
Consider the 2-channel biorthogonal maximally decimated filter
bank shown in Fig 1 where the analysis lowpass filter $H_0$ and high-

pass filter $H_1$ are characterized by

$$
H_0(z) = \frac{1}{2} \left[ z^{-2N} + z^{-1} \beta(z^2) \right]$$

and

$$
H_1(z) = -\alpha(z^2)H_0(z) + z^{-2M-1}
$$

respectively, function $\alpha(z)$ is a polynomial in $z^{-1}$ and $\beta(z)$ is a
rational function in $z$. The transfer functions of the synthesis filters
are given by $G_0(z) = -H_1(-z)$ and $G_1(z) = H_0(-z)$. A filter bank
of this type is known to have the perfect reconstruction (PR)

property regardless of the choices of $\alpha(z)$ and $\beta(z)$ [4][5]. The
formula of $H_0(z)$ in (1a) suggests that if we design a lowpass filter
represented by $\beta(z)$ with passband $[0, 2\omega_p]$ and passband group
delay $N - \frac{1}{2}$, then $H_0$ will be a lowpass filter with passband $[0, \omega_p]$ and

passband group delay $2N$ [5].

Let us assume that $\beta(z)$ is the transfer function of an IIR filter of the
form

$$
\beta(z) = \frac{b(z)}{z^n - \sum_{i=0}^{n-1} d_i z^{n-i}}
$$

By formulating an error function and minimizing it using SDP,
$\beta(z)$ can be determined. Assuming that the sampling frequency is $2\pi$, an error function can be defined as

$$
E_0(\omega) = \beta'(e^{j\omega}) - \beta(d(\omega))
$$

where $\beta(d(\omega))$ is the desired frequency response of the IIR filter and

is equal to $e^{-j\omega(N-1/2)}$ for $\omega \in [0, 2\omega_p]$ and zero elsewhere.

An approximation for $\beta(z)$ can be obtained by solving the minimization

problem

$$
\text{minimize } \delta
$$

subject to:

$$
\frac{W_0^2(\omega)}{|d_{k-1}(\omega)|^2} |b(\omega) - d(\omega)\beta(d(\omega))|^2 \leq \delta
$$

for $\omega \in [0, 2\omega_p]$ (3c)

where $\delta = \max|E_0(\omega)|$, $d_{k-1}(\omega)$ denotes the denominator poly-

nomial $d(z)$ obtained in the $(k-1)$th iteration, $W_\alpha(\omega) \geq 0$ is a
weighting function, and the stability of the IIR filter is assured by

the constraint in (3c). Now if $x = [\delta b d]^T$ with $b = [b_0, b_1, \ldots, b_n]$ and $d = [d_0, \ldots, d_n]$, then the constraint in (3b) is equivalent to

$$
\Gamma = \begin{bmatrix}
\delta & a_1 & a_2 \\
\delta & 1 & 0 \\
a_2 & 0 & 1
\end{bmatrix}
$$

$\geq 0$ for $\omega \in [0, 2\omega_p]$ (4)
where the notation $\Gamma(x, \omega) \succeq 0$ denotes that matrix $\Gamma(x, \omega)$ is positive definite and $a_i$ for $i = 1, 2$ are known functions of $x$ and $\omega$ [8]. Using the well-known Lyapunov stability theory [9], it can be shown that $d_{k-1}(z)$ has all its zeros in the unit circle if and only if there exists a positive definite matrix $P_{k-1}$ such that

$$
\begin{bmatrix}
P_{k-1} & D_{k-1} \\
D_{k-1}^T & P_{k-1}^{-1}
\end{bmatrix} > 0
$$

where $D_{k-1}$ is the canonical matrix obtained by using the coefficients of $\lambda_{k-1}$ [8][9], and the notation $> 0$ denotes that the above matrix is positive definite. After the $(k-1)$th iteration is complete, one can solve the Lyapunov equation $P_{k-1}^{-1}D_{k-1}D_{k-1}^T = I$ for the positive definite solution of $P_{k-1}$ and use it to construct the matrix inequality (LMI)

$$
Q_k(x) = \begin{bmatrix}
P_{k-1}^{-1} & -1 \\
D & P_{k-1}^{-1}
\end{bmatrix} \succeq 0
$$

in the $k$th iteration to assure the stability of the IIR filter. In the above equation, a parameter $\tau > 0$ is introduced to control the stability margin of the filter. The $k$th iteration of the design can now be formulated as the SDP problem

$$
\begin{align*}
\text{minimize} & \quad e^T x \\
\text{subject to:} & \quad \Gamma(x) \succeq 0 \\
& \quad Q_k(x) \succeq 0
\end{align*}
$$

where $e = [1 \quad 0 \ldots 0]^T$ and $\Gamma(x) = \text{diag}(\Gamma(x, \omega_0), \ldots, \Gamma(x, \omega_m))$ with $\omega_i, 1 \leq i \leq m$ being a set of frequency points in the interval $[0, 2\omega_p]$. The optimization problem in (5) can be efficiently solved using the LMI toolbox of MATLAB. With $\beta(z)$ known, the analysis lowpass filter $H_0$ can be obtained.

### 2.2 Highpass Analysis Filter

Now let us examine the design of the analysis highpass filter $H_1$. If function $\alpha(z)$ is assumed to be the transfer function of a linear-phase FIR filter of even length of the form $\alpha(z) = \sum_{i=0}^{N_o-1} a_i z^{-i}$, we can define the error function for the analysis highpass filter $H_1$ as

$$
E_1(\omega) = H_1(e^{j\omega}) - H_{\text{leq}}(\omega)
$$

$$
= -\alpha(e^{j\omega})H_0(e^{j\omega}) + e^{-j(2M+1)\omega} - H_{\text{leq}}(\omega)
$$

where $H_{\text{leq}}(\omega)$ is the desired frequency response of $H_1$ and is equal to $e^{-j(2M+1)\omega}$ for $\omega \in [\omega_p, \pi]$ and zero elsewhere. Now let $H_0(e^{j\omega}) = A(\omega)e^{-j\omega N_o}$, where $A(\omega)$ is approximately equal to one in magnitude for $\omega \in [0, \omega_p]$, and let the frequency response of the FIR filter be $a(e^{j\omega}) = e^{-j(\omega N_o - 1)/2} \cos(\omega/2)P_o(\cos \omega)$, where $P_o(\cos \omega)$ is a Chebyshev polynomial of order $N_o/2 - 1$ that contains the coefficients of $a(z)$. The error function in (6) can then be expressed as

$$
E_1(\omega) = e^{-j(2M+1)\omega}[1 - \cos(\omega)P_o(\cos(2\omega))A(\omega)]
$$

for $\omega \in [0, \pi/2]$

By setting $\partial E_1(\omega)^2/\partial P_o$ to zero, we obtain the Chebyshev polynomial $P_o(\cos(2\omega))$ that minimizes $E_1(\omega)^2$ as

$$
P_o(\cos(2\omega)) = \frac{\gamma |A(\omega)|}{|A(\omega)|^2 \cos \omega}
$$

for $\omega \neq \pi/2$

Hence the design problem at hand can be formulated as the least $p^\text{th}$ minimization problem [10]

$$
\min_{I_x} \int_{I_x} W_\alpha(x)|P_{\omega}(x) - P_\omega(x)|^2 dx
$$

where $x = \cos(2\omega), x_\delta = \cos(2\omega_p), I_x = (-1, -x_\delta) \cup (x_\delta, 1)$, and $W_\alpha(\omega)$ is a weighting function given by $W_\alpha(x) = \cos(0.5 \arccos x)|A(0.5 \arccos x)|^2$. The optimization problem in (8) with $P = \infty$ can be solved using the Remez exchange algorithm [11]. With $\alpha(z)$ known, the analysis highpass filter $H_1$ can be obtained.

### 2.3 Selection of Design Parameters

We now describe some simple guidelines for the selection of parameters $N, n, M, N_o$, and $N_c$ for given design specifications. If filter $H_0$ was a linear-phase half-band FIR filter, its length could be predicted by using a formula due to Herrmann et al. [11] as

$$
L = \left[ \frac{D - FB^2}{B} + 1.5 \right]
$$

where $B = \frac{|\omega_p - \omega_s|}{2\pi}$, $F = 11.012$,

$$
D = \left[ 0.0053 \log(\delta_{01})^2 + 0.0714 \log(\delta_{01} - 0.4761) \log(\delta_{01}) - 0.00026 \log(\delta_{01})^2 + 0.5941(\log(\delta_{01})) + 0.4278 \right]
$$

In the above formulas, $\delta_{01}$ is the stopband ripple, $\omega_p$ and $\omega_s$ are the passband and stopband edges of the analysis lowpass filter, respectively; $[Q]$ denotes the largest integer smaller than $Q$. Now if $H_0$ is an IIR filter, then extensive simulations have shown that parameter $N$ could be taken to be one eighth of $L$ [10], i.e.,

$$
N = \left[ \frac{L}{8} \right]
$$

where $[Q]$ denotes the smallest integer larger than $Q$. A value of $N$ smaller than this may still work, but the filter bank may exhibit undesirable artifacts in the transition band. Having chosen parameter $N$, the value $n = N + 2$ usually leads to satisfactory designs. On the other hand, the values $M = 3N - 1$ and $N_c = 4N$ lead to a highpass analysis filter $H_1$ whose frequency performance is comparable with that of the lowpass analysis filter $H_0$. In doing so, a good overall performance of the filter bank can be obtained.

### 3. A CASE STUDY

#### 3.1 Design of a Filter Bank with Continuous Coefficients

We have applied the design method proposed in Section 2 to design an IIR filter bank with the following specifications: $\delta_{01} = 1.778 - 3, \omega_p = 0.45\pi$, and $\omega_s = 0.55\pi$. The length of a linear-phase half-band FIR filter was predicted to be $L = 60$; therefore, parameter $N$ for the low-delay IIR filter bank was chosen as $N = \left[ L/8 \right] = 8$; with $N$ known, the other parameters can be deduced as follows: $n = 10, M = 23$, and $N_c = 32$. We first designed an FIR nonlinear-phase transfer function of order 35, represented by $\beta(z)$, by using the method proposed in [7]. A balanced approximation method [13] was applied to the FIR transfer function $\beta(z)$ to yield a stable rational function $\beta(z)$ of order 10. This $\beta(z)$ was then used as the initial guess in the SDP optimization described in Section 2. The SDP algorithm took
one iteration to converge and the result was a stable rational function \( \beta(z) \) that gave an IIR filter \( H_0 \) with equiripple magnitude response. Next, the Remez exchange algorithm was applied to obtain a linear-phase FIR transfer function \( \alpha(z) \) of order 31. The transfer functions \( H_0(z), H_1(z), G_0(z), \) and \( G_1(z) \) were then constructed using (1). The system delay of the filter bank was \( 2M + 2N + 1 = 63 \) s. The performance of the filter bank designed was evaluated and compared with that of the designs obtained with several existing methods. These include the methods in [4]-[7] where the same filter bank formulation was applied but with different selections of \( \beta(z) \) and \( \alpha(z) \). Based on the method proposed in [4], we obtained an allpass transfer function \( \beta(z) \) of order 8 and a linear-phase FIR transfer function \( \alpha(z) \) of order 31.

By using the method proposed in [7], we obtained a nonlinear-phase FIR transfer function \( \beta(z) \) of order 35 and a linear-phase FIR transfer function \( \alpha(z) \) of order 31. The linear-phase FIR filter bank with 32 lattice stages proposed in [14] was also considered in our comparison study. All the designs have the same system delay of 63 s.

The frequency responses of \( \alpha(z) \), \( \beta(z) \), and analysis IIR filters \( H_0 \) and \( H_1 \) are shown in Figs. 2(a)-(c). The frequency responses of the designs is illustrated in Table I, where \( \Delta \omega \equiv \omega_p - \omega_a \) is the width of transition band for both \( H_0 \) and \( H_1 \) and \( \delta_{\alpha_0}, \delta_{\beta_0} \) are the stopband attenuations of filters \( H_0 \) and \( H_1 \), respectively. It is observed that the IIR filter bank designed by the proposed method outperforms the other methods in that it yields a narrower transition width and improved stopband attenuation. With regard to the implementation complexity, the allpass function of order 8 is implemented with 8 multipliers and 24 adders [2], the IIR function \( \beta(z) \) realizing in terms of a 10-stage lattice and ladder structure [11], and the linear-phase FIR \( \alpha(z) \) is implemented using the direct form [12]. It is noted that the proposed method requires less multiplications and additions (at the original sampling rate) compared to the method in [7] but is not as economical as the methods in [4] and [14].

### 3.2. Multiplierless Implementation of the Filter Bank

It is advantageous to implement a filter bank without multiplications. A commonly used approach is to employ individual filters with coefficients that can be expressed as sums of a small number of power-of-two terms. In this way the filters can be implemented in terms of additions of shifted versions of the input. In what follows, we call such filter banks as filter banks with sum-of-power-of-two (SP2) coefficients. Optimal implementation of filter banks with SP2 coefficients can be achieved by using techniques such as simulated annealing or genetic algorithms but these methods require a large amount of computation. The approach we take here can be described as follows. First we design a filter bank with continuous coefficients. Next we assign a certain number of bits for each coefficient based on its magnitude, and determine its lower and upper SP2 bounds. For the filter bank designed in Section 3.1 there were 21 coefficients in \( \beta(z) \), five of which were very small in magnitude and were not sensitive to quantization; these were fixed to their nearest SP2 values. Then through an exhaustive search we selected either the upper bound or the lower bound for each of the 16 remaining coefficients such that the objective function

\[
E_k(H_k) = \max_{\omega} \| H_{k0}(\omega) - H_k(\omega) \|, \quad (11) \quad k = 0, 1, \quad \omega \in [0, 2\pi]
\]
Table 1: Performance Comparisons

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \omega$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.172</td>
<td>0.1</td>
</tr>
<tr>
<td>$\delta_{\text{e}_0}$ (dB)</td>
<td>45.5</td>
<td>55.2</td>
<td>42.5</td>
<td>55.5</td>
</tr>
<tr>
<td>$\delta_{\text{e}_1}$ (dB)</td>
<td>45</td>
<td>52.7</td>
<td>42.5</td>
<td>52.8</td>
</tr>
<tr>
<td>Mult</td>
<td>12</td>
<td>26</td>
<td>17</td>
<td>23.5</td>
</tr>
<tr>
<td>Add</td>
<td>28.5</td>
<td>34</td>
<td>49</td>
<td>33.5</td>
</tr>
</tbody>
</table>
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Figure 2: Two-channel low-delay IIR filter bank. (a) Magnitude responses of IIR filters represented by $\beta(z)$ (solid line) and the linear-phase FIR filter represented by $\alpha(z)$ (dashed line); (b) magnitude responses of the analysis IIR filters; (c) passband group delays of the analysis IIR filters; (d) magnitude responses of multiplierless IIR analysis filter bank. (The heavy solid lines in (b) and (d) are the passband gains of filters $H_0$ and $H_1$, multiplied by a factor of 200 in order to illustrate the passband ripple.)