Multiuser Detection for Multiple-Access Communications Using Wavelet-Packet Transforms
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Abstract — A wavelet-packet-based alternating projection joint detector (WPAPJD) for over-saturated multiple-access systems is proposed. By exploiting the structure of the multiple-access interference (MAI) associated with the wavelet packets used, the MAI seen by each user can only occur within a small-size subgroup of users. Further, MAI is reduced by using an APJD as applied to the subgroup. In comparison with a refined multistage joint detector, simulation studies show that our proposed method offers improved bit-error rate (BER) with reduced computational complexity in applications where a signal-to-noise ratio less than 16 dB is acceptable.

I. INTRODUCTION

Multiple-access interference (MAI) is a major limiting factor for conventional direct-sequence code-division multiple access (DS-CDMA) systems. As an efficient way to mitigate the effect of MAI, various multiuser detection methods have been proposed (see [1]-[7] and their references). An optimal multiuser detector was proposed in [1] and suboptimal detectors with much reduced computational complexity were proposed in [2][3] as linear joint detectors and in [4] as multistage joint detectors (MJD).

In [5], the wavelet packet transform (WPT) was applied to select signature waveforms and jointly design the receiver in order to increase the throughput of a multiple-access system. In a wavelet-packet-based multiple-access (WPMA) system, each user is assigned a distinct signature waveform generated by the inverse WPT. By exploiting the hierarchical structure of the WPT, a more efficient multiuser detector was developed. It was also shown that this WPT-based multiuser detection algorithm can be viewed as a refined version of the MJD proposed in [4].

A sufficient condition for the convergence of the WPT-based detection algorithm was presented in [8]. It turned out that for over-saturated systems, the algorithm in [5] does not, in general, satisfy the sufficient condition. In [6], the multiuser detection problem was examined through a geometric interpretation, and a detector known as alternating projection joint detector (APJD) was proposed to solve the problem. It is noted, however, that the APJD algorithm was not considered in a WPT framework.

In this paper, we first investigate the design of the signature set in over-saturated WPMA systems, and show that K user signature waveforms can be generated by the inverse WPT such that their cross-correlations exhibit a hierarchal structure. The users are then divided into several subgroups according to the cross-correlation structure. Based on this, a new multiuser joint detector, named WPAPJD, is developed in which APJD is applied to detect the users within each subgroup. This leads to a significant reduction in the computational complexity. The performance of the proposed WPAPJD is examined via simulations and comparisons are carried out with the method in [5].

II. DESIGN OF SIGNATURE SET IN WPMA SYSTEM

In a WPMA system, each user is assigned a distinct signature waveform which is derived by applying the inverse WPT to a vector at a certain location of a WPT tree. Since the vector and its location determine the time-frequency characteristic of the signature waveform derived, by defining locations in the WPT tree as levels and nodes, as shown in Fig. 1, the design of the signature set can be accomplished by carefully selecting the nodes and the vectors in the WPT binary tree.

![Fig. 1. A 4-level full binary tree of wavelet-packet decomposition.](image)

Let \( w_{(l,c)} \) denote the waveform generated by the inverse WPT of a vector located at node \((l,c)\) and, for convenience, call it the waveform at node \((l,c)\). If the length (number of entries) of the vectors at certain levels is selected such that the waveforms generated have the same length, then

\[
\begin{align}
   w^i_{(l,c1)} w_{(l,c2)} &= \delta(c1 - c2) \\
   w^i_{(l_1,c_1)} w_{(l_1+k,c_2)} &= 0
\end{align}
\]

where \( c2 \notin [(c1 - 1) \times 2^k + 1, \ c1 \times 2^k] \), and \( k \) is a positive integer.
Eq. (1a) indicates that all the waveforms derived from the same level are orthogonal to each other, while Eq. (1b) shows that a waveform is correlated only to its ancestors and descendants (ancestors and descendants of a waveform are the waveforms at the nodes above or below the node where the waveform is located, respectively).

In an over-saturated system, the number of users, $K$, is larger than the dimension of a signature waveform. Consequently, the signature waveforms are linearly dependent, and the user detection problem becomes more challenging. As will be shown below, using the WPT approach allows one to consider the design of the signature set and receiver concurrently, which leads to improved system efficiency. To accommodate $K$ users in an $N$-dimensional system with $K > N$, all the $N$ nodes at level $l$ ($l = \log_2 N$) are selected to generate $N$ orthogonal signature waveforms. The remaining $K - N$ signature waveforms are generated to maximize the minimum Euclidean distance in the resulting signature set without changing the energy level of the signature waveforms.

As an example, let us consider a system that handles 36 users. The length of the signature waveforms used is 32. The first 32 signature waveforms can be derived from 32 nodes at level 5 of the WPT binary tree. The other 4 can be derived such that

(a) they are orthogonal to each other, and

(b) each new signature waveform is correlated to a maximized number of the 32 signature waveforms.

Requirement (a) is for the simplicity of the receiver design while requirement (b) leads to a maximized minimum Euclidean distance. Likewise, the 4 nodes at level 2 are selected to further maximize the minimum Euclidean distance. It can be readily proved that the vector at each node in level 2 should be selected in order for the derived signature waveform to be an evenly linear combination of its 8 descendants at level 5, i.e.,

$$w_{(2,i)} = \sum_{j=(i-1)}^{s_{i}} \frac{1}{2\sqrt{2}}w_{(5,j)}$$

for $i=1,2,3,4$.

Notice that the cross-correlations of the resulting signature waveforms exhibit a hierarchical structure which will be used in the receiver design step to be described in the next section.

III. MULTIUSER JOINT DETECTION

Through the rest of the paper, we assume that

- the user signature waveforms are known at the receiver,
- the channel is an additive white Gaussian noise channel,
- perfect synchronization and power control are assumed, thus all user signals arrive synchronously with the same power, and
- antipodal $\{+1,-1\}$ signaling is used.

If we let $b_k$ denote the information bit of the $k$th user, and $w_k$, a column vector of length $N$, represent the signature waveform of the $k$th user, then the received signal, $r$, can be expressed as

$$r = \sum_k b_k w_k + n = Wb + n$$  \hspace{1cm} (2)

where $W = [w_1, w_2, ..., w_K]$, $b = [b_1, b_2, ..., b_K]^T$, and $n$ is a Gaussian noise vector with variance $\sigma^2$.

A conventional matched-filter-based detector is optimal only when all other user signals are orthogonal to the signal of interest. However, when the above condition is not satisfied, as in conventional DS-CDMA and WPMA systems, a more efficient approach is to exploit the rich information content in the MAI and detect the user symbols jointly. The optimal multiuser joint detector proposed in [1] seeks to maximize the log-likelihood function and results in

$$\hat{b} = \arg \left[ \max_{b_k \in \{1,-1\}} ||r - Wb||^2_2 \right]$$

$$= \arg \left[ \max_{b_k \in \{1,-1\}} 2r^TWb - (Wb)^TWb \right]$$  \hspace{1cm} (3)

However, there are $2^K$ possible symbol vectors for $b$, and its computational complexity is exponential with respect to $K$. This makes the optimal detector impractical for systems with a large number of users. A number of suboptimal joint detectors have since been developed, seeking to offer a slightly degraded performance with much reduced computational complexity. In [6], the multiuser detection problem was considered using a geometric representation of multiuser detection, and an iterative detector known as APJD was proposed for over-saturated multiple-access systems. In the $(m+1)$th iteration, a more accurate estimate of the user information bits, $\mathbf{b}^{m+1}$, is obtained from the $m$th estimate as

$$\hat{b}^{m+1} = P_{\gamma}P_{\omega}\hat{b}^m$$  \hspace{1cm} (4)

where $\gamma$ denotes the space comprising $2^K$ possible user information vectors, $\omega$ denotes the space comprising all the solutions of equation $r = Wx$, and $P$ denotes an projection operator. Using linear algebraic manipulations, the above equation can be written as

$$\mathbf{b}^{m+1} = \text{sgn}([W^T r + (I - W^TW)\hat{b}^m]$$  \hspace{1cm} (5)

where $\text{sgn}$ denotes the $\text{sgn}$ function, $W^T$ denotes the pseudoinverse of $W$, and $I$ is the identity matrix. It is noted that one of the most attractive features of the APJD is that the algorithm always converges at a high rate (see [6] for details).

In (5) $W^T r$ is a constant vector in each iteration; hence the numerically most expensive part of the algorithm is to compute $(I - W^TW)\hat{b}^m$. In what follows, we show that this computation can be accomplished efficiently by exploiting the hierarchical structure of the cross-correlations of the user signature waveforms.

First, let us write the matrix $W$ such that the signature waveforms with the common root in the WPT tree
are stacked to form submatrices in \( \mathbf{W} \). This means that the users are grouped into several subgroups. In each submatrix, signature waveforms at lower levels are placed after the waveforms at higher levels. For example, in the system with 36 users discussed earlier, \( \mathbf{W} \) is arranged as

\[
\mathbf{W} = [\mathbf{W}_a : \mathbf{W}_b : \mathbf{W}_c : \mathbf{W}_d]
\]

where

\[
\mathbf{W}_a = [\mathbf{w}(5,1) \cdots \mathbf{w}(5,8) \mathbf{w}(2,1)]
\]
\[
\mathbf{W}_b = [\mathbf{w}(5,9) \cdots \mathbf{w}(5,16) \mathbf{w}(2,2)]
\]
\[
\mathbf{W}_c = [\mathbf{w}(5,17) \cdots \mathbf{w}(5,24) \mathbf{w}(2,3)]
\]
\[
\mathbf{W}_d = [\mathbf{w}(5,25) \cdots \mathbf{w}(5,32) \mathbf{w}(2,4)]
\]

We now discard all the signature waveforms which are not from the highest level, and define the new matrix obtained as \( \tilde{\mathbf{W}} \)

\[
\tilde{\mathbf{W}} = [\mathbf{W}_1 : \mathbf{W}_2 : \mathbf{W}_3 : \mathbf{W}_4]
\]

where

\[
\mathbf{W}_1 = [\mathbf{w}(5,1) \cdots \mathbf{w}(5,7) \mathbf{w}(5,8)]
\]
\[
\mathbf{W}_2 = [\mathbf{w}(5,9) \cdots \mathbf{w}(5,15) \mathbf{w}(5,16)]
\]
\[
\mathbf{W}_3 = [\mathbf{w}(5,17) \cdots \mathbf{w}(5,23) \mathbf{w}(5,24)]
\]
\[
\mathbf{W}_4 = [\mathbf{w}(5,25) \cdots \mathbf{w}(5,31) \mathbf{w}(5,32)]
\]

Notice that \( \tilde{\mathbf{W}} \) is an orthogonal matrix, and multiplying its transpose by a vector does not change the norm of the vector. Thus, we can rewrite (3) as

\[
\tilde{\mathbf{b}} = \arg \left[ \min_{\mathbf{b} \in \{1,-1\}} \| \tilde{\mathbf{W}}^T \mathbf{r} - \tilde{\mathbf{W}}^T \tilde{\mathbf{W}} \mathbf{b} \|_2 \right]
\]

where

\[
\tilde{\mathbf{W}}^T \mathbf{W} =
\begin{bmatrix}
\mathbf{W}_1^T \mathbf{W}_1 & 0 & 0 & 0 \\
0 & \mathbf{W}_2^T \mathbf{W}_2 & 0 & 0 \\
0 & 0 & \mathbf{W}_3^T \mathbf{W}_3 & 0 \\
0 & 0 & 0 & \mathbf{W}_4^T \mathbf{W}_4
\end{bmatrix}
\]

If we arrange the user information vector \( \mathbf{b} \) in accordance with the structure of \( \mathbf{W} \), we obtain

\[
\mathbf{b} = [\mathbf{b}_a^T : \mathbf{b}_b^T : \mathbf{b}_c^T : \mathbf{b}_d^T]^T,
\]

and (8) becomes

\[
\tilde{\mathbf{b}} = \arg \left[ \min_{\mathbf{b} \in \{1,-1\}} \| \mathbf{W}_1^T \mathbf{r} - \mathbf{W}_1^T \mathbf{W}_1 \mathbf{b}_a \|_2 \right]
\]

For instance, the sub-objective function for the users from group 1 in the system with 36 users is

\[
\delta_{\mathbf{a}} = \arg \left[ \min_{\mathbf{b} \in \{1,-1\}} \| \mathbf{W}_1^T \mathbf{r} - \mathbf{W}_1^T \mathbf{W}_a \mathbf{b} \|_2 \right] \quad \text{for} \quad k \in [1,9]
\]

By applying the APJD to each subgroup of users, we obtain the detector for user group 1 as

\[
\delta_{\mathbf{a}}^{m+1} = \text{sgn}([\mathbf{W}_1^T \mathbf{W}_a] \mathbf{W}_1^T \mathbf{r} + (1 - [\mathbf{W}_1^T \mathbf{W}_a])^T \mathbf{W}_1^T \mathbf{W}_a) \delta_{\mathbf{a}}^m
\]

Since

\[
(W_1^T \mathbf{W}_a)^T W_1^T = W_1^T
\]

(12) becomes

\[
\delta_{\mathbf{a}}^{m+1} = \text{sgn}([\mathbf{W}_1^T \mathbf{r} + (1 - \mathbf{W}_1^T \mathbf{W}_a) \delta_{\mathbf{a}}^m]
\]

In the proposed WPAPJD, the pseudo-inverse is involved; hence the computation might be costly. In practice, however, all the pseudo-inverse matrices can be computed off-line. The only operation that has to be performed in each iteration is multiplying \( \delta_{\mathbf{a}}^m \) by \( \mathbf{I} - \mathbf{W}_1^T \mathbf{W}_a \) and adding the result to \( \mathbf{W}_1^T \mathbf{r} \). Due to the user grouping, the large-size matrix consisting of all the signature waveforms is divided into several submatrices. Consequently, the amount of computation is reduced significantly. In the example we used above, \( \mathbf{I} - \mathbf{W}_1^T \mathbf{W}_a \) is of dimension 9, while \( \mathbf{I} - \mathbf{W}_1^T \mathbf{W} \) is of dimension 36. The amount of computation required performing the user detection of all the 4 groups will be about 25% of the computation required by the original detector.

From our extensive computer simulations, we observed that the algorithm might converge to an undesirable point due to one of the projection operators in (4), \( \mathcal{P}_\gamma \). This can be clarified if we assume the following:

(a) That no noise is present and hence (14) can be written as

\[
\delta_{\mathbf{a}}^{m+1} = \text{sgn}(\delta_{\mathbf{a}}^m + \mathbf{W}_1^T \mathbf{W}_a (\mathbf{b}_a - \delta_{\mathbf{a}}^m))
\]

\[
= \mathcal{P}_\gamma(\delta_{\mathbf{a}}^m + \delta_{\mathbf{a}}^m)
\]

where \( \mathbf{b}_a \) denotes the transmitted information bits of users in group 1.

(b) After the \( m \)th iteration, the distance between \( \delta_{\mathbf{a}}^m \) and the true user information vector \( \mathbf{b}_a \) is greater than 0, thus \( \delta_{\mathbf{a}}^m \) is different from the true information vector.

(c) In the \((m+1)\)th iteration, the absolute values of all entries in \( \delta_{\mathbf{a}}^m \) are smaller than one.

After projection, we would have

\[
\text{sgn}(\delta_{\mathbf{a}}^m + \delta_{\mathbf{a}}^m) = \delta_{\mathbf{a}}^m
\]

Thus, the algorithm would converge to an incorrect point.

This suggests that one can improve the situation by changing the projector \( \mathcal{P}_\gamma \) in the following manner:

- If \( \delta \leq \delta (0 \leq \delta < 1) \), keep \( \delta \) unchanged.
- If \( \delta > \delta \), project it to \('+1'\) or \('-1'\).

After these checks, the distance between \( \delta_{\mathbf{a}}^m \) and \( \delta_{\mathbf{a}}^{m+1} \) is examined. If the distance is less than a given tolerance,
the algorithm is deemed to converge, and the new estimate $\beta_{n+1}$ is projected into the information vector space. The value of $\delta$ affects the convergence rate as well as the performance of the detector. It has been observed that a $\delta$ in the interval $[0.3, 0.5]$ leads to the lowest bit-error rate (BER) and a slightly increased number of iterations.

IV. SIMULATION RESULTS

In order to examine the merits of the proposed method, we have carried out simulations with WPAPJD and the method in [5], which is a refined version of the MJD. In each simulation, the systems were assumed to have 34 users with 32 samples for each signature waveform, and 5000 information bits per user were transmitted. Fig. 2 shows performance comparisons between the two methods. The performance is measured by the BER versus the signal-to-noise ratio (SNR). It is observed that the WPAPJD consistently achieves lower BER if the SNR is less than 16 dB. Fig. 3 shows that the WPAPJD requires much fewer iterations when the SNR is relative low, and almost the same number of iterations in the scenarios of very high SNR. Note that the amounts of computation required by the two methods in each iteration are nearly the same and, in effect, the WPAPJD has a lower computational complexity if the SNR is moderate.

V. CONCLUSION

A concurrent design of the signature set and receiver for over-saturated multiple-access systems has been presented. A multiuser joint detector using a wavelet-packet-based alternating projection has then been proposed. The simulation results show that the proposed detector is a promising one for applications in over-saturated multiple-access systems since improved BER and reduced computational complexity can be achieved for applications where a SNR less than 16 dB is acceptable. This work has also laid the groundwork for future development of more general over-saturated multiple-access systems.
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