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Constrained Minimum-BER Multiuser Detection

Xiaofeng Wang, Wu-Sheng L.drellow, IEEE and Andreas Antoniguellow, IEEE

Abstract—A new linear multiuser detector that directly mini-  biorthogonal extensions to DS-CDMA communication systems.
mizes the bit-error rate (BER) subject to a set of reasonable con- Note that the BER function is highly nonlinear and several local
straints is proposed. It is shown that the constrained BER cost \,inima may exist. In order to avoid suboptimal local minima,
function has a unique global minimum. This allows us to develop . . .
an efficient barrier Newton method for finding the coefficients of W€ Propose @&onstrainedninimum-BER (CMBER) multiuser
the proposed detector using information about timing, amplitudes, detector that minimizes the BER cost function directly subject
channels, and the signature signals of all users. Although the new to a set of convex constraints. Itis shown that if the decorrelating
detector cannot be shown to be optimal among linear multiuser detector exists, then there exist an infinite number of detectors
detectors without the constraints imposed, extensive simulations gayisfying the constraints and that the constrained optimization
demonstrate that it achieves the lowest BER. Furthermore, in some . N .
cases, the BER of the proposed detector can be significantly lower ProPlem athand has a unique minimizer. We focus our attention
than that of the decorrelating and MMSE detectors. on base stations where information about the signature signals,

Index Terms—Bit-error rate minimization, interior-point nu- timing, channels, and received amplitudes of all active users is
merical optimization, multiuser detection. available or can be accurately estimated. Hence, a deterministic
approach can be taken and the linear multiuser detector that min-
imizes the BER directly can be designed prior to its application.
Adaptive methods that yield linear detectors in which approx-

HE CAPACITY of direct-sequence code-division mulimately minimum BER is achieved without knowledge of the

tiple-access (DS-CDMA) systems is limited primarily byparameters of the interferers have been proposed recently in [6]
the near—far problem. This has motivated considerable effortand [7].
develop near—far resistant multiuser detectors. Linear multiuserfo obtain the proposed detector, we convert the constrained
detectors such as the decorrelating detector [1], [2] and thptimization problem to an equivalent convex programming
minimum mean-squared error (MMSE) detector [3] are amorigoblem and then develop a Newton barrier method that
the most popular due to a number of advantages. As indicategduires considerably less computation than that required by
by their names, the decorrelating detector and the MMSHe method of sequential quadratic programming [10]. Even
detector minimize the multiple-access interference (MAI) arilough the proposed detector cannot be shown to be optimal
the mean-squared error, respectively. These detectors achigitbout the constraints, our simulations demonstrate that its
optimal near-far resistance, and hence, both are worst-c&eR performance is the best.
optimal linear multiuser detectors [2]. It has been shown thatThe paper is organized as follows. In Section Il, the system
in many cases, the output error of the MMSE detector can bwdel considered is described, and the decorrelating and
assumed to be a Gaussian random process [4]. However, tH4MSE detectors are briefly reviewed. In Section llI, the
are situations in practice where this is not a valid assumptiddMBER detector is proposed, and issues concerning conver-
For example, this will be the case when the number of simgence are studied. In Section IV, the Newton barrier method
taneous users in a microcell is small, or the crosscorrelatitar designing the CMBER detector is presented. Numerical
properties among signature signals are poor, and the energgxdmples are given in Section V, and conclusions are drawn in
the interferers is small relative to that of the desired signal. Section VI.
general, the decorrelating and MMSE detectors do not provide

. INTRODUCTION

the Iowe_st_bit—err(_)r r_e_lte (BI_ER) even among linear dete_ctors. Il. PRELIMINARIES
Hence, it is of significant interest to develop a new linear . . ) ) o
multiuser detector that minimizes BER directly. We consider binary phase-shift-keying (BPSK) transmission

In [5], anapproximateminimum BER criterion was proposedfor a channel with additive white Gaussian noise (AWGN) in
for combating intersymbol interference (IS) in single-user con®t DS-CDMA system. For synchronous systems, user detec-
munication systems and was shown to yield significant perfdfon can be performed symbol by symbol. For asynchronous
mance gain over the conventional zero-forcing and MMSE cgYStéms, a window approach is usually adopted that results
teria [5]. In this paper, we study the minimum BER criterion a§ & Symbol-by-symbol detection [8], [9]. As an alternative,

applied to linear multiuser detection for binary signaling and i@2ch symbol within the observation window, which usually
spans an odd number of symbol intervals [8], can be deemed

_ , _ _ to originate from a different synchronous user. By doing this,
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sampled version of the received baseband signabn be Ill. CONSTRAINED MINIMUM -BER MULTIUSER DETECTION

expressed as Consider the BER performance of a linear multiuser receiver

r=Sb+n 1) with coefficient vectore for a multiuser channel, and assume
that the two binary values of the signal, i.e-1, are equally

where likely. The BER of thekth user can be readily found to be

r = [7,1 o - - 'TN]T

2K71 T ‘
b =[by by ] ’ P)= ar 3 Q <1> @)
S = [Aisy Aosz - Agsi] € RVE. = \lelle

In (1), n is an AWGN signal with zero mean and variance wherev; = Sb,, andb; for 1 < i < 25! is a possible

ands;, € R™V*! is the signature signal of theth synchronous information vector with itstth entryb,, = 1, and

user. It is important to note th& contains user amplitudes 1 = .

that need not equal each other. For asynchronous systems, if Qz) = \/7 / e /% dv.

the original signature signal of the real user, who transmitted W v ) )

the ith information bit, iss;, thens; will be of the form SINCe the BER cost function with respectdgiven in (4) de-

[0---08F 0---0]. pends only on the (_jlrect|0n @f the existence of a g_Io_baI min-
Note that if the channel coefficients are known and the 1§PUM of P(c) is obvious. The detector, whose coefficient vector

due to the channel's time spread is negligible compared wifh Minimizes (4), is optimal among linear detectors and will

the multiuser interference, then the above model applies to fRg referred to as theptimal linear detectarHowever, there is

quency-selective channels [10], [11]. For a frequency-selectij@ closed-form expression fer* as in the case af; andc,.
channel withL resolvable pathss in (1) becomes Furthermore, since the BER function is highly nonlinear and

. there may exist more than one local minimum, convergence to
5 = Z e (D)L c.* cannot gen.eral!y be guargnteed for mqst optimization algo-
rithms. A detailed interpretation of the minima of the BER cost

) ) ) function can be found in [4].

wherec,,(1) is thelth tap weight of the tapped-delay line model of 1 f510wing proposition will be useful in the subsequent

the channel [12F}, = [0_1)x1 $x(1) - 8x(N —+1)]", and analysis.

Sk (1) istheith chip of the original signature signal of uger Proposition 1: Any local minimizer of the BER cost function
A linear multiuser detector can be viewed as a linear filtgf, (4) subject to

followed by a sampler that samples the output of the filter at i

t = nT, whereT is the duration of the symbol interval. The cfv; >0 for1<i<2it (5)

decorrelating detector attempts to completely eliminate MA/

regardless of the presence of background noise. This so—cgk?

zero-forcing (ZF) solution can be achieved by employing a re-

ceiving filter with the coefficient vector

=1

global minimizer. Furthermore, with the constrdligf = 1,
global minimizer is unique.

Proof: Since the BER cost function is independent of the
length ofc, it is sufficient to consider minimizind(¢) on the

Cqg = S(STS)_lek (2) set
where _ _ _ _ I = {c: ||| = 1 andc satisfies(5)}. (6)
STS crosscorrelation matrix among signature signals;
e;r  kth coordinate vector; Let the global minimizer of the above constrained minimization
k index of the desired user. problem bec; € I, and assume that there exists another local

Note that we have assumed ti#fS is positive definite, as is minimizerc, € I such that

usually the case in practice [1]; otherwise, a nearly ZF solution

can be achieved by replaci®(S7S)~! in (2) by the Moore- Pler) < Plea). (7)
Penrose pseudoinverse ®f . Leta < 1 be a positive constant, and assume that

In contrast to the decorrelating detector, the MMSE detector acy + (1 — a)en

attempts to minimize the mean-squared error or, equivalently, = [aci + (1= a)ca||” (8)
maximize the signal-to-interference-plus-noise ratio. The coef- ! 2
ficient vector of the MMSE detector is given by Since||c|| = 1 andc®v; > 0for 1 <4 < 25-1, we conclude
e = S(STS + 02T) ey 3) :]h;\l;tec € I. Furthermore, becaugerc; + (1 — a)cz|| < 1, we
wherel is the identity matrix. - . .
Both of the above two linear detectors achieve the optimal c'vi 2 ac;vi+ (1 —ajey v; ©)

near—far resistance and both provide significant performa

gain compared with the conventional matched-filter receiver - - -
[1]-[3]. However, since their decision criteria are not related ¢ <ﬁ) <Q [“Cl vi+(1—a)e VZ}
to the BER directly, the possibility to develop an improved 4

linear detector that directly minimizes the BER exists, as will clv; clv;
be shown in the rest of the paper. <ol < o +{1-a)@Q o (10)
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where the second inequality follows from the fact tQdt:) for wherep is a perturbation vector to be determined later. We have

z > 0is a convex function. From (4) and (10), we have lepl| = 1 and
1 oK -1 CTVZ‘ CTV4 . C’;Z; _’_I:)TV'Z - 1 —|—pTVz
P =z () VT Jearpl  Tea+pl
=1
N S Lllplivell o 1= plitmaxivel) —j o
< 2Oy Q< Vz‘) lea+pl lea+pl
I o It follows that if
1
l—a [[pll < 17

2K-1 T
CHrV;

Z Q( 20 ) maxy <;<ok-1 ||VZ||

i=1

<aP(cy) + (1 — a)P(ca)

< P(cy) forall o € (0,1).

+ 2K—71
then (16) implies tha¢Xv; > 0 for 1 < ¢ < 251, In other
words, any vectot,, given by (15) withp satisfying (17) be-
longs to sef. [ |
Sincec — ¢, asa — 0, the inequality in (11) implies that The CMBER multiuser detector is defined as the detector
in any arbitrarily small neighborhood centeredcat there al- Whose coefficient vector is the global minimizerBic) in (4)
ways exists a vectot such thatP(c) < P(c). This contra- subjectto the constraints in (5). From Proposition 2, once the ZF
dicts the fact that, is a local minimizer, and hence, we haveolution can be achieved, the CMBER detector exists and out-
P(c;) > P(c»). Sincec; is the global minimizer, we also haveperforms the decorrelating detector. Several remarks are now in

11)

P(c;) < P(cy). Therefore P(c;) = P(c,), andc, is a global order.

minimizer.
To show the uniqueness of the minimizer in $etve note
that any point in the set

12)

is a global maximizer. Hence, it is sufficient to consider only
those points in the convex sit = I — Ij.

SinceQ(z) is strictly convex forz > 0, P(c)in (4)is strictly
convex on sel;. Now, assume that there are two distinct global
minimizersc; andcs with ¢; # ¢2. In such a case, any point

Iy = {C: ||C|| =1 andchi =0for1 << 21\’—1}

_acp+ (1-a)es
lacs + (1 - a)c,||
with 0 < « < 1 would satisfy the inequality

P(c) > P(cy).

(13)
SinceP(c) is strictly convex onl;, we have
P(c) < aP(c1) 4+ (1 — a)P(c2) = P(cy)

which contradicts (13). Therefore, the global minimizer is
unique. [ |

Note that in the above proposition, we have assumed that the
set! defined by (6) is not empty. This assumption is true for
most practical systems, as stated in the following proposition.

Proposition 2: If the signature signals;, 1 < ¢ < K are
linearly independent of each other, then there always exist an
infinite number of elements iaA.

Proof: Itis easytoshowthati;, 1 < ¢ < K arelinearly

independent of each other, th8AS is positive definite, and the

a) In our simulations, we found out that for systems where

the signal-to-noise ratio (SNR) at the output of the decor-
relating detector is not very low (e.g., the SNR is greater
than 0 dB), the CMBER multiuser detector is identical
with the linear minimum-BER detector whose coefficient
vector minimizes the BER cost function (4) without any
constraints. An intuitive explanation is as follows. Since
a detector with a coefficient vecter that does not sat-
isfy (5) would usually yield a poorer BER than that of the
decorrelating detector, the global minimizer most likely
satisfies (5). If so, from Proposition 1, this global mini-
mizer is the same as the coefficient vector of the CMBER
detector.

b) The above results can be readily extended to the case

of channel equalization for single-user communication
systems. Even though an exact ZF solution is not al-
ways achievable with a finite-length linear equalizer,
the channel is stilequalizablefor most cases. In other
words, set/ is most likely not empty, and a constrained
minimum-BER equalizer exists.

¢) As will be shown in the next section, the problem of min-

imizing P(c) in (4) subject to the constraints in (5) can
be converted to a standard convex programming problem,
and an efficient constrained Newton method can be devel-
oped to obtain the CMBER solution quickly.

IV. NEWTON BARRIER METHOD FORCMBER RROBLEM
The problem of minimizing the BER in (4) subject to the

ZF solution can be achieved. Consequently, from (2), we ha@Pnstraints in (5) is equivalent to

~

clv; el (STS)7!S”Sh; elb;
lleall l[call lleall
1 -
= >0 for1<i< 2Kt (14)
llcall

This means that,/||c,|| is in set!. Now, consider vector
&= €+ P (15)

|ca + Pl

minimize P(c) (18a)
subjectto ¢¥v; >0 forl1<i<2K-! (18b)
llell =1 (18c)

where

1 2K71 )
P(c) = oR—1 Z Q(CTW)
i=1



2906 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 48, NO. 10, OCTOBER 2000

and feasible for0 < o« < @. Oncew is determinedf,(cy + cvdy)

is a unimodal function ori0, @], and the search for the min-
imizer of the function can be carried out using one of the
well-known methods such as quadratic or cubic interpolation,

Note that the problem in (18) isot a convex programming s Golden-section method, or some direct search method [13],
problem because the feasible region characterized by (18b) T:[!Sj] [16]. To find @, we note that a point; + «d; satisfies

(18c) is not convex. However, it can be readily verified that t e constraints in (19b) if
solution of (18) coincides with the solution of the constrained
optimization problem (ck +adp)Tv; >0 forl <i< M. (25)

N7 . -
v, = — forl<i<2F-1,
ag

minimize P(c) (19a) Sincecy, is feasible, we havel¥; > 0 for 1 < < M. Hence,
subjectto ¢7¥; >0 for1<i<2K-! (19b) for those indices such thatdlv; > 0, any non-negative

- - - will satisfy (25). In other words, only those constraints in (19b)

llell < 1. (19)  Wwhose indices are in the set

This is because for anywith ||c|| < 1, one always ha®(¢) < e aTs
P(c), whereé = ¢/||c||. In other words, the minimizet* of T = {i di¥i < 0} (26)
problem (19) always satisfigk:*|| = 1. A key distinction be- Wwill affect the largest value o that satisfies (25), and the
tween the problems in (18) and (19) is that the latter one idatgest value ot can be computed as
convex programming problem for which a number of efficient v,
algorithms are available. The optimization algorithm described ay = 121113 <_£TV‘> .
below fits into the class of barrier function methods [13], [14], ' kT
but it has several additional features that are uniquely associafgdorder to satisfy the constraint in (19c), we solve

(27)

with the present problem. These include a closed-form formdigx + adi||* = 1 for «, and the solution is given by
for evaluating the Newton direction and an efficient line search. = @2 With

By using a barrier function approach, we can furtherdropthe [(c7d;)2 — ||d||2(||ck|? — 1)]*/2 — cF'dy
nonlinear constraint in (19¢) and convert the problem in (19) «2 = ENE - (28)
into

o . . The value ofa can now be taken asin(@;, @z). In practice,
minimize Fj,(c) = P(c) — plog(l —c’c) (20a) one must keep the next iterate strictly inside the feasible region

subjectto ¢T¥; >0 forl <i< 28! (20b) to ensure that the barrier function in (21) is well defined. To this
. : , . . end, we use
wherey, > 0 is the barrier parameter. With a strictly feasible
initial point co, which strictly satisfies the constraints in (19b) @ = 0.99 min(ay, @). (29)

and (19¢), the logarithmic term in (20a) is well defined. It is also

evident that regardless of the valug.othe minimum of (20)is ~ This iterative optimization procedure continues until the dif-
the global minimum of the problem of minimizing (4) subjecterence between two successive solutions is less than a pre-
to the constraints in (5). The gradient and Hessian matrixesssfibed tolerance. Even though, with a strictly feasible initial

F,(c) are given by point the barrier Newton method described above always con-
o verges to the global minimizer for an arbitrary positjgethe
1 5200, 2uc value of; does affect the behavior of the algorithm. A small
VE,(c)= S e f/2, 4 27 21 p ( € 1€ algorit
w(©) ; M° vit 1—|c||? (21) 1 would lead to an ill-conditioned Hessian matrix, whereas a
M large .+ would lead to slow convergence. Hencey & the in-
V2F,(c) = Z ieaﬁfﬂ/gi{,igf + 2 I tervall [0.001,.0.1], which would guarantee a v_veII—co_nditioned
~ M 1— <]l Hessian matrix and allow a fast convergence, is desirable.
4p T
+ 1- ||c||)QCC (22) V. NUMERICAL EXAMPLES

whereM = 2K-1 andg; = ¢7%, for 1 < i < M. Note that A. Example 1

the Hessian matrix in the interior of the feasible region, ke., As a first example, we consider a two-user system. The
with 3; = ¢¥'¥; > 0and||c|| < 1, is positive definite. This main purpose of the example is to illustrate how and when the
suggests that at thié + 1)th iteration,c,4; can be obtained as CMBER detector outperforms the MMSE detector. Assume
23) that the signature signals multiplied by the corresponding

amplitudes aré, ands;, as depicted in Fig. 1, and the desired
where the search directialy, is computed using user is user 0. From the figure, the normalized signature
2 _1 crosscorrelatiop can be found to be 0.894. The corresponding

di = —[V2EL(er)] "V EL(en). (24)  Coefficient vectore, of the decorrelating detector must be

The positive scalary, in (23) is determined by a linear orthogonal tos;, as illustrated in Fig. 1. Clearly, in this case,
search step, as follows. First, note that the one-variable functitve CMBER detector is equivalent to the optimal linear detector
F,(ci + ady) is strictly convex on the intervdD, @], where since the energy of the desired signal is stronger than the
@ is the largest positive scalar such that + «d; remains energy of the interferer. If a linear detector is used and the

Cry1 = C + apdy
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Fig. 1. Signature signals and multiuser detectors for a two-user system. o2

— - Dec.
—+- MMSE
TABLE | = 8:;/:35&
BERS FOR ATWO-USERSYSTEM (SNR= 15 dB) 015 = . . . . . . . >
-10 -9 -8 -7 -6 -5 ~4 -3 -2 -1 0

SNR (dB)

Detectors | Decorrelating ~ MMSE MFR Minimum-BER
BER 1.91 x 107%  2.09 x 1077 6.40 x 1071 3.86 x 10710

Fig. 2. Performance comparison of linear multiuser detectors: Ten
equal-power users.

angle between its coefficient vector aéglis 6, the BER for B. Example 2

this example can be obtained as As a second example, we compare the performance of
1 1.25c0860 + 0.125sin 6 the CMBER with that of the optimal linear detector. Only

P(6) =3 {Q< pu ) synchronous systems were considered. The BER curves of

0.75 cosf — 0.125sin 6 different detectors for a system with ten equal-power users

+ Q < )} (30) are shown in Fig. 2. The optimal linear detector was taken as

e the best solution of 40 runs of a quasi-Newton optimization

Hence, the BER of the decorrelating detector is algorithm. In order to test a case in which the CMBER detector
1 differs from the optimal linear multiuser detector, the user

Pled) =Q <\/50,> 31) signature signals were randomly selected, and the SNR was

' . : .chosen to be unrealistically small. As can be seen in Fig. 2,
?ig?nt r\i g(l)frl;ioci);the matched-filter receiver (MFR) with c:Oeﬁlthe BER curve of the CMBER detector and that of the optimal
_ linear detector are indistinguishable. In fact, these two detectors
P(sg) = 1 [Q <i> +Q <i)} . (32) have approximately the same coefficient vector when the SNR
2 40 40 is greater than-3 dB. From the figure, it is also evident that the

Comparing (31) with (32), we can see that the MFR, in thiBIMSE detector achieves very similar performance as that of
case, outperforms the decorrelating detector regardless of the optimal linear detector, whereas the decorrelating detector
SNR because the crosscorrelation of the two signature signgsds a considerably poorer performance.
is large, whereas the MAI is sufficiently small relative to the We now consider more practical situations where the SNR
desired signal energy. Under these circumstances, the losssajreater than 0 dB and the near—far effect needs to be taken
signal energy inherent in the decorrelating detection is alwaiygo account. Figs. 3 and 4 show the BER curves for ten-user
larger than the loss of signal energy due to signal cancellatisimgle-path and multipath systems, respectively. In both types
when the MFR is employed. Even though the MMSE detectof systems, the powers of interferers were chosen to be in the
can to some extent balance the effects of MAI and AWGN, iteinge 0 to 10 dB below the power of the user of interest, and the
performance is still close to that of the decorrelating detectmterferers’ powers were approximately uniformly distributed.
since it treats the residual MAI and AWGN as equally harmfullhe number of resolvable paths was assumed to be six for Fig. 4.
On the other hand, the optimal linear detector can better balai@e the multipath system, the tap weights were assumed to be
the effects of MAI and AWGN, and as a result, its performandeiown. Hence, the single-path model in (1) applies, as described
is always better than that of the MFR. For a gives 0.126, the in Section Il. Only conditional BER curves were evaluated, and
coefficient vectok,,, of the MMSE detector and the coefficientthe SNR for a particular user is defined as the ratio of the total
vectorc, of the optimal linear detector are illustrated in Fig. 1received signal energy of the user to the energy of the Gaussian
The BER’s of the decorrelating detector, MMSE, MFR, and omoise. As can be observed, in both cases, the CMBER detector
timal linear detectors are given in Table I. As can be observedtperforms the decorrelating and MMSE detectors. For the
from the table, for user 0, the optimal linear detector and evsimgle-path system, the crosscorrelation among signature sig-
the MFR significantly outperform the decorrelating and MMSHals is small, and the three BER curves are close to each other.
detectors. However, this occurs only when the power the us@n the other hand, for the multipath system, where the crosscor-
of interest is sufficiently high compared with the power of theelation properties are relatively poorer, the performance gain
interferers. of the CMBER detector over those of the decorrelating and the
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Fig. 3. Performance comparison of linear multiuser detectors: 31-chip cdiip- 5. Performance comparison of linear equalizers for a dispersive channel.
codes and single path.

D. Use of MATLAB

10 T ' We have also compared the proposed barrier Newton
' method with the constrained optimization method provided by
MATLAB routine constrin terms of computational complexity.
We found out that for a system with ten users and signature
signals of length 31 chips, the MATLAB routine required 40
to 100 times more flops than the barrier Newton method that
converged after about 10 to 20 iterations. As the number of
users and the length of signature signals increase, the barrier
Newton method becomes increasingly more efficient in terms
of computation than the MATLAB routine. It was noted that
most of the performance gain is usually achieved in the first
couple of iterations. This implies that only a few iterations
would be needed in practice.

; ; E. Adaptive Implementation
5 10 15 20

SNR (dB)

In principle, one needs to perform the optimization again

Fig. 4. Performance comparison of linear multiuser detectors: 31-chip GcWhen the Channel changes. Since the pro_p9$9d OPt'm'Z‘?t'F’”'
codes and multipaths. based algorithm converges as long as the initial point satisfies
the constraints in (19b) and (19c), it is possible to develop an

MMSE detectors is significant. Note that the coefficient vecto""rdapt've version of the algorithm to accommodate channel vari-

of the CMBER detector was equal to that of the optimal Iineaﬁﬁons' FF” aslowly_ varying Ch"?‘””e'* the_o_ptimization will con-
detector, but its performance curve is not shown in the figuregerge quickly by using the previous coefficient vector as the ini-

tial point.

C. Example 3
_ VI. CONCLUSIONS
As alast example, we applied the proposed CMBER detector,

the ZF equalizer, and the MMSE equalizer to a single-userWe have studied the minimum BER criterion as applied
system over a dispersive channel with impulse responiée multiuser detection as well as channel equalization for
h = {0.7317,0.6707, —0.1219}. The detector and equalizerssingle-user systems and proposed a constrained minimum-BER
were assumed to be of three taps, and the detection delay Wa#tiuser detector. The proposed detector minimizes the
assumed to be 2. The BER curves of the ZF equalizer, tBER cost function directly subject to the constraint that the
MMSE equalizer, and the CMBER detector are illustrated @orresponding eye pattern is open independently of the in-
Fig. 5. As can be seen in the figure, the performance of the Z#mation bits transmitted by the interferers. We have shown
equalizer is similar to that of the MMSE equalizer, whereas tiibat under this constraint, the BER cost function has a unique
CMBER detector offers a performance gain as much as 5 dfnimizer. Consequently, we were able to use a Newton barrier
over the MMSE equalizer. method to find the coefficients of the proposed detector, which
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requires only a very small amount of computation relative 1
that required by the popular method of sequential quadra
programming. The analysis and numerical examples presen
demonstate that, in many practical situations, the propos
detector offers a significant performance advantage over {
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