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An Improved Weighted Least-Squares Design
for Variable Fractional Delay FIR Filters

Wu-Sheng Lu,Fellow, IEEE,and Tian-Bo DengMember, IEEE

Abstract—Digital filters capable of changing their frequency proposed [14]-[18]. In [17], a weighted least-squares (WLS)
response characteristics are often referred to as variable digital method is proposed to design a single-parameter FIR VDF,
filters (VDF's) and have been found useful in a number of 5,4 the method was applied to design a variable fractional

digital signal processing applications. An important class of - . . .
VDF's is the class of digital filters with variable fractional delay filter. This paper describes an enhanced WLS design

delay. This paper describes an enhanced weighted least-squaredOr single-parameter FIR VDF's. The proposed algorithm is
design for variable-fractional-delay finite-impulse response filters, applied to design a variable fractional delay filter that demon-

which offers improved performance of the filters obtained with  strates improved performance with reduced computational
considerably reduced computational complexity compared to a complexity compared to that of [17]. Essentially, the improved

recently proposed weighted least-squares (WLS) design method. . - . . L
The design enhancement is achieved by deriving a closed-form performance and design efficiency is achieved by deriving

formula for evaluating the WLS objective function. The formula @ closed-form formula for evaluating the WLS objective
facilitates accurate and efficient function evaluations as compared function in which the weighting function is assumed to be

to summing up a large number of discrete terms, which would be separable and piecewise constant. It avoids using large number
time consuming and inevitably introduce additional errors into of frequency and parameter grids and allows one to carry
the design. . . .

out the needed function evaluations accurately and quickly. A

Index Terms—Digital filters, variable fractional delay filters,  design example is included to illustrate the proposed method.
weighted least-squares design.

Il. PROBLEM FORMULATION

| INTRODUCTION We adopt the notation used in [17] to denote the transfer

IGITAL filters capable of changing their frequency refunction of the fractional delay FIR filter by
sponse characteristics, such as group delay, magnitude
response, and resonance frequency, etc., are often referred to as _ _n
variable digital filters(VDF'’s). Typically, the transfer function H(z, p) = 2:0 an(p)? (1)
of a VDF contains a number gfarametersthat can be used "=
to tune the frequency response of the VDF. Thus, the maiherep is the parameter representing the fractional delay, and

N

objective in the design of a VDF is to find garameterized an(p) (n =0, 1, ---, N) are polynomials of degref, i.e.,
transfer function which, in a certain sense, best approximates K

a given set of frequency response characteristics that vary with an(p) = Z anpp. )
the parameters in a desired manner. Applications of VDF's in o

image processing, two- and three-dimensional signal migration ) _ )
in seismic data processing, digital telecommunications, aHymatrix notation, the frequency response of the filter can be
modeling of music instruments have been reported in, f§KPressed as

example, [1]-[12]. A detailed account of the basic theory, H(w, p) = wT Ap 3)
design, and implementation of various VDF’s can be found ’
in the survey papers [13], [14]. where

In this paper, we focus our attention on the design of finite- ) ) )
. , . . . W= [1 e—Iw 6—]2w . e—ij ]T
impulse response (FIR) VDF’s with variable fractional delay.
Digital filters with fractional delay represent an important class p=[1 p p* - pXI*
of digital filters as they find many applications, and severghd
algorithms for the design of such filters have recently been ao0  Goi  ---  Gox

. . . . o G11 - Q1K
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wherep € [0, 1] is the parameter encountered in (1)—(3), and ™ o L
D is an integer usually chosen to b& —1)/2 if N is odd or $2=Re [/0 Wi (w)ow dw} = Z wust (11)
N/2 if N is even. For a WLS design, the objective function =1
is set to be with the ¢, j)th entry of ©;, given by
T 1
J(4) = / / W (w, p)|H(w, p) — Ha(w, ) dpdw (5) (i, j) =wisinc[(i — jlwi/7] — wiysine[(i — flwi1 /7]
070 1<4,j<N+1 (12)

and one seeks to find coefficient matixhat minimizes/(4)

in (5). 1, forz =0
sinc(z) =< sin 7o

[ll. CLOSED-FORM FORMULATION FOR EVALUATING J(A) o elsewhere.

Throughout we assume a separable and piecewise cons

nt .
weighting function?(w, p), namely }—arom (11) and (12), we see th&; and, hence§2 are Toeplitz

matrices.
W(w, p) = Wi(w)Wa(p). (6) By using the same trace property, the second term in (7)

. . can be written as
In (6), Wi(w) is assumed to be a constamt; on interval

[wi—1, wy) with I =1, ---, L, andW,(p) is assumed to be a _ ot T je(D4p)
constantws,, on interval [pp,—_1, pm) With m = 1, -+, M, J2 = —2Re o Jo Wi(w)Wa(p)w” Ape dp dw
where {[wlflv wl)v l = IR L} and {[pmflv pm)v m = L T
1,---, M} are partitions of frequency intervdD, »] and = —2fr [/ Wa(p)pw;, dp'A} (13)
parameter interval0, 1], respectively. The objective function 0
J(A) in (5) can be evaluated as follows. where
First, we write J(A) as - L
x ol wl =Re [/ Wi (w)w? e?«(P+p) dw} = wywi, (14)
J(A) = / / W(w, p) - {wTAppTATG g 0 ; g
0 0
: and (14a), as shown at the bottom of the page. Equation (13)
-2 Re - [wTApe"“'(D'Hq)} -l-l}dp dw  leads to

=J1 + J2 + const. ) Jy = —21r(SA) (15)

By using the property of matrix trace that{ AB) = tr(BA),
where tr{) denotes matrix trace, a bilinear fomsd My can be

written astr(Myx?), wherex andy are vectors and/ is a L T LM
matrix. It then follows that ternv; in (7) can be calculated as ~ © = /0 Wa(p)pw,, dp = Z Z wiw2mStm (16)

where

=1 m=1
v 1
J1 = / / W1 (w)Wa(p)w” App™ AT @ dp dw with
0 0
: Sm= [ pld
Itr{ / Wa(p)pp" dp - AT m= | P dp

0

. REU Wi (w)aw” dw} -A} It follows that the {, j)th entry of S;,,, is given by

’ Sim(i, 5)
=tr(PATQA) (8) T o
_ i1,
wherew is the complex-conjugate a# B /pm1 Poa(p) dp
1 M P - wy
P :/ WQ(p)ppT dp = ernPrn (9) :/ p7/— : / COS(D +p _j + 1)(") dw dp
0 m=1 Pm—1 Wi—1
. . : 17)
with the ¢, j)th entry of P, given by
piti—1 it Using (7), (8), and (15), we obtain
t+j—1 J(A) = tr(PA* QA) — 2 tr(SA) + const. (18)
wli;,:/ [cos(D+pwcos(D+p—1Dw -+ cos(D+p—Nw]ldw
= [QI, 1(p) qi, 2(p) - qi, N+1 (r)]

g (p) =wsinc[(D 4+ p — j + Dwi /7] — wi—sine[(D +p — § + Lwi_1 /7] (14a)
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TABLE | TABLE I
ConDITION NUMBER OF P VERSUS K COMPARISONS OF THEPROPOSEDMETHOD WITH THE METHOD OF [17]
K 1 2 3 4 5 Method of [17] | Proposed Method
cond(P) | 19.28 | 524.06 | 1.55e04 | 4.77¢05 | 1.50e07 emaz (dB) -100.0088 -100.7215
K 6 7 8 9 10 ez 1.9375 x 1074 1.7975 x 10~*
cond(P) | 4.75e08 | 1.53¢10 | 4.93el1 | 1.60e13 | 5.22¢14 Flops (x10°) 55.66 1.70
CPU time (Sec.) 22.69 15.91

The gradient of/(A) with respect toA is given by
0J(A IV. AN ILLUSTRATIVE EXAMPLE
% =2QAP — 257 (29) In this section, we illustrate the proposed algorithm by
applying it to design a variable fractional delay filter with

[see Appendix for a proof of (19)]. By settirity (A)/9A = 0, the same specifications as adopted in []ZV]:; 67, K = 7,
the optimal coefficient matrix4 is obtained as and _the cutoff frequency;c = 0.97r._The de_5|gn of va_rlable
fractional delay filters were considered in [14] using the
A= Q-lsTpL (20) Lagrange interpolation method and other methods [15]. It
appears that the best result achieved so far was that reported
in [17]: by using a set carefully selected weights, the design

We now conclude this section with several remarks on th% . . .
S ; obtained in [17] was able to keep the frequency-domain error
derivation. First, (17) can be expressed as

6((4}, p) =20 IOgIO |H(w7 p) - Hd(wv p)| (22)

D
Sinl(i, j) = =L sine[(D 4+ p — § 4+ Dwy /7 . . .
tm (i ) /,,m1 P [( p=J Jr/7] below —100 dB in the entire regiord < w < 0.97 and

—wpgsine[(D+p—j+ Dw1/7]}dp (21) 0 =p < L

The comparisons of the proposed method with that of [17]
which can be evaluated using fast and reliable numericifre made in terms of the maximum error defined by
integration methods, such as adaptive Simpson’s rule or adap-
tive Newton—Cotes rule [19]. Second, (20) indicates that the
design is determined by three matrices, i&.,S, and P.
It follows from (9)-(12) thatP and 2 are symmetric and
positive definite and are entirely determined 8y K, and the 0.97  pl
weighting functionW (w, p), and matrixS is the only entity e2 = {/ / |H(w, p) — Hy(w, p)|* dp dw
that depends on the desiréf};(w, p). This suggests that the 0 0
same P and §2 can be used in the different variable filtetthe number of floating point operations (flops), and the central
design as long as the samg k&, andW(w, p) are employed. processing unit (CPU) time used.
Third, althoughP and £ are positive definite and, hence, With N =67, K =7, W»(p) = 1 for p € [0, 1], and
their inverses do exist, computer simulations have indicated

€max = max {e(w, p), 0 < w <097, 0 < p <1}

with the Lo-error defined by

1/2

that these matrices (especially matd#x ) may become ill- 1, forw € [0, w1)
conditioned even for moderate filter ord&t and polynomial Wi(w) =43, forw e [w, w2)
degreeK. Take matrixP in (9) as an example and assume 0, forw € [ws, 7]

Wa(p) = 1. In this caseP is the(K +1) x (K +1) symmetric

and positive-definite Hankel matrix given by wherew; = 0.887 andw, = 0.8994x, both the method [17]

and the proposed method were implemented using MATLAB 5

- 1 1 A on a SUN Ultrasparc I. The results are summarized in Table 1.
1 3 K+1 Fig. 1 shows the error functioa(w, p) defined in (22). The
1 1 1 group delays of the filter in frequency rand@, 0.9« for

p 5 3 K12 differentp are depicted in Fig. 2, and the error in group delay
= for 0 < w < 0.97 and0 < p < 1 is shown in Fig. 3.

: : : : It is observed that the proposed design leads to reduced
1 1 1 emax @ndez, and needs only a small fraction of computations

| K+1 K+2 = 2K+1J required by the method of [17]. This is mainly attributed to

the closed-form evaluation of the matrices that are involved
As can be seen from Table I, the condition numberRf in (20). The integrals in (21) were evaluated numerically
denoted by cond?), is fairly large, even for small values &f. using MATLAB commandquad8, which makes use of an
This indicates that numerical difficulties may be encounterediaptive Newton—Cotes 8-panel rule [19]. As mentioned in the
when (20) is used to compute the solution. We shall addrga®ceding section, the condition numbers of matriQesnd P
this issue in the next section when presenting a design examgile fairly large £108 for  and ~10'° for P in the present
using the proposed method. design). An effective remedy for dealing with ill-conditioned
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Fig. 1. Error functione(w, p).
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Fig. 2. Fractional delay response &f(w, p).

matrices is to perform the Cholesky decomposition [20] afhere groupingS” with P* turns out critical in obtain-
matrices2 and P, i.e., ing a numerically stable solution. The role of the Cholesky
decomposition in (23) is to obtain matricdd; and £,
whose condition numbers are significantly reduced-tm?®

where P; and §2; are upper triangular matrices, and ther"i‘nd ~10%, respectiyely. This, in cpnjunctio_n with thi, fact
multiplying the matrices involved in (20) in a right order ~ that most entries inS are small in mag?ltudem(lo ),
suggests that the multiplication 8f with P7* would largely

A= Q[T (sTPrYHPT] (24) *“cancel out” the large-magnitude entriesfy*, which in turn

pP=P'P; Q=07 (23)
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Fig. 3. Absolute error in passband fractional delay.

considerably eases off the numerical instability. Alternativelypne is always in a position to make a further improvement if
other matrix decompositions, such as the orthogonal-upp&¥»(p) is modified from constant to piecewise constant based
triangular (known as QR) decomposition and the singulan the current design result, but the minor improvement is
value decomposition, have also been tried with similar desigbtained at the cost of increased computational complexity. It
results. But in the present case, the Cholesky decompositiertherefore a tradeoff the designer has to make to generate a
offers a slightly reduced computational complexity comparestisfactory design with a minimum amount of computations.
to other matrix decompositions.
We now conclude this section with some remarks on the V. CONCLUSION

choice of the weighting functions. First, the separability of An algorithm for the weighted-least-squares design of vari-

W(w, p) as assumed in (6) is primarily for the sake ofpq fractional delay FIR filters has been proposed. The design
computational feasibility: a nonseparablé(w, p) would lead s 5ccomplished by developing a closed-form formula that
to a far more complex solution procedure, in which the nicg,, e ysed to evaluate the WLS error function accurately

str_ucture as seen_ir_1 (20) W(_)UId not exist. In addition_, it SeeMAq quickly, which leads to improved filter performance with
quite hard to explicitly specify a nonseparablgw, p) inthe o ,ced computational complexity.
design so as to obtain a considerably better design compared

to the one which utilizes a separaié(w, p). Second, if one
agrees to employ a separaté(w, p) as in (6), then which N MM Nl NxN
types of Wy (w) and Wa(p) should one use? Our numerical PI’OpOSI}'\[I;?(I’]]\i LetP € R ;AC R, Qe BT,
experiences indicated that the use of piecewise conBitay) ands € R with P and €2 symmetric, then

and a constari#»(p) is a reasonable point to start. Asonemay 9 T T

notice from the above example, the functidf (w) used there 9A [tr(PA"QA) - 2t(SA)] = 2QAP - 25" (25)
has_ zero value fofw,, 7] as this is the do-not-care frequency Proof: DenoteA = [a;;] and lets be a small perturbation
region, and assumes value 1 for most part of the frequen

#a;;. D A th ixA with i
region of interest. There is only a small intervgd;, w»), in OFa;;. Denote byA the matrixA with its entrya;; perturbed

. . by 8. Wi th it
which W1 (w) assumes a larger value in order to handle the e can then write

frequency boundary at = 0.97. We had also tried a number A=A+ 567;6;‘»F

of more sophisticated piecewise constant weights, which in- . . .

evitably led to more computations, yet with little performanc@'hereei is theith coordinate vector, and
improvement. As fori¥»(p), since no “do-not-care” region is tr(PATQA) — tr(PATQA)
specmed_, all values qﬁ between zero and one are considered = § tr(Pe;el QA+ PATQeiel) + O(6%)
equally important. This leads to B>(p) = 1. As can be T o T ’ )
observed from Fig. 1, the frequency response appears to be = be; UAPe; + bej PA” Qe; + O(67)
pretty flat across the entire regian < p < 1. Of course, = 26e] QAPe; + O(6?).

APPENDIX
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Hence [15] C. W. Farrow, “A continuously variable digital delay elements,Piroc.

tr(PATQA) _ tr(PATQA) 1988 IEEE Int. Symp. Circuits and Systeraspoo, Finland, vol. 3, pp.

. T 2641-2645.
%1_1)% s = 2e; 2AP¢; [16] P.J. Kootsookos and R. C. Williamson, “FIR approximation of fractional
sample delay systemslEEE Trans. Circuits Syst. llyol. 43, pp.
ie., 269-271, Mar. 1996.
[17] A. Tarczynski, G. D. Cain, E. Hermanowicz, and M. Rojewski, “WLS
o tr(PATQA) T design of variable frequency response FIR filters,Pioc. 1997 IEEE
———— =¢; (2QAP)¢; Int. Symp. Circuits and Systentdong Kong, pp. 2244—2247.
aaij [18] W.-S. Lu and T.-B. Deng, “An improved weighted least-squares design
. . . of FIR digital filters with variable fractional delay,” iRroc. 1999 IEEE
which implies that Int. Symp. Circuits and Systen@rlando, FL, May 1999.
[19] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery,
i tr(PATQA) — 20QAP. (26) Ererzsriiegglgecipes in @2nd ed. Cambridge, MA: Cambridge Univ.
o [20] G. H. Golub and C. F. Van LoanMatrix Computations,2nd ed.
Similarly, one can show that Baltimore, MD: The Johns Hopkins Press, 1989.
P [21] L. L. Scharf, Statistical Signal Processing.Reading, MA: Addison-
2 H(SA) = ST. 27 Wesley, 1991.
34 15A) (27)
See also [21, ch. 6] for (27). Together, (26) and (27) lead to
(25). O Wu-Sheng Lu (S'81-M'85-SM’'90-F'99) received
the B.S. degree in mathematics from Fudan Univer-
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