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Five design examples are provided to illustrate our proposed gp3] D. Pinchon and P. Siohan, “Determination of a canonical lattice structure
proach. The specifications and the peak stopband attenuation achieved for odd length linear-phase PR filter banks,” fitoc. IEEE ICASSP,

; : May 1996, vol. 3, pp. 1574-1577.
for e.a(.:h examples are tabglated n Tableil.. The lattice or ladd I;l] M. R. K. Khansari and E. Dubios, “Péadtable, continued fraction
coefficients and the extension block coefficients for each of the expansion, and perfect reconstruction filter bankSEE Trans. Signal

examples are tabulated in Table Il. The frequency responses of the Processingyol. 44, pp. 1955-1963, Aug. 1996.
analysis filters are shown in Fig. 4. All the design examples af&5] H. L Bihan and P. Siohan, “Identification techniques for the design of
verified to be perfect reconstruction. cascade form perfect-reconstruction two-channel filter banksPrae.
IEEE ICASSPyol. Ill, Apr. 1994, pp. 189-192.
[16] D. Pinchon and P. Siohan, “Complete and canonical cascade structure
for even length linear phase PR filter banks,Piroc. ISCASJune 1997.
IV. CoNcLUSIONS [17] J. Makhoul, “Stable and efficient lattice methods for linear prediction,”
We have presented a novel approach for the design of two channel EEE Trans. Acoust, Speech, Signal Processig, ASSP-25, pp.

. . . . 423-428, Oct. 1977.
PR filter banks employing linear phase FIR filters. The problerﬂs] S. Haykin, Linear Prediction. Englewood Cliffs, NJ: Prentice-Hall,

of factorizing the pair of polyphase componenfs;o(z), E;i(z)] 1991.
for each filter is first examined. This differs from existing work[19] A. Grace, Optimization Toolbox: For Use With MATLABThe Math
[9]-14], where bothH,(z) and H,(z) of a PR filter bank were Works, Inc., June 1993.

considered in the factorization of the polyphase matlk:) =

[Ej(z)], 0 < 4,1 < 1. We showed that under PR condition,

the low-pass and high-pass filters must share a common set of

generic blocks (either lattice or ladder blocks). Based on this result, : :

a broad class of PR linear phase FIR banks (including all previously A Direct Method for the Design of
reported cases) can be easily obtained by reordering those cascaded
structures synthesizing the polyphase components of each filter. Our
procedure determines the coefficients of the filter banks in a reverse
order in comparison with existing works [9]-[15], without the need Apstract—A direct approach for the design of 2-D nonseparable
for additional transformation [13], [16]. As the PR condition isliamond-shaped filter banks is proposed. The design goal is achieved

“structurally” ensured, unconstrained optimization techniques can B¢ formulating the problem as an iterative quadratic programming
used to obtain the coefficients pro_blem in which @he p_erfe_ct reconstruction condition is incorporated ina

’ weighted quadratic objective function. Satisfactory stopband attenuation
is assured by imposing a set of constraints on the amplitude response of
the low-pass analysis filter. Formulas for the exact and efficient evaluation
of the objective function are derived, which facilitate precise and efficient
function evaluations. The brief concludes with two design examples that
flustrate the proposed design method.

2-D Nonseparable Filter Banks
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Fig. 1. 2-D diamond-shaped filter bank.

This objective function turns out to be a fourth-order function of the
filter coefficients. Constraints on the maximum stopband error in the
low-pass analysis filter are imposed to achieve improved stopband
attenuation. To solve this nonlinear constrained optimization problem
efficiently, a technique similar to the one used in the design of 1-D
filter banks [11]-[13] is used to modify the objective function into a
guadratic function with positive definite Hessian matrix. Furthermore,
analytic formulas are derived to evaluate the terms involved in the
modified objective function. These formulas facilitate precise and
efficient function evaluations as compared to summing up a large
number of discretized terms, which would be time consuming and
inevitably introduce additional errors into the design. As a result,
the design problem at hand is reduced to an iterative quadratic
programming problem which can be solved by using, for example,
the active set method [14], [15]. Two examples are given to illustrate
the design method proposed and to compare it to the unconstrained
least-squares design. These design examples demonstrate that the
availability of the weight in the objective function and the constraints
on the stopband attenuation of the low-pass analysis filter render the
approach more flexible, and enable the designer to choose between
low peak reconstruction error for the filter bank and high minimum
stopband attenuation for the individual filters.

Passband

Stopband
(@

Il. PROPOSEDDESIGN METHOD

A. Formulation of the Objective Function

A 2-D nonseparable diamond-shaped filter bank can be represented
by the system shown in Fig. 1. The ideal frequency response of the
analysis low-pass filteH, is illustrated in Fig. 2(a). After filtering
by the analysis filters,the signals are quincunx downsampled as
shown in Fig. 2(b), where half of the samples are discarded. At
the reconstruction end, the signals are upsampled by inserting zero
values between adjacent samples. Analytically the input and output
relationship of the filter bank can be expressed as

1‘%(21, 22‘)

1 .
= 3 Ho(z1, z2)Fo(z1, 22) L Retained samples
@ Discarded samples
(b)

Fig. 2. Ideal frequency response and quincunx downsampling.

+ Hi(z1, z2)F1(z1, 22)] X (21, 22)
1
+ §[H0(—Z1, —z2)Fo(z1, z2) + Hi(—21, —22)F1 (21, Zz):|

“X(=21, —22) 1)

' . . i
where the first term represents the input signal component and \tE\
second term represents the aliasing component. If

satisfied for—n < w; < 7, —7 < wo < m, then the output signal
fi be a replica of the input signal.
Assuming that the region of support of filtéF, is a (2N, — 1) x

Hi(z1, z2) =27 "Ho(—21, —22) (2a) (2N: —1) rectangle centered at the origin of the;, n.) plane and
Fo(z1, 22) = Ho(z1, 22) (2b) its impulse responsé(ni, ns) for ny = —(Ny = 1), .-+, Ny — 1

’ ' andny = —(N2 — 1), ---, N2 — 1 is of quadrantal symmetry, then
Fl(Zl, /‘,’2) :ZIHO(_ZI-, —22) (ZC) " ( 2 ) ; > q y y

the frequency response of filtéf, can be expressed as [16]
the aliasing term in (1) is cancelled and (1) becomes
Ni{—1Ny—1

X(21, 20) = [H2(21, 2 HZ(—z1, —22)]X (21, 22). 3 )
(21, 22) = [Ho (21, 22) + Hy (=21, 2)] X (21, 22) (3) Ho(w1, ws) = Z Z a(ny, n2) cos(niwr ) cos(naws)
So if the condition n1=0 ny=0
Hg(wl./wz)+Hg(w1+7r, we+m) =1 4 :th(wl,wg) (5)
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w and
E; = / GS (w)dwl dwa.
[

Like filter Hy, filter G, is a low-pass FIR filter of the same order with
guadrantally symmetrical impulse response and a frequency response
Go(wi, w2) = ge(wr, w2) whereg is a column vector whose
elements are the values of the impulse response of fitedn order

w, to assure a satisfactory stopband attenuation in figrwe impose

Fig. 3.

where

and

Vectore(wi, we) is a column vector whosgh entry can be expressed

the constraint
|Go (71, e?*2)] < b, for (wi, wa) € Qs (8)

where(2, denotes a discrete set of sampling points in regiorand
65 is the maximum error allowed in the stopband of filt@s. By
using (5), (8) can be written as

cT(wl, we)g <és and — (:T(wl, wa)g < 8, 9)

for (wi. wa) € Q.. If €. containsK™ points (wii, wa;), 1< i < K,
Stopband region of filteHq. then the2 I constraints in (9) can be expressed in matrix notation as

Cg < bse (20)

where
a(0, 0) =n(0, 0) CT(wu«, W)

—c’ (w1, war)

C= : and e=
a(0, ny) =2h(0, n2), forl1 <mny <N, -1 ¢ (wirs war)

a(ni, n2) =4h(ni, n2), forl <n; <(N;—-1) —c! (wik, w2r) 2K X N1 Ny
To start the iteration, we design a 2-D diamond-shaped low-pass filter
with a conventional 2-D FIR filter design method [16], and use its
coefficients to form the initiak. After extensive manipulation, it can
h=[a(0,0) a(1,0) -+ a(N:1 —1,0) a(0,1)--. be shown that’ in (7) can be written in terms of a quadratic form

a(Ny =1, 1) -a(Ny =1, Na — 1)]". of g as

— =

a(ni, 0) =2h(ny,0), forl<n; <N;-1

1

2K x1

i=1,2

E' =¢g"(U+aU,)g-2n"Bg+n° (1)

asc(i) = cosp(i)ws - cos q(i)wy with p(i) = int[(i — 1)/N,] and whereB = {b;;, 1 < i, j < N1 N} with

q(L) =1—-1- Int[(l - 1)/A"1] - N for 1 < ) < N1 x No. 71—2 ) ) ) )
As for the 1-D case, there are two requirements for a 2-D bij = 5 {0lp(0) + p()] + &lp(@) — p()]}
analysis/synthesis system, namely, perfect reconstruction error and A{8[q (i) + q()] + 8[a(i) — a()]} (12a)

intra-band aliasing minimization. To satisfy these requirements, an

objective function can be formed as

In the above equationg(k) is the unit impulse an@ is given by
U = {u,-,j, 1<4,7< [\7117\’72} with
N{—1Ng—1Ny{—1 Ng—1

FE = E1 + (LEQ (6)

wherea > 0 is a weight and the first error compondht, defined as wip =23 3 3" 3" h(na, na)h(mi, m2)

E;

o 2
:/ / |:H3(w1,w2)+H§(wl+7T7 wo +m) — 1| dwi dws
o Jo

n1=0 nog=0 m1=0mo=0

14 (=1t OR O Ty g, g(0), q(5)]

- I[na, mo, p(i), p(j)] (12b)

is used to approximate perfect reconstruction and the second exgbiere

componentE,, defined as

T
I(n1, no, n3, ng) = / COS L1 W COS Naw COS N3w COs Naw dw.
0

Bo= [ [ B2, ws)dw dw
2 //ﬂs 0(w1,w2) w1 2 (12¢)

is used to reduce intra-band aliasing. The region of integrdtion  To evaluatel/,, we note from Fig. 3 that

is the

shaded area in Fig. 3, which corresponds to the stopband of

filter Hy. EL=g7 [/ / c(wi, wa)e! (w1, wa) dwr clwz}g
ws Jr—(wz—ws)

B. Iterative Design Technique
. . . . . ; _ (s) -
Here we use an iterative method in which the error funcioin ~ Wherews is the stopband edge and herlée = {u;;’, 1 <4, j <

(6) is modified as NyiN2} with 'u,gj) = 0;;/4, and
E' = E| + aE} 7 "
' ’ ) oij = / {cos [p(i) + p(j)]ws + cos [p(i) —1)(j)]w’z}dwz
where ws
Ey = / / [Ho(wi, w2)Go(wi, w2) + Ho(wy + 7, we + 7) / {cos [q(i)+q('j)]u,11+cos [q(i)—q(j)]wl}
o Jo 7—(wa—ws)

-Go(wr +m, wo+7) — l]zdwl dws - dwy. (12d)
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Fig. 4. (a) Amplitude response of filtéf, for Example 1 and (b) amplitude Fig. 5.
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(a) Amplitude response of filtefly, for Example 2. (b) amplitude
response of filtet; for Example 2.

PERFORMANCE EVALUATIONS OF FILTER BANKS

(9) is a typicalquadratic programmingQP) problem which can be Example 1 | Example 2

solved efficiently by using the active set method [14], [15]. Having with lterations 11 19

obtainedy, linear interpolation can be used to updates CO?TZE;’“S ;f;i ((‘(111133)) 3?516?;;4 22‘5.523&;4

hi=(1-7)h+1g (13) without Iterations 13 10

where 7 is a smoothing parameter in the range< = < 1. The constraints | PRE (dB) || 3.6362 e—4 | 1.7251e—4

above process is repeated untt — ¢g|| is less than a prescribed (145) MSA (dB) 311483 344826

tolerance. The design procedure can now be summarized in terms of

the following algorithm. IIl. DESIGN EXAMPLES
Algorithm: We now present two design examples to illustrate the proposed
Step 1: Use a conventional method (e.g., the singular-value d@lgorithm. The design parameters wel = N, = 8,a =

composition method) to design a 2-2N, —1)x (2N, —  0.001, 7 = 0.5, w, = 1.2, 8, = 0.016, ¢ = 10°7 for Example
1) diamond-shaped FIR filter and use its impulse responde@nd N1 = Ny = 9, a = 0.001, 7 = 0.5, w, = 1.2,46, =

as the initialh.

0.01, e = 107? for Example 2. The perfect reconstruction perfor-

Step 2: CalculateB andU. using (12a) and (12d), respectively. mance of the filter banks obtained was evaluated in terms of the

Step 3: Use (12b) to formUJ and solve the QP problem

2

minimize E' =g (U + aU.)g — 2" Bg+ > (14a)

peak reconstruction error PRE max., .., |20log, o [H§ (w1, wa)+
Hi (w1 + 7, wa + )] |. The stopband attenuation of the individual
filters was evaluated in terms of the minimum stopband attenuation

subject to Cg < é.e. (14b)  MSA = min., w,ea,[~201og,, |Ho(wi, wa)l].
Step 4: If ||h — g|| < ¢, wheree is a prescribed tolerance, output To compare the results obtained with constraints (14b) to those

g as the design result and stop. Otherwise, updlaising
(13) and repeat from Step 3.
Several comments on the above design algorithm are now
order. MatricesB andU , can be pre-calculated as soon/és, No,
and w, are determined; this would make the design algorithrBy

obtained without these constraints, the designs were first carried out
by applying the algorithm described in Section 1I-B. The constraints
in (14b) were formulated on a s&t consisting of 15 points that are
éOenIy placed in regiof2, (see Fig. 3). The results obtained are listed
in the top half of Table I. Next, Step 3 of the algorithm was modified
dropping the constraints in (14b). In this case, the vegttnat

computationally more efficient. In addition, the integrals involved ifyinimizes (14a) is given by = (U + aU.)"'Bh. The modified
determining the elements 6f can be pre-calculated and stored in aRygorithm was applied to redesign the two filter banks and the results
array which can be loaded for use when the iteration starts. Note th@tained are listed in the bottom half of Table I. It is observed
B, U, andU are all symmetrical matrices and, therefore, only abowat the QP problem with constraints (14b) improves the stopband
half of their entries need to be computed. Our numerical experimeiisenuation significantly compared to that obtained with the weighted
indicate that a value of around 0.5 leads the fastest convergenceleast-squares design but at the expense of a slight increase in PRE. As
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TABLE 1

COEFFICIENTS OF Ho (%1, #z2) FOR EXAMPLE 1

(5]

W. Woods, Ed.,Subband Image Coding.Norwell, MA: Kluwer Aca-
demic, 1991.

Co T ihroush 3 [6] I. Shah and A. A. C. Kalker, “Theory and design of multidimensional
olumns ! throug QMF subband filters from 1-D filters and polynomials using transforms,”
—1.2972901e—5 | 1.2316237e—4 | —7.5212207¢—5 Proc. Inst. Elect. Eng. Iyol. 140, pp. 67-71, Feb. 1993.
1.2355540c—4 | —1.2780882¢—4 | —1.9663685¢—5 [7] T.Chen and P. P. Vaidyanathan, “Multidimensional multirate filters and

—7.5319075¢—5
6.3400249e—5
9.6404973e—5

—7.6955555¢—5
2.9802986e—4

—1.8556637¢e—4

—1.9350810e -5
—2.4947178e—4
—4.6116254¢—5
—6.5618379e—4
~-2.1365364e—5
—7.1279432c—4

—7.1947086e—4
4.4905711e—4
1.2371871e—3
5.7752252e—4
1.9701350e—3
3.3839195¢—4

Columns 4 through 6

6.3686104e—5
—4.5956538e—5
1.2295412e—3
—4.1053629%e—3
—1.1675575e~2

9.4800610e—5
—6.5195193¢c—4
5.7411214e—4
—2.8588307¢—3
1.6173911e—2

—7.5862919¢—5
—2.4722942e—4
4.4705422e—4
4.3782726e—3
—4.119755% -3

(8]

El

[20]

filter banks derived form one-dimensional filter$EE Trans. Signal
Processingyol. 41, pp. 1749-1765, May 1993.

—, “Recent developments in multidimensional multirate systems,”
IEEE Trans. Circuits Syst. Video Technolgl. 3, pp. 116-137, Apr.
1993.

D. B. H. Tay and N. G. Kingsbury, “Flexible design of multidimen-
sional perfect reconstruction FIR 2-band filters using transformations
of variables,”IEEE Trans. Image Processingol. 2, pp. 466-481, Oct.
1993.

V. Ouvrard and P. Siohan, “Design of two-dimensional nonseparable
QMF banks,” inProc. IEEE Int. Conf. Acoust, Speech, Signal Process-
ing, Apr. 1992, vol. IV, pp. 645-648.

_ 5 _ [11] C. K. Chen and J. H. Lee, “Design of quadrature mirror filters with
iggi;ggz § i;ﬁég?;gz g g?géﬁgiz g linear phase in the frequency domainBEE Trans. Circuits Syst. II,
: e e - vol. 39, pp. 593-605, Sept. 1992.
1.1662001e—2 | ~5.9398223c—3 | —3.4467920¢—3 PP P

Columns 7 through 8

2.9586164e—4
—2.1538331e—5
1.9623554e—3
—3.169050%-3
4.4911165e—3
—4.8422645¢—2
—2.9406153e—2
1.900649%e—1

—1.8430337e—4
—7.0882131e—4
3.3596717¢—4
—3.4371484e-3
1.1635130e—2
—5.9246338e—3
1.8993868e—1
5.7235228e—1

[12]

[13]

[14]
[15]

[16]

H. Xu, W.-S. Lu, and A. Antoniou, “Improved iterative methods for the
design of quadrature mirror-image filter bank$£EE Trans. Circuits
Syst.,vol. 43, pp. 363-371, May 1996.

___, “Efficient iterative design method for cosine modulated QMF
banks,” IEEE Trans. Signal Processingol. 44, pp. 1657-1668, July
1996.

D. G. Luenbergeri.inear and Nonlinear Programmin@nd ed. Read-
ing, MA: Addison Wesley, 1984.

R. Fletcher,Practical Methods of Optimization.New York: Wiley,
1987.

W.-S. Lu and A. Antoniou,Two-Dimensional Digital Filters. New
York: Marcel Dekker, 1992.

can be seen in Table I, the algorithm with constraints (14b) converged
after 11 and 19 iterations for Examples 1 and 2, respectively. The
amplitude responses of filterH, and H,; for Examples 1 and 2
are shown in Figs. 4 and 5, respectively. The coefficient matrix of
filter Ho, {h(7 —i, 7—j),0 < i,j < 7}, for Example 1 using
constrained optimization is given in Table 1.

A Subband Adaptive Filter With the
Statistically Optimum Analysis Filter Bank

IV. CONCLUSIONS Yoshito Higa, Hiroshi Ochi, and Shigenori Kinjo

A direct method for the design of 2-D nonseparable dlamond'Abstract—Conventional subband adaptive digital filters using filter

shaped filter banks has been proposed. The method is based ORzRs have shown degradation in their performance because of the
iterative quadratic programming technique that leads to an efficianinideal nature of analysis filters. For this problem, we propose two
design algorithm. The availability of parameter and the linear kinds of subband adaptive digital filters. The first one has the statistically
inequality constraints on the stopband attenuation of fiferender optimum analysis filter bank which minimizes error signals. This first

h h flexibl d ble the desi h b method, however, needs some statistics of the signals; therefore, we
the approach more flexible and enable the designer to choose bet Eﬂose another type of subband adaptive digital filter which requires

low PRE in the filter bank and high MSA in the individual filters. no a priori knowledge of the statistics regarding the signals. Computer
simulations are also given in order to show the efficiency of the proposed
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