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Abstract—Hand movement data acquisition is used in many en-
gineering applications ranging from the analysis of gestures to the
biomedical sciences. Glove-based systems represent one of the most
important efforts aimed at acquiring hand movement data. While
they have been around for over three decades, they keep attracting
the interest of researchers from increasingly diverse fields. This
paper surveys such glove systems and their applications. It also
analyzes the characteristics of the devices, provides a road map of
the evolution of the technology, and discusses limitations of cur-
rent technology and trends at the frontiers of research. A foremost
goal of this paper is to provide readers who are new to the area
with a basis for understanding glove systems technology and how
it can be applied, while offering specialists an updated picture of
the breadth of applications in several engineering and biomedical
sciences areas.

Index Terms—Gestures recognition, man–machine interfaces,
wearable sensors.

I. INTRODUCTION

W E USE hands for interacting with and manipulating our
environment in a huge number of tasks in our everyday

life. It is then not surprising that a considerable amount of re-
search effort has been devoted to developing technologies for
studying interaction and manipulation and for augmenting our
abilities to perform such tasks. The development of the most
popular devices for hand movement acquisition, glove-based
systems, started about 30 years ago and continues to engage a
growing number of researchers.

This paper reviews such glove systems and their applications.
Our primary objective is to introduce sensorized gloves to the
nonspecialist readers interested in selecting one of these devices
for their particular application. Our motivation for writing this
paper is the observation that pertinent information on such de-
vices, including measurement performance, is scattered across
the engineering and scientific literature and, even when located,
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can be inaccessible to the nonspecialist. This makes it diffi-
cult for a novice to determine whether and how well a particular
glove suits a particular application. A thorough study of the liter-
ature, especially of the one describing how gloves were applied
for different uses, can then help this matching process, at the
same time highlighting practical issues that may arise during it.

While aiming at the novice readers who plan to be essen-
tially “users” of sensorized gloves, this paper can, we hope, still
inspire the specialists, the “producers” or designers of new de-
vices. Inspiration may not necessarily spur from the specialized
literature these readers might be more familiar with. Instead,
by glancing outside their area of expertise, they may discover
common threads between their research and research in other
fields. Thus, this paper aims at helping these readers identify
bridges among different areas.

The remainder of this paper is organized as follows.
Section II reviews progress in glove technology. After intro-
ducing glove characteristics, it guides the reader through a 30
year historical review of the field terminating with current tech-
nology. The issue of unipurpose versus general-purpose devices
is highlighted. While this has been a central topic in the history
of glove devices, it is also one of the most important choices
that a user or a producer needs to make early on in the project.
The remainder of Section II describes the most recent gloves
and gloves accessories. Section III contains an anthological re-
view of applications of glove systems in seven areas: design and
manufacturing, information visualization, robotics, art and en-
tertainment, sign language understanding, medicine and health
care, and wearable and portable computers. The last comprehen-
sive review of this sort was published by Sturman and Zeltzer
in 1994 in an IEEE journal [1]. Back then gloves were starting
to gain attention in the first five areas. We chose to summa-
rize the major advances in such fields since the mid 1990s and
to describe significant projects in the medical and computers
areas. While these two fields have started looking at glove de-
vices only recently, they appear to be the main motivators and
leaders behind the innovation in glove technology that has just
started taking place. Section IV discusses some key glove char-
acteristics. Also, it aims at giving the reader the means to unveil
common threads between different applications from a technical
standpoint, discusses limitations of current technology, and of-
fers a perspective on future challenges. Conclusions are reported
in Section V.

II. GLOVE SYSTEMS

A. Characteristics

For the purpose of this paper, we define a glove-based sys-
tem as a system composed of an array of sensors, electronics
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Fig. 1. Hand fingers [thumb (1), index (2), middle (3), ring (4), and little (5)],
joints, and related DoFs.

for data acquisition/processing and power supply, and a support
for the sensors that can be worn on the user’s hand. Typically,
it is a cloth glove made of Lycra where sensors are sewn. As
worn by the user, it records data related to his/her hand con-
figuration/motion. Fig. 1 shows the hand joints and the degrees
of freedom (DoFs) typically used to describe hand motions.
The distal interphalangeal (DIP) and proximal interphalangeal
(PIP) joints of each finger have 1 DoF each (flexion/extension)
while the metacarpophalangeal (MCP) joints have 2 DoFs
(flexion/extension and abduction/adduction). The third DoF of
the trapeziometacarpal (TMCP) joint allows the thumb to rotate
longitudinally as it is brought into opposition with the fingers [2].
While a glove equipped with one sensor per DoF may appear
to be the most obvious design choice, a number of gloves with
different designs have been proposed over the years: as it will
become clearer in the following sections, certain designs may
suit specific applications better than others. Fig. 1 also intro-
duces the terminology for hand joints that will be used in this
paper.

Table I reports a list of glove characteristics typically re-
ported in the literature for technical comparison purposes, such
as sensors specifications (type of information registered by the
sensors, sensor technology, number, location, precision, and
number of records per seconds), external connections, and data
communication interface, as well as a (nonexhaustive) list of
their options. Most characteristics are self-explanatory. Some
will be discussed in greater detail in Section IV.

B. Evolution of Glove Systems: A Road Map

The first glove-based systems were designed in the 1970s, and
since then, a number of different designs have been proposed.
Tables II–IV report an extensive list of glove-based systems
that have appeared in the literature or marketplace over the past
30 years. This section is meant to serve as a rough guide to the
content of Tables II–IV. It sketches a road map of how technol-
ogy has evolved with time, which will then provide readers with
the means to understand current technology and the most recent
research efforts.

1) Early Research: The first glove prototypes included the
Sayre Glove, the Massachusetts Institute of Technology (MIT)-
LED glove, and the Digital Entry Data Glove. The Sayre Glove
was developed in 1977 by Thomas de Fanti and Daniel Sandin
based on the idea of Rich Sayre. It used flexible tubes with
a light source at one end and a photocell at the other, which
were mounted along each finger of the glove. As each tube
was bent, the amount of light passing between its source and
photocell decreased. Thus, voltage from each photocell could
be correlated with finger bending [1]. The MIT-LED glove was
developed at the MIT Media Laboratory in the early 1980s as
part of a camera-based LED system to track body and limb
position for real-time computer graphics animation [1]. It used
LEDs studded on a cloth. The Digital Entry Data Glove was
designed by Gary Grimes and patented in 1983. It used different
sensors mounted on a cloth: touch or proximity sensors for
determining whether the user’s thumb was touching another
part of the hand or fingers; four “knuckle-bend sensors” for
measuring flexion of the joints in the thumb, index, and little
finger; two tilt sensors for measuring the tilt of the hand in
the horizontal plane; and two inertial sensors for measuring the
twisting of the forearm and the flexing of the wrist [3], [4]. This
glove was intended for creating “alphanumeric characters” from
hand positions. Recognition of hand signs was performed via a
hard-wired circuitry, which mapped 80 unique combinations of
sensor readings to a subset of the 96 printable ASCII characters.

These gloves were equipped with a limited number of sensors,
were hard wired, and cumbersome. They were developed to
serve very specific applications, were used briefly, and were
never commercialized.

2) Data Glove-Like Systems: It was the commercialization
of the Data Glove in the United States in 1987 that boosted
applied research with glove devices and spread their popular-
ity worldwide. First developed by Zimmerman in 1982 [5], the
original version of the Data Glove used thin flexible plastic tubes
sewn on a cloth and light sources and detectors to record joint
angles. A new fiber optics version was developed and commer-
cialized in 1987 by Visual Programming Language Research,
Inc. It came equipped with 5 to 15 sensors. Most had ten flex
sensors, eight of them measuring the flexion of the MCP and
PIP joints of the four fingers and two for the thumb. In some
cases, abduction/adduction sensors were used to measure angles
between adjacent fingers. Designed to be a multipurpose de-
vice, the Data Glove quickly gained the attention of researchers
in different fields and a number of devices similar to it were
proposed. A low-cost version of the Data Glove, the Power
Glove [4], [6], [7], was commercialized by Mattel Intellivision
as a control device for the Nintendo video game console in
1989 and became well known among video games players. It
used resistive ink printed on flexible plastic bends that followed
movements of each finger to measure the overall flexion of the
thumb, index, middle, and ring finger. The Super Glove [4] was
developed and commercialized by Nissho Electronics in 1995. It
came with 10–16 sensors and used resistive ink printed on boards
sewn on the glove cloth. An updated version of the Power Glove,
the P5 Glove, was commercialized by Essential Reality, LLC, in
2002 [8].
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TABLE I
GLOVES CHARACTERISTICS

The Data Glove-like systems also include the commercial
Space Glove, CyberGlove [see Fig. 2(a)], Humanglove [see
Fig. 2(b)], 5DT Data Glove [see Fig. 2(c)], TCAS Glove, and
the more recent StrinGlove and Didjiglove [see Fig. 2(e)] as
well as prototypes developed by research laboratories around
the globe, such as the TUB-Sensor glove [9]–[11]. Although
these gloves differed from the original Data Glove in terms of
sensor technologies, locations, and mounting, they all shared
three basic design concepts with it: they measured finger joint
bending, used a cloth for supporting sensors, and were usu-
ally meant to be general-purpose devices. As will be reviewed
in Section III, by virtue of this last feature, they were indeed
used in a variety of projects spanning different fields. De-
spite their widespread use, they suffered from several draw-
backs. Major limitations originated from the cloth support,
which acted as a constraint on the user’s hand, and from the
need for a tedious user-specific calibration procedure. Limita-
tions of this class of gloves will be revisited in greater detail
in Section IV.

3) Beyond the Data Glove: Driven by the need to overcome
the aforementioned weaknesses, researchers started exploring
the viability of different designs. The Fingernail glove was de-
veloped by Mascaro and colleagues at MIT [see Fig. 2(f)]. It
exploited changes in coloration of the fingernail due to touching,
bending/extension, and shear. Infrared LEDs illuminated the nail
bed and an array of eight photodiodes mounted on the fingernails
measured the intensity of the reflected light (proportional to the
blood content under the fingernail). Finger postures (bending
angle of the PIP joint) and forces (normal force, shear force,
and longitudinal shear force) were predicted from the measured
data [12]–[14]. The AcceleGlove proposed by Hernandez and
colleagues at George Washington University used five rings to
support five accelerometers [15]–[17] [see Fig. 2(g)]. To over-

come the problem of constant breaking of wires, a second ver-
sion of this glove was designed where the accelerometers were
attached to a leather glove. The Lightglove, proposed by Howard
and Howard was a watch-size wireless device worn underneath
the wrist. It used a five-pixel LED scanner/receiver sensor ar-
ray, and detected finger motion via sensing the disruption of
beams of light that fanned out from the wrist. Additional mo-
tion was recorded by accelerometers [18], [19]. In the past cou-
ple of years, a number of sensorized gloves for alphanumerical
character entry in wearable and portable computers have been
proposed. They include the Thumbcode, the Fingering, Scurry,
Keyboard-Independent Touch-Typing (KITTY), and the Sense-
board glove, which will be discussed in more detail in Section III
(“Wearable and Portable Computers”). While all these devices
stand out for their originality and overcome some of the limita-
tions of the Data Glove-like devices (e.g., most have no cloth), as
detailed in Tables II–IV, they have individual limitations. Addi-
tionally, they were designed for specific applications rather than
for general purpose.

Frontier research in glove technology promises gloves based
on textile integrated sensors [see Fig. 2(h)]. We will discuss the
most recent research trends in Section IV.

C. Current Technology

While numerous glove designs were proposed over the past
30 years, only a few became commercially available. This sec-
tion lists design specifications for the most recent commercial
technology, roughly in chronological order starting from the
early 1990s. We refer the reader to [1] and [4] for an exten-
sive description of the devices developed in the 1970s and
1980s.

1) CyberGlove: Developed by James Kramer at the Vir-
tual Exploration Laboratory of the Center for Design Research
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TABLE II
GLOVES COMPARISON

(CDR) at Stanford University, it was commercialized by a CDR
spin-off, Virtual Technologies, Inc. (Palo Alto, CA) in 1992. It
comes equipped with 18 or 22 piezo-resistive sensors. The 18-
sensor model features two bend sensors on each finger (MCP
and PIP joints—see Fig. 1), and four abduction/adduction sen-
sors, plus sensors measuring thumb crossover, palm arch, wrist
flexion, and wrist abduction/adduction. The 22-sensor model
features four additional sensors for measuring DIP joints flex-

ion. Calibration is needed to make glove measurements insen-
sitive to differences in users’ hands, finger length, and thick-
ness and convert sensor voltages to joint angles. It is performed
with the VirtualHand calibration software by having the user
flex their hand a few times and editing the gain and offset
parameter value for each sensor to best match the motion of
the virtual hand to the physical hand. The VirtualHand line
of software also includes several packages for manipulation
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TABLE III
GLOVES COMPARISON (SEE FOOTNOTE OF TABLE II)

of computer-aided designs (CADs) and character anima-
tion [VirtualHand for V5 (CATIA), VirtualHand for Mo-
tionBuilder, and VirtualHand SDK]. The CyberGlove is
considered one of the most accurate glove systems cur-
rently available [2], [4], [20]. A wireless version of the
CyberGlove (CyberGlove II) was commercialized in 2005
(Immersion Corporation, San Jose, CA) [see Fig. 2(a)]
[21].

2) Humanglove: Patented in 1997, it is commercialized by
Humanware Srl (Pisa, Italy) [22]. It is equipped with 20 Hall-
effect sensors that measure flexion/extension of the four fingers
MCP, PIP, and DIP joints and flexion/extension of the thumb
TMCP, metacarpal phalangeal (MP), and interphalangeal (IP)
joints, as well as fingers and thumb abduction/adduction; two ad-
ditional sensors measure wrist flexion and abduction/adduction
[23].Glove calibration is similar to that of the CyberGlove and is
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TABLE IV
GLOVES COMPARISON (SEE FOOTNOTE OF TABLE II)

performed through a software package called Graphical Virtual
Hand, which displays an animated hand that mirrors movements
of the user’s hand [see Fig. 2(b)].

3) 5DT Data Glove: Commercialized by Fifth Dimension
Technologies (5DT) (Irvine, CA), it comes in several versions.

The 5DT Data Glove 5 uses proprietary optical-fiber flexor sen-
sors. One end of each fiber loop is connected to a LED, while
light returning from the other end is sensed by a phototransistor.
The glove measures the finger bending indirectly based on the
intensity of the returned light [24]. There is one sensor per finger
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Fig. 2. Glove systems. (a) CyberGlove II. Reproduced by permission of Im-
mersion Corporation. Copyright © 2008 Immersion Corporation. All rights re-
served. (b) Humanglove. Image courtesy Humanware. (c) 5DT Data Glove.
Image courtesy www.5dt.com. (d) Pinch Glove. Image courtesy Fakespace
Systems. (e) Didjiglove. Image courtesy John Timlin, Didjiglove Pty. Ltd.,
Melbourne, Australia. (f) Fingernail Sensor [186]. Image courtesy H. H. Asada.
(g) AcceleGlove [15]. Copyright © ACM. Reprinted by permission. (h) Upper
limb garment prototype [187] and sensing glove [188] by Pisa University: sen-
sors are directly integrated in Lycra fabrics by using conductive elastometers
sensors. © 2006 IEEE and © 2005 IEEE.

to measure overall flexion of the four fingers (average of MCP
and PIP joint flexion) and thumb (average of MP and IP joint
flexion). The 5DT Data Glove 16 [see Fig. 2(c)] is a higher end
version of the 5DT Data Glove 5 and has 14 sensors. It measures
finger flexion (two sensors per finger, MCP and PIP joints as
well as IP and MP joints) and abduction/adduction between fin-
gers. Wireless versions and versions optimized for use in MRI
environments (the 5DT Data Glove 5 MRI and the 5DT Data
Glove 16 MRI) are available [25]. These gloves require calibra-
tion, which is similar to that of the Cyberglove. The 5DT Data
Glove software interprets the glove readings as gestures. The
current gesture library uses binary open/close configurations
for the fingers, excluding the thumb, so that 24 = 16 possible

gestures can be generated. Gesture “0” is defined as all the fin-
gers closed and gesture “15” as all the fingers open. In the 5DT
Data Glove 5, a finger is considered unflexed/flexed if the sen-
sor reading is smaller/greater than a predetermined lower/upper
threshold. In the 5DT Data Glove 16, the maximum of the in-
dividual joint sensor values is taken to obtain a closed gesture,
and the minimum to obtain an open gesture [24], [25].

4) Pinch Glove: The first prototype, originally called the
Chord Glove, was developed by Mapes at the University of
Central Florida. Commercialized by Fakespace Laboratories
(Mountain View, CA) [26] [see Fig. 2(d)], it uses electrical
contacts at the fingertips, on the back of fingers, or in the palm.
When two or more electrical contacts meet, a conductive path is
completed and a posture can be made. The PinchGlove interface
detects whether a posture has been made and keeps a record of
the posture duration. Postures can be programmed, and no addi-
tional posture recognition techniques are required. This makes
the PinchGlove excellent for posture recognition with over 1000
postures theoretically possible [4]. A salient feature of this glove
is that it does not require calibration.

5) Didjiglove: Recently commercialized by Didjiglove Pty,
Ltd., the Didjiglove [see Fig. 2(e)] uses ten capacitive bend sen-
sors to record finger flexion (fingers MCP and PIP, and thumb
TCMP and MP). The sensors consist of two layers of conductive
polymer separated by a dieletric. Each layer is comb-shaped; a
change in the amount of sensor bending results in a change in
the overlapping electrode surface, and ultimately in a change in
capacitance. The Didjiglove requires calibration: to calibrate the
glove, the user makes hand shapes and records these by pressing
the appropriate buttons. It is designed for computer animation,
and specifically to function as an advanced programming inter-
face for toolkits such as 3-D Studio Max and Maya [24], for
which software drivers are provided.

6) StrinGlove: Recently proposed by a group of Japanese
researchers and commercialized by Teiken Limited in Japan, it
uses 24 inductcoders to record MCP, PIP, DIP angles of fingers
and MP and IP angles of thumb, abduction/adduction angles of
fingers and thumb, as well as wrist motion. It is also equipped
with nine contact (magnetic) sensors, placed one in the thumb
and two on each finger (tip and PIP phalanx). It requires calibra-
tion. A salient feature of this glove is the cloth design: the glove
is washable and the sensors are easily detachable [27], [28].

D. Glove Accessories

1) 3-D Trackers: A complete description of hand movement
requires knowledge of both hand configuration (amount of joint
bending or joint relative positions) and hand position in space
(location and orientation of the hand, for a total of 6 DoFs—3
for translations and 3 for rotations). While sensorized gloves
record the former type of data, trackers record the latter. Usu-
ally, gloves and trackers are used in conjunction. Commercial
systems typically contain both.

Over the years, several trackers have been proposed that differ
in their key performance parameters (accuracy, jitter, drift, and
latency). Most of the trackers currently used are noncontact
position measurement devices (typically magnetic, ultrasonic,
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or optical). Noncontact trackers have largely replaced the earlier
mechanical trackers, kinematic structures composed of links
interconnected using sensorized links: they are less cumbersome
and do not hinder the user’s freedom of motion. In this section,
we chose to focus on the technology basics and refer the reader
elsewhere [24], [29] for further details.

a) Magnetic: A magnetic tracker uses a magnetic field pro-
duced by a stationary transmitter to determine the position
of a moving receiver element [24]. Advantages include the
low cost, reasonable accuracy, and no requirement of direct
line of sight transmitter–receiver. Disadvantages include
sensitivity to magnetic fields and ferromagnetic materials
that may be in the workspace. Metallic objects need to be
removed from the area close to the transmitter or receiver.

b) Ultrasonic: A ultrasound tracker uses an ultrasonic signal
produced by a stationary transmitter to determine the po-
sition of a moving receiver [24]. Unlike magnetic trackers,
ultrasonic trackers do not suffer from metallic interference.
However, they suffer from echoes from hard surfaces and
require direct line of sight from transmitter to receiver. If
an object obstructs the line of sight between an ultrasound
transmitter and receiver, the tracker signal is lost. Update
rate is approximately 50 datasets/s, less than half that of
magnetic trackers.

c) Optical: An optical tracker uses optical sensing to deter-
mine the real-time position/orientation of an object [24].
Similar to acoustic trackers, optical trackers require direct
line of sight and are insensitive to metallic interference.
However, when compared with acoustic trackers, optical
trackers have significantly higher update rates and are ca-
pable of much larger work envelopes. Disadvantages in-
clude sensitivity to reflection of light from surfaces in the
environment.

d) Inertial: An inertial tracker is a self-contained sensor that
measures the rate of change of an object’s orientation or the
rate of change of an object’s translation velocity [24]. Ad-
vantages include sourceless operation with theoretically
unlimited range, no line-of-sight constraints, and very low
sensor noise. A major disadvantage is that to derive posi-
tion or orientation, the output of inertial trackers must be
integrated and the result is sensitive to drift and bias of the
sensors.

2) Actuators: Gloves equipped with actuators can provide
force-feedback to the user’s fingers, i.e., when worn these gloves
can convey touch sensations to the user’s hand. Several gloves
of this sort, sometimes called “haptic”, were proposed over the
years. Features include number of actuators, maximum force,
weight, and bandwidth. An important design choice is whether
they use separate sensing gloves. Some devices are exoskele-
tons worn on the fingers and hand that do not use sensing gloves.
For instance, the Dexterous Hand Master developed in 1987 as
a master device for the four-digit dexterous robot Utah/MIT
hand was an exoskeleton attached directly to the fingers with
Velcro straps [30], [31]. Hall-effect sensors at the joints mea-
sured the bending of the three joints of each finger as well as
abduction/adduction of the fingers and motions of the thumb.
Similarly, the Rutgers Master II developed by Burdea and col-

leagues at Rutgers University was composed of an exoskeleton
that functioned as both a force-feedback structure and a mea-
suring device [32]. Other devices use separate sensing gloves.
For example, the Rutgers Master I was an exoskeleton designed
to retrofit a Data Glove [33]. Similarly, the commercial Cyber-
Grasp (Immersion Corporation, San Jose, CA) is an exoskeleton
that fits over a CyberGlove [21]. In this paper, we chose to focus
on nonactuated gloves. The reader is referred to [34] and [35]
for a more complete description of actuated gloves.

III. APPLICATIONS

This section surveys applications of glove-based systems in
seven areas. It is divided into two parts, which describe classical
and recent applications. The first part describes applications in
design and manufacturing, information visualization, robotics,
art and entertainment, and sign language understanding. These
applications were explored since early research on glove sys-
tems. We chose to focus on the work from the mid 1990s on-
wards and refer the reader to Sturman and Zeltzer’s paper [1] for
earlier work. The second part describes applications in medicine
and health care and in portable and wearable computers. While
these areas have just started looking at glove systems, they are
already demanding a shift-of-gears in glove technology. The
material presented in each area has no pretense of being ex-
haustive. Rather, it focuses on representative projects and the
rationale for using glove systems (see Table V for a summary).

A. Classical Applications

1) Design and Manufacturing: In this area, glove-based sys-
tems are used to interact with computer-generated (typically vir-
tual reality) environments. Using a computer screen or a head-
mounted display, the user, who can be located either on site or
remotely over the Internet [36], [37], can visualize environments
or artifacts that are being designed before their actual construc-
tion or manufacturing eliminating the need for expensive mock-
ups. Compared to traditional interfaces such as keyboards and
mice, glove-based systems allow a more natural interaction with
the environment; for example, the user can grasp virtual objects
or issue commands via gestures. Typical commands include the
“flying” gesture (pointing with the index finger changes the
users’ viewpoint through the virtual world as if they were flying
through that space [38]–[40]) or the “pinching” gesture (pinch-
ing between the fingers and thumb selects an option from a
menu [41]).

Following the Virtual Environment Display System, a Na-
tional Aeronautics and Space Administration (NASA) virtual
reality pioneering project of the mid 1980s [42], a variety of
similar systems were proposed over the years. Tinmith was de-
veloped at the University of South Australia for assisting in the
design of outdoor and indoor environments. The user could
capture and view on-site 3-D graphical models for existing
outdoor environments, for example, a building, and integrate
them with virtual reality models of indoor environments. Pinch
Gloves were used to control the menu system allowing the user
to select options [see Fig. 3(a)] [41]. Interactive synthesis of
spherical mechanisms (ISIS) and VRSpatial were developed
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TABLE V
SUMMARY OF APPLICATIONS

at Iowa State University. They were systems for assisting in
the design of spherical mechanisms. Users could walk into a
3-D space, synthesize a mechanism, and then, move around
the space to evaluate the mechanism’s motion. Interaction with
the systems was performed through a combination of gestures
recorded with Pinch Gloves and selections from 3-D menus
[see Fig. 3(b)] [43]–[45]. In the industrial world, Daimler-Benz
and Boeing were among the first to develop virtual reality sys-
tems for design. Daimler-Benz’s testers could select between
different furnishing options and models for Mercedes interiors
using Data Gloves. Boeing’s designers and maintainers could
evaluate and test the military aircraft Joint Strike Fighter using
CyberGloves. Designers could “walk” around a virtual aircraft
as if they were on a carrier deck and simulate maintenance tasks
(e.g., loading a weapon or removing a part). In both projects,
gloves were used to select options from menus [46]. Related
applications also include virtual reality systems for training of
skilled personnel, such as pilots (cockpit familiarization [47]),
soldiers [48] [see Fig. 3(c)], and astronauts [49] [see Fig. 3(d)].

3-D modeling is another application of glove-based systems
in the design and manufacturing area. Software for 3-D model-
ing is typically used by architects, industrial designers, and fine
artists to visualize 3-D shapes, often at a late stage of design after
pencil sketches have been drawn. Gloves allow creation of 3-D
shapes directly using hands, which may make the design pro-
cess more natural and easier since its earlier stages [50]. Weiner
and Ganapathy first implemented this concept. They used hand
gestures captured by a Data Glove to create B-spline-based 3-D
models. Fingertips were used to specify the position of a se-
ries of control points for the curve [1], [51]. A similar system
was Surface Drawing. As the user moved the hand wearing a
CyberGlove, the trail of its motion was recorded by a computer
as a stroke. The strokes could be combined to construct complex
shapes. Different configurations of the hand resulted in strokes
with different features. For example, drawing with the fingertip
allowed very small details to be added; this mode was activated
by putting the hand in a pointing posture; bending the hand
changed the curvature of the strokes. The user could also move
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Fig. 3. Glove applications based on gesture recognition. (a) Tinmith wearable
computer with glove device [41]. © 2001 IEEE. (b) VRSpatial main menu [45].
Copyright © ASME. Reprinted by permission. (c) Simulator to train drivers
of artillery self-propelled gun: the user is performing a “point” gesture during
virtual training [48]. © 2006 IEEE. (d) Simulator to train astronauts to perform
tasks in microgravity: an object can be selected and grabbed by clenching fingers
into a fist gesture. Reprinted from [49], Copyright (2006), with permission from
Elsevier. (e) and (f) Virtual desktop: the user can grab a document by making a
fist, and release it by opening the fist [58]. © 2006 IEEE. A gesture interface for
radiological workstations: (g) by making predefined gestures, (h) the user can
call the database browser or tools for analyzing images [57]. © 2007 IEEE.

and scale the shapes using tools such as tongs and erasers. Sur-
face Drawing was implemented on the Responsive Workbench,
a virtual reality system developed in the 1990s comparable to
a large drawing board and operated by projecting a computer-
generated stereoscopic image off a mirror and through a table
surface. Using stereoscopic shuttered glasses, the user could ob-
serve a 3-D image displayed above the tabletop [52], [53] [see
Fig. 4(a)].

2) Information Visualization: Computer graphics is often
used to create visual representations to aid in the understanding
of data. Good data visualization techniques are especially useful

Fig. 4. Glove applications based on continuous data recording. (a) Hand move-
ments create shapes that float above the Responsive Workbench [52]. Copyright
© ACM. Reprinted by permission. (b) NASA/DARPA Robonaut and telepres-
ence gear: the Robonaut mimics the operator’s hand motions [189]. © 2003
IEEE. (c) Sound sculpting: a sheet clamped to the index and thumb tips of the
two hands [20]. Image courtesy A. Mulder.

when data are complex numerical representations of scientific
concepts or results, e.g., the outputs of simulations [29]. Glove-
based systems can potentially improve the naturalness of the
user’s interaction with the data, thereby potentially enhancing
the effectiveness of traditional data visualization techniques.

Bryson and Levit from NASA showed the feasibility of this
concept with the virtual wind tunnel in the late 1980s. Users
could visualize a simulated airflow around an aircraft. Using a
Data Glove, they could “grab” onto one or more streamlines
of the fluid flow, move them, and observe the changes in the
flow, which were calculated and visualized by supercomputers
in real time [1], [42]. Malkawi and colleagues proposed a similar
system for interacting with indoor thermal computational fluid
dynamic data. Wearing a CyberGlove users could issue com-
mands to the system via mimicking predefined postures such as
“closed fist” and “open flat palm.” Such postures encoded com-
mands of precise or approximate data positioning (e.g., create
an isosurface in a precise position in space or move an isosur-
face in a certain area) [54]. The Responsive Workbench, which
was described earlier, was a platform for many data visualiza-
tion systems that were developed in the past years (see [55] for
a review). Recent data visualization applications also include
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systems for manipulating massive geospatial [56] and medical
data [57] [see Fig. 3(g) and (h)] or generic computer files [58]
[see Figs. 3(e) and (f)].

3) Robotics: Glove-based systems can potentially make
robot programming—a central issue in robotics—more natural
and easier, particularly when methods based on teleoperation or
automatic programming are used. This is particularly true for
multi-DoF systems that require the control of a large number
of joints, which is difficult to accomplish with standard control
techniques. In automatic programming, the robot learns its be-
havior automatically, for example, “observing” a demonstration
performed by a human [59]. This method is receiving growing
attention as robots are increasingly used in nonstructured envi-
ronments, in tasks unpredictable a priori, and by nonspecialized
personnel.

After Sturman’s seminal work showed the feasibility of using
gestures as interfaces for robot control [2], several researchers
pursued this approach. For instance, Iba and colleagues at
Carnegie Mellon implemented a system to control a mobile
robot via a CyberGlove. The user communicated with the robot
using six gestures (opening, opened, closing, pointing, waiving
left/right) that corresponded to commands: for instance, “clos-
ing” decelerated and stopped the robot, “waiving left/right” di-
rected the robot toward the direction in which the hand was
waiving [60]. Several researchers used glove-based systems to
teleoperate multifingered robotic hands [1], [61], [62]. One of
the most impressive recent applications was implemented on the
NASA/Defense Advanced Research Projects Agency (DARPA)
Robonaut [see Fig. 4(b)], an anthropomorphic human scale robot
designed to reduce the extravehicular activities burden on astro-
nauts. Wearing a helmet equipped with a stereo screen, stereo
phones, a microphone, and two CyberGloves linked directly to
the robot’s stereo cameras, stereo microphones, speaker, and
five-finger dextrous hands, respectively, the user could teleop-
erate the robot to perform maintenance tasks such as threading
nuts into bolts and tying knots [63].

Other researchers used gloves to teach robots manipulation
skills from demonstration [64], [65]. Ogawara and colleagues
implemented this concept on an anthropomorphic robot that
was equipped with a stereo vision system, dual 7 DoF arms,
and multifingered hands. The robot observed the human in-
structor perform the task while wearing two CyberGloves and
constructed a task model in two steps. First, using the informa-
tion recorded from the gloves, it constructed a rough model of
the task as a sequence of discrete hand actions (power grasp,
precision grasp, release, pour, hand over) and its attributes (start
and stop time, absolute position in space, left or right hand).
Processing the images recorded with the vision system, it then
refined the model of the task adding information about the type
of objects that were being manipulated. At the end of this pro-
cess, the robot was able to perform the task demonstrated by
the instructor (pouring the content on a container held in one
hand into another container held in the other hand) even in
environments different from those used for training [66]–[68].

4) Art and Entertainment: Attraction between glove-based
systems and the entertainment industry has been long-standing.
Gloves have been used for video games and animation of

Fig. 5. Vietnamese sign language [151]. © 2007 IEEE.

computer-generated characters [1], [2], [24], [69]–[71] as well
as movie productions [72]. These applications, like robotics,
often require the control of many DoFs, a problem that can be
easily addressed with glove systems. Glove devices have also
been used in musical performance, typically to control acoustic
parameters [2], [73]–[76]. In this context, not only gloves al-
low simultaneous control of many DoFs but they also give the
musician the freedom to move expressively, transmitting that
expression to music [2].

After MIT Media Laboratory composer Tod Machover pi-
oneered this application in the early 1990s [1], several groups
proposed similar systems. Sound Sculpting, prototyped by Mul-
der and Fels, was among the most original projects. Wearing two
CyberGloves, the user manipulated 3-D virtual objects, such as a
rubber balloon or a rubber sheet. Position, orientation, and shape
of the objects could be modified via hand gestures. Changes of
the objects were mapped to changes in acoustic parameters.
For example, fingertips of both hands could be clamped to the
corners of the rubber sheet; a change in the distance between
index and thumb caused a visual change in the width of the
rubber sheet and an acoustic change in the chorus depth [77]
[see Fig. 4(c)]. The reader is referred to [75] and [76] for exten-
sive reviews of application of glove-based systems in musical
performance.

5) Sign Language Understanding: After the pioneering
project of Grimes with the Digital Entry Data Glove (Section II),
many projects used glove-based systems for automatic under-
standing of gestural languages used by the deaf community [1]
(see Fig. 5 for an example). The systems developed in these
projects differed in characteristics such as number of classifi-
able signs, which could range from a few dozen to several thou-
sand, types of signs, which could be either static or dynamic,
and percentage of signs correctly classified. The simplest sys-
tems were limited to understanding of finger spelling or manual
alphabets (a series of hand and finger static configurations that
indicate letters). Takashi and Kishino [78] and Murakami and
Taguchi [79] used a Data Glove for recognition of the Japanese
alphabets. For recognition of the American alphabet, Medhui
and Kahn used a Data Glove [80] whereas Hernadez-Herbollar
used an AcceleGlove [16]. The more complex systems aimed
at understanding sign languages, a series of dynamic hand and
finger configurations that indicate words and grammatical struc-
tures. For instance, Kim and colleagues used a Data Glove for
recognition of the Korean language [81], Kadous a Power Glove
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for the Australian language [82], Vamplew a CyberGlove for the
Australian language [83], Gao and colleagues a CyberGlove for
the Chinese language [84], [85], and Liang and Ouyoung a Data
Glove for the Taiwanese language [86]–[88]. The reader is re-
ferred to [89] and [90] for a detailed comparison.

Some systems embedded interfaces for translating sign lan-
guages into text or vocal outputs [91]–[93]. For instance, the
Talking Glove used a CyberGlove and recorded, recognized,
and translated American sign language into text or spoken
English [94].

B. Recent Applications

1) Medicine and Health Care: While originally glove sys-
tems were not intended for being applied in medicine and health
care, they have increasingly been attracting attention of re-
searchers in these areas. Early research was limited to automatic
sign language recognition (described earlier). Current research
is exploring the suitability of these systems for a greater range
of applications, as described later.

a) Motor Rehabilitation: In this area, most projects have ex-
plored the viability of using glove-based systems as tools
for hand functional assessment. Clinical assessment of
hand function requires acquisition of a number of data, in-
cluding pinch and grip strength, sensitivity to temperature,
and most importantly, the range of motion of hand joints.
Quantitative measurements of range of motion are usually
performed using mechanical or electronic goniometers,
but the process is time-consuming and can have limited ac-
curacy and repeatability, even when performed by a skilled
therapist [95]. As glove systems can measure the range of
motion of all hand joints simultaneously during dynamic
tasks, they can potentially speed up the measurement
process.
While some researchers explored the feasibility of using
commercial gloves as goniometric devices [96]–[98], oth-
ers developed ad hoc sensorized gloves so as to take into
account the specific needs of disabled users [99], [100] or
to obtain greater measurement performance [101]. A few
groups used sensorized gloves as part of more complex
systems for hand functional assessment/motor rehabilita-
tion (see [24] and [102] for a summary). Among them,
Greenleaf Medical Systems developed the Wrist System,
a tool for quantitative dynamic assessment of the upper ex-
tremity function. It used a Data Glove with specially fitted
sensors to record wrist flexion/extension and radial/ulnar
motions [92].
Several virtual reality workstations for motor therapy
that employed glove-based systems have been proposed
[24], [103]–[105]. Patients undergoing such therapies first
have their hand motion measured with a glove device.
The recorded data are then transmitted to a computer
that assesses the patients’ hand capability and plans the
treatment. During a treatment session, the patients per-
form hand exercises with a haptic glove, which, for ex-
ample, generates forces that resist their grasping move-
ments [106]. The workstation proposed by Burdea and

Fig. 6. Applications in motor rehabilitation. (a) Rutgers University virtual
rehabilitation system [107]. © 2000 IEEE (top figure). The haptic glove reads
gestures and applies forces to the user’s hand in real time [32]. © 2002 IEEE (bot-
tom figure). (b) Scheme of the GRIP system: (1) neural electrodes, implantable
stimulator, and telemetry system; (2) artificial sensors (position, contact);
(3) control system; (4) system for high-level control, (5) system to provide
cognitive feedback.

colleagues was composed of two subsystems. The diag-
nostic subsystem consisted of an electronic goniometer, a
pinchmeter, a dynamometer, and a 16-sensor Data Glove-
like device modified to contain 16 force sensors. The ther-
apy subsystem used a Rutgers Master I haptic glove [33]
to provide the user’s fingers with force-feedback. The user
could perform virtual exercises, such as squeezing a vir-
tual ball or the peg-in-hole exercise [32], [33], [107]–[110]
[see Fig. 6(a)]. While most therapy virtual reality worksta-
tions were designed for stroke survivors, clinical studies
on other patient populations such as postsurgical patients
(e.g., carpal tunnel syndrome) are ongoing [102], [111].
Functional restoration is another application of glove sys-
tems in motor rehabilitation. At Advanced Robotics Tech-
nology and Systems (ARTS) Laboratory, we used a sen-
sorized glove for this purpose in the framework of the
European project GRIP (ESPRIT Long Term Research
Programme No. 26322). GRIP aimed at building a closed-
loop control system for functional electrical stimulation
to restore grasping in hemiplegic patients. Disabled sub-
jects wore a Humanglove modified with eight force sensors
whose signals were used in the sensory-feedback loop [see
Fig. 6(b)].

b) Analysis of Motor Performance: In this area, glove systems
are mainly used as alternatives to motion analysis systems.
In the latter, markers are typically attached to subjects’
hands and the marker’s positions are recorded by video
cameras. While providing accurate measurements, they
require long and tedious calibration procedures and suffer
from several limitations, including occlusion of markers
and sensitivity to reflected light (see also Section II, “Glove
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Accessories”). Glove-based systems are cheaper and eas-
ier to set up; for these reasons, they are being increasingly
used in this area.
Gloves have been used in numerous experiments aimed
at investigating grasping movements during which sub-
jects are typically asked to grasp real [112]–[115], imagi-
nary [116], or computer-generated [117] objects. Features
are extracted from the recorded data to quantitatively de-
scribe and infer information about the movement. For ex-
ample, angles spanned by fingers were used to infer hand
shapes [112], [116], [118]. Several groups used glove-
based systems to investigate grasping in zero-gravity con-
ditions. In 1998, during the NASA NeuroLab Mission, as-
tronauts used a custom-made glove equipped with LEDs
on the fingertips to study changes induced by micrograv-
ity in eye–hand coordination [119]. More recently in a
project funded by the Italian Space Agency, ARTS Lab-
oratory and Kayser Italia Srl developed the Hand Posture
Analyzer, a system that included a reengineered version
of the Humanglove, a handgrip dynamometer and a pinch-
meter to study changes induced by microgravity in hand
motor control [120]–[123].

c) Ergonomics: Another area where gloves are used as al-
ternatives to traditional motion analysis systems is er-
gonomics. Here, hand movement recordings are used to
perfect the design of products, tasks, or environments. Pro-
tomic of the Netherlands used data recorded with a Cyber-
Glove to tune the design of the DataStealth keyboard, an
ergonomic keyboard for improved user’s comfort and re-
duced risk of repeated strain injury. The movement of the
users’ fingers while typing on the DataStealth, on a classic
flat keyboard, and on a range of alternative keyboards were
recorded. The collected data were then fed to a biome-
chanical model of stresses and strains in the soft tissues of
the hand, so to identify which designs minimized users’
efforts [21]. In a Philips factory, a data glove equipped
with force sensors and a video camera were used to record
hand motions of workers performing assembly tasks. The
data were used to redesign the assembly tasks to avoid
awkward physiological strains or postures and ultimately
to prevent upper limb disorders [124]. At the University
of Sheffield, U.K., the SIGMA Glove was used to study
causes of failure of prosthetic joint implants. During the
performance of simple tasks, such as opening a door or
a jar, the rotations of MCP joints were measured and the
relative stress patterns were displayed on a monitor in real
time [99].

d) Medical Education and Training: Virtual reality has in-
troduced new ways of visualizing and manipulating 3-D
anatomical data obtained by techniques such as MRI or
computerized tomography. This has brought several ad-
vantages to the medical community, including methods
for medical training with unprecedented features (model-
ing of rare cases, errors made on virtual rather than real
patients) [24], [125].
In the early 1990s, Delp and Rosen created a tendon trans-
plant simulator, which was one of the first virtual reality

simulators for medical personnel. Using a head-mounted
display and a Data Glove, surgeons could explore a me-
chanical and anatomic model of the skeleton of the lower
limbs. The limbs had mechanical properties and the kine-
matics of the legs could be animated to simulate walking.
To plan a surgery to correct patients with a gait disorder,
surgeons could study the effect of modifying the insertion
points of tendons. The gait of the patients could then be
predicted with the simulator [126]. At the Advanced Re-
search Project Agency, Arlington, VA, a similar system,
the virtual abdomen, was developed. It was an abdomi-
nal simulator with simple graphic representations of the
liver, stomach, colon, pancreas, gall bladder, and biliary
tree. Using a head-mounted display and a Data Glove,
it was possible to fly around, pick up, and move the or-
gans [40]. Krapichler and colleagues described a virtual
reality system for visualizing, processing, and manipu-
lating 3-D tomographic data. The user wore a 5DT Data
Glove and interacted with the system using predefined
hand gestures, such as pointing, navigation, grasping, and
release. For example, a “pointing” gesture enabled selec-
tion of segmented objects within the virtual reality scene,
e.g., an arterial occlusion inside the abdomen. With the
“flying” gesture, hand orientation was transformed into
a change of viewing position and orientation evoking an
impression of flying through the scene [39].

2) Wearable and Portable Computers: The introduction of
gloves as controllers for consumer electronics, and in particu-
lar, as text entry and pointing devices for portable and wearable
computers is one of the most recent developments in glove-
based systems applications. In the search for more portable
peripherals, computer makers first pursued the idea of mak-
ing traditional peripherals smaller. Such solutions had a major
limitation: peripherals cannot be miniaturized beyond a certain
limit, as they need to be big enough to be seen and easily oper-
ated upon with our hands. A new approach based on replacing
traditional peripherals with wearable ones was then pursued.
Glove-based systems appeared like the perfect solution: pos-
tures could be captured and translated into keystrokes or com-
mands, thereby eliminating the need for a physical traditional
keyboard.

Early projects attempted to use Data Glove-like devices
[127], [128]. Many looked at chord gloves, i.e., gloves that
detect data patterns corresponding to hand configurations. The
Chording Glove designed by Rosenberg and Slater [129] was
equipped with five sensors located at the tips of each finger
that detected when a finger was pressed against something.
The glove proposed by Cho et al. used 14 keys (seven per
glove) and chording methods that resembled those for Braille
keyboards [130]. The Thumbcode [see Fig. 7(a)] mounted 12
discrete keys (three for each finger). Touch of the thumb onto
the keys generated a key stroke. Holding some fingers together
and some apart expanded the character set from 12 characters
to 96 [131]. Drawbacks of these designs included the constraint
placed by the cloth on the user’s hand [127], [129], [130] and
the nontrivial training required for the user to learn the chords
[129], [130].
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Fig. 7. Gloves for portable/wearable computers. (a) Thumbcode. Image cour-
tesy V. Pratt. (b) Scurry [134]. © 2005 IEEE. (c) Senseboard. Image courtesy
Senseboard Technologies. (d) Design study of KITTY glove. Image courtesy C.
Mehring.

Gloves with a number of completely different designs were
proposed after this early phase. The Fingering by Fukumoto
and colleagues consisted of five finger rings equipped with
accelerometers [132]. The rings were connected with a
wrist-mounted data processing unit. Chords were generated via
sequences of typing actions against a hard surface like in piano
playing. Scurry by Samsung [133], [134] [see Fig. 7(b)] used
four rings equipped with gyroscopes and a wrist-mounted unit
that processed the data. When used as a virtual keyboard, soft-
ware displayed a keyboard and a pointer on the screen of the
computing system. The user could select characters by moving
the pointer, whose position was controlled by the user’s fingers
motions. Senseboard [see Fig. 7(c)] by Senseboard Technolo-
gies [135] was composed of two hand straps that slipped onto
the user’s hands. KITTY by the University of California, Irvine
used spiral-shaped printed-circuit wires that wrapped around
each finger and the thumb and connected to a “watch-like” unit
carrying wireless transmission electronics [see Fig. 7(d)] [136],
[137]. All these devices put minimal constraint in the user’s
hands (no cloth); some (Senseboard and KITTY) were also able
to recognize the user’s motions as if he/she was typing on a
traditional QWERTY keyboard. While their commercialization
has been announced several times, to the best of our knowledge,
these gloves are not commercially available.

“Projection keyboards” were proposed in the last year. They
represent the ultimate attempt to eliminate any constraint to
the user’s hand. The image of a keyboard is projected via laser
beams on a surface, and the motions of the user’s fingers over the
“keyboard” are detected via optical sensing. The user’s hand is
bare, and the “keyboard” vanishes when the power is switched
OFF. For a detailed description of these devices, the reader is
referred to [131].

IV. DISCUSSION OF DESIGN ISSUES AND CHALLENGES

This section highlights some important issues that arise when
attempting to match a glove device to an application. We focus
on unifying ideas that are scattered throughout the vast literature
on glove applications. We note that Sturman and Zeltzer have
addressed theoretical aspects, independent of the application, of
this matching process in [138]. Instead, we chose to focus on
the practical aspects, which we accomplish by explicitly high-
lighting the constraints placed by the application and illustrating
the relevant issues with examples taken from the literature. The
examples will, we hope, provide the reader with a starting point
for further exploration on how the challenges discussed might
have since been addressed.

A. Selecting a Glove With Appropriate Technical Specifications

Table I lists the various characteristics of glove devices that
we examined while surveying existing glove-based systems.
Lessons that can be learned from the literature when matching
the characteristics of a glove device, either to be designed or
to be selected from a pool of existing devices, are discussed in
what follows.

1) Sensor Information and Number/Placement: The first de-
cision that a user or producer must make is what information
the sensors will provide, their number, and their placement. As
indicated in Table I, one can either choose sensors that mea-
sure discrete data (e.g., created via electrical contacts like in the
PinchGlove or pressing of switches like in the Chording Glove)
or continuous data (e.g., Data Glove-like devices).

In applications where hand configurations need to be encoded
into different patterns to be classified, the first type of devices
may be a natural choice. These are the simplest gloves to design
from both a hardware and a signal processing perspective (which
shall be discussed in a later section). Generally, the number and
placement of sensors in these devices explicitly determines the
“dictionary” of the patterns that can be formed/detected, and
sensors can be placed anywhere on the glove. Data Glove-like
devices that record continuous finger flexion information are
better suited for the bulk of applications that involve modeling
of the hand, such as representation of the hand in a virtual envi-
ronment, and monitoring of its DoFs for medical purposes, such
as motor rehabilitation. When used for gesture-based applica-
tions, they may require complex signal processing algorithms
to extract information on hand configurations from the recorded
data. The issue of sensor mounting becomes particularly relevant
in such devices: cloth supports [see, for example, Fig. 2(a)–(c)]
not only result in movement constraints on the user’s hand but
also affect measurement repeatability (which we discuss in a
later section).

A theoretical approach for addressing the problem of
choosing the most appropriate number and locations of sensors
for glove devices was proposed by Sturman and Zeltzer [138]. It
was based on the analysis of the DoFs of the application and their
match to the DoFs of the device. We highlight the experimental
approach, taken by many, that brings into sharp focus the re-
quirements of the specific application. For instance, in an appli-
cation where the glove was being used as a keyboard, Edmison
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and colleagues at Virginia Tech determined the location (and
hence number) of sensors by recording and analyzing typing
motions of subjects wearing the glove. Data suggested that
(piezo-resistive) sensors placed at the PIP finger joints,
fingertips, and at the exterior side of the index finger would
fully capture the flexion of the vertical fingers, keystrokes, and
hand lateral movements. The experiments revealed that the
sensors thus placed would fully describe the movements that
allow typing [128]. At the ARTS Laboratory, in an application
where the glove was being used to control a neuroprosthesis
(GRIP project, see Section III), we performed the following
experiment: unimpaired subjects, wearing a Humanglove
equipped with additional force sensors, were asked to grasp
different everyday objects. We recorded the force information
for individual sensor placements for the subjects over three
trials per grip for each object. The location (and hence number)
of sensors was determined by classifying sensor locations
based on the quality of their outputs measured in terms
of reproducibility and usefulness of the force information
produced during the subjects grasping. The sensors outputs
were labeled as “not useful” when the sensor was not able to
give information about the force produced in at least one of the
trials, “useful and reproducible” when the sensor was able to
give information about the force produced in all the trials, and
“useful but not reproducible” when the outputs of the sensors
displayed excessive variability from trial to trial [139], [140].
The experiments revealed the (experimentally) optimal
placement of sensors that guaranteed that the outputs pro-
duced were useful and reproducible for each of the grips
considered.

In short, the experimental approach consists of using actual
data to identify and retain those sensor locations that produce
the greatest useful yet reproducible information and eliminate
those that do not.

2) Glove Measurement Performance: Literature on sen-
sorized gloves typically reports information on the perfor-
mance of sensors mounted on the glove (summarized in Tables
II–IV). One seldom finds information about the measurement
performance of the overall glove system (sensors + support +
electronics) in terms of repeatability and accuracy. Some excep-
tions include [141] (CyberGlove), [100] (SigmaGlove), [96]
(Humanglove), [97], [142] (DataGlove), and [143] (TUB-
Sensor glove). A partial explanation appears to be the lack of a
standard methodology for facilitating such broad application-
independent comparisons. The community stands to benefit
from the development of such standards and by authors in-
cluding it in their published work in the context of their ap-
plication. The recent survey paper on gloves used as portable
keyboards [131] does just that.

Measurement performance of the overall glove system can
help assess whether a glove is suitable for an application and
impacts the design requirements of the software that will ulti-
mately be used to decipher the “signal” from the “noisy” sensor
outputs [141]. For the Data Glove-like devices, several stud-
ies have identified the following factors as potential sources of
noise in the sensor outputs (and hence error in the deciphered
signal): poor calibration (see [141] for a description of detailed

testing on the CyberGlove), flexion/extension movements of
the wrist [96], [142], force of the hand grip [142], and wear and
tear [144].

Perhaps to a novice user’s surprise, it has been well doc-
umented that the overall measurement performance for these
devices is most influenced by the sensor support and the quality
of its fit to the user’s hand [27], [96], [97], [100], [141]–[143].
This highlights the main problem with the one-glove-size-fits-
all approach when using glove devices where the sensors are
mounted on a cloth support. Some commercial gloves are sold
in several hand sizes, which may partially mitigate this problem.
Depending on the application requirements, the engineering and
assembly effort for mounting the sensors on mechanical struc-
tures attached directly to the fingers might be worth the resulting
improved glove performance.

3) Calibration: Different people may have different hand
sizes, finger length, and thickness. As a consequence, glove sen-
sors may overlap different finger locations for different users,
which may affect glove measurements. To reduce inaccuracies,
most gloves need to be calibrated for a particular user. Cali-
bration is typically performed by asking the user to place their
hands in specified gestures (e.g., flat hand, fist, flex the hand a
few times). Editing of gain and offset parameters for each sensor
may be required to best match the motion of the physical hand
with the sensor readings.

Calibration is a time-consuming, tedious process and its re-
sults are often not ideal. A source of inaccuracy particularly
evident for gloves with many sensors (e.g., Cyberglove) is cross-
coupling between sensors. Depending on the level of accuracy
required by the application, different calibration approaches can
be pursued. Applications that require recognition of a few ges-
tures seem to reach satisfactory levels of precision with the
calibration procedure described earlier [145]. More complex
calibration procedures are typically needed for applications that
require high levels of accuracy, such as those in the area of
robotic telemanipulation [145]–[149]. In certain applications, it
may even be possible to use uncalibrated gloves. For classifi-
cation of hand shapes, Heumer and colleagues [150] showed
that uncalibrated data can still lead to recognition rates of about
80%, which may be acceptable for applications where occa-
sional misclassifications are not critical. Commercial systems
often come with calibration software, but data regarding the de-
pendance of the sensitivity of measurements on calibration are
rarely provided.

B. Signal Processing Requirements

While commercial devices are sold with basic software for
data acquisition from the sensors, the researcher is often left with
the application-specific task of designing the data processing
algorithms that operates on the raw (noisy) sensor outputs. While
algorithms are dependent on the specific glove application, they
also share a common structure that we discuss next.

Glove applications can be divided into two main classes: ap-
plications where the gloves are used as monitoring devices and
applications where gloves are used to communicate a command,
a character, or a word. In the former class, continuous data are
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recorded. Analysis of motor performance is a typical applica-
tion of this class. In the latter class, the recorded data (either
continuous or discrete) are typically processed to extract the
command, character, or word. Gesture-based applications are a
typical example. As discussed in Section III, such applications
span fields such as robotics, sign language understanding, etc.

Processing algorithms for the first class of applications typ-
ically require just a single step of processing to extract the
“signal”/feature being monitored from the raw sensor output.
Occasionally, a second step for feature classification or recog-
nition is needed. The feature extraction procedure of the first
step is usually obvious from context. For instance, Jack and
colleagues used a glove device to record continuous joint an-
gle movements’ data from stroke patients undergoing virtual
reality motor therapy to assess their progress during treatment.
The first (and only) processing step simply involved extraction
of a feature, the range of motion of the fingers [110], whose
values were compared across different treatment sessions. At
ARTS Laboratory, we used a glove device to record continuous
joint angle movements’ data from orthopedic and unimpaired
subjects to develop a tool for hand functional assessment. The
feature extraction step was performed using the method of prin-
cipal components. The features thus extracted were then subse-
quently classified. This involved clustering the data that led to
the identification of three different groups: unimpaired, patients
who had undergone surgery, and patients who were still wait-
ing for surgery [98]. Generically speaking, feature extraction
and classification techniques for the first class of applications
tend to be simple and can usually be found in standard numeri-
cal/statistical analysis software such as MATLAB.

Processing algorithms for the second class of applications
typically involve extraction and classification of a larger num-
ber of features. Consequently, the choice and/or refining of
the feature extraction algorithm itself can be the subject of
vigorous activity. The development of robust statistical tech-
niques that are able to extract a greater number of increasingly
weaker features from nonstationary noisy data is an ongoing en-
deavor that is a fertile area of research. Nonetheless, a researcher
has a range of techniques to choose from which we spotlight
next.

From a signal processing standpoint, classification of pos-
tures (static hand configuration) is easier than classification of
gestures (dynamic hand configurations), as it does not need
to take motion history into account. Artificial neural networks
(ANNs) have been used for both (static) postural classifica-
tion [48], [69], [79], [80] and gesture classification [57], [81],
[83], [84]. The methods of template matching and fuzzy rule-
based classification have been applied to posture classification
in [86] and [151], respectively, whereas hidden Markov models
(HMMs) and Bayesian classifiers have been applied in ges-
ture classification in [87] and [152], respectively. Specialized
toolboxes for ANN-, fuzzy rule-, and HMM-based classifica-
tions are often available in numerical analysis software such as
MATLAB and might hence be easier for a researcher to im-
plement. The literature on data classification continues to grow
with Open Source software implementations often available for
download on user forums such as [153]. The reader is referred

to [89], [90] for a detailed description of methods for data clas-
sification and to [150] for a comparison.

Ultimately, for both classes of applications, glove measure-
ment performance determines how powerful the processing
techniques for feature extraction/classification need to be. The
usability and repeatability mantra is applicable because it di-
rectly impacts the amount of statistical variability in the unpro-
cessed sensor outputs. For example, in an application where a
certain joint angle is being measured, a reduced variability will
increase our confidence that the hand is actually in the clas-
sified posture. The amount of variability affects how distinct
the postures need to be to ensure reliable recognition and in-
fluences the number of clusters needed [141], [154]. A reduced
variability will increase the size of the “dictionary” of reliable
detectable postures and reduce the computational complexity
of the algorithms needed for classification. Standard techniques
to reduce variability and facilitate recognition include filtering
data, accrediting postures as recorded only when held longer
than a predefined time, and adding constraints (e.g., posture
A can only be followed by posture B) [58], [151]. It is worth
noting that choosing gloves that allow recordings of discrete
(versus continuous) data drastically simplifies the design of the
data processing algorithm, as these gloves do not need complex
algorithms for pattern classification.

We refer the readers interested in the aforementioned second
class of application to Sturman and Zeltzer’s seminal work [2],
[138]. They propose the concept that an application is a map-
ping between hand actions (continuous such as DoFs, fingertips
motions, joint velocities, and directions of motion, or discrete
such as hand postures) and their interpretations (direct, mapped,
symbolic). Identifying what mapping is implemented by a cer-
tain application may be useful for a twofold purpose: identify
similar applications, which can act as sources of inspiration, and
aid in the design of the signal processing software, by identi-
fying the variables to be manipulated by the signal processing
algorithm.

C. Complementary Inputs

Measurements taken with sensorized gloves can be comple-
mented with other types of measurements. It has been shown
that this strategy brings advantages in several contexts. One
of the main motivations for using glove-based systems is that
they potentially allow a more natural man–machine interaction
compared to traditional keyboards and mice. However, in some
cases, interaction based only on gestures may be difficult; aug-
menting gestures with additional (complementary) inputs may
make it easier. While many concepts, e.g., notions of space, are
best communicated gesturally rather than verbally, many others,
e.g., notions of time, are best communicated verbally. Thus, fu-
sion of gestures and speech has been used to build more effective
and user-friendly interfaces [4], [51], [54], [155]–[160]. Besides
speech, video cameras have also been widely used to generate
complementary inputs. A typical field of application where data
recorded with gloves and video cameras are fused is robotics,
and specifically, the studies that aimed to teach robots manipula-
tion skills, where these data are employed to build models of the
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environment to be used by the robot [66], [161], [162]. Other ap-
plications employed glove recordings fused with data recorded
from video cameras [163], [164] and tactile data to solve ambi-
guity issues in sign languages recognition [86], improve realism
of manipulation tasks [165], improve reliability, and speed up
training of users performing tasks under teleoperation [166].

In the aforementioned examples, complementary inputs were
generated by sources external to the glove. Complementary in-
puts can also be generated internally, i.e., by sensors mounted
on the glove itself. Typical internal inputs for gloves equipped
with sensors that measure motions come from force sensors
[139], [140], [167]–[169]. Such inputs were used in the con-
text of medicine or health care studies for the purpose of better
characterizing hand function. For instance, when studying a pa-
tient’s grasping ability, it is usually important to monitor the
motion as well as the forces that the patient can generate [108],
[139], [140]. An original example was provided by LaViola and
Zeleznik, who proposed Flex and Pinch, a glove equipped with
both electrical contacts and bend sensors [170].

D. Appropriateness of Glove Devices Versus More
Conventional Devices

Whenever a traditional device can be used in place of a glove,
for a given application, a reasonable question to ask is whether
the quality of the user experience provided by the two devices is
comparable. For example, in some of the applications described
in Section III, gloves function as little more than 3-D joysticks
[42]–[44], [171]. This prompts the question: does the application
benefit from the use of a glove or should a traditional device be
used instead?

Most articles found in the literature ignore this vital question.
Sturman and Zeltzer examined the issue of the appropriate-
ness of using whole-hand inputs as methods of interaction and
suggested that a decision can be made at an early stage of the
project based on the answers to a series of questions [138], some
of which we include next.

1) Are there “natural” ways to use the hand in the application?
2) Are there many different tasks to switch between?
3) Do the tasks require coordination of many DoFs?
An affirmative answer to these questions justifies the use of

whole-hand inputs versus conventional devices.
In contrast to the theoretical early-stage approach advocated

by Sturman and Zeltzer, other researchers assessed appropriate-
ness of specific glove devices experimentally at the final stage of
their project. The latter choice can be justified by the credo that
the ultimate test of the appropriateness of the glove is the qual-
ity of the user experience. Experimental protocols that aim to
do just that typically require that subjects try different devices,
namely the glove under assessment and traditional alternatives.
In some cases, subjects were asked to describe their preferences,
typically by scoring factors such as ease of use and comfort. In
other cases, their performance was measured with objective met-
rics such as speed of interaction and number of successful trials.
While there appears to be no general, golden standard protocol
for conducting experimental trials of the type described earlier,
nor do most recent articles make such a comparison, the litera-

ture on wearable and portable computers provides an exception.
Metrics such as number of characters the user can input per
minute, number of discrete keys, and time interval for key press
are commonly accepted and usually reported by researchers and
manufacturers; this is helpful when comparing new devices and
traditional ones, e.g., QWERTY keyboards [131].

In comparative studies of the kind discussed, it is perhaps not
surprising that a few experimental studies found that traditional
interfaces outperformed glove devices. For example, a study
performed at Iowa State University compared two versions of
a system for assisting in the design of spherical mechanisms,
one using a virtual reality system with a Pinch Glove, the other
using a traditional computer workstation with a 2-D mouse.
Users preferred the latter to the former [43], [44]. Bowman and
Wingrave reported a similar result for TULIP, a menu system
for virtual reality environments. Pinch Gloves and traditional
pen and tablet menus were compared. The latter allowed users
to perform a significantly faster interaction [172]. Some glove-
based interfaces, e.g., those based on chord gloves, may require
a nontrivial user training period. In this case, assessment may
consider user’s performance before and after training as well
as the time needed for a user to reach a level of performance
comparable to that obtainable with a traditional interface and to
relearn use after a long absence [129], [131].

These user preferences need not discourage the enthusiastic
glove device researcher. We believe there is an opportunity to
combine cutting edge interface design with the latest in glove
devices. Our viewpoint is that improved user interface software
should be able to flip the user preference. However, we remain
open to the possibility that there is something more fundamental
about certain modes of interaction that make users prefer tradi-
tional devices. The full resolution of this issue remains outside
the scope of this paper though it might constitute an area of
creative interdisciplinary research.

E. Limitations of Current Technology

The Data Glove-like systems are still the most widely used
glove-based systems. They allow continuous recording of hand
joint angles. These data are important for a large number of the
applications described in Section III. Applications that require
virtual reality construction of graphical representations of the
user’s hand are easier when starting from the hand flexion data
[170]. Such data can be processed to extract hand postures. The
richness of information that can be derived from hand joints
appears to be at the root of the success of these gloves in many
research areas.

A major limitation appears to be limited portability, primarily
due to tethering and presence of cloth support, which limits the
user’s haptic sense and naturalness of movement, and makes
the glove cumbersome. The cloth support has also been found
to affect measurement performance [96], [97], which, in turn,
may limit the ability of the glove measurement to perform fine
discrimination, and therefore, the number of patterns a glove
can generate when used for gesture-based applications [141].
Other limitations include poor robustness, poor durability, need
for calibration for new users (a tedious, nonautomatic process),
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and high cost (several commercial devices are currently priced
between U.S. $2000 and U.S. $5000, e.g., 5DT Data Glove 16,
or beyond U.S. $10 000, e.g., CyberGlove).

F. Research Trends and Lingering Issues

A number of different designs were explored in the last few
years with the stated objective of overcoming such drawbacks.
Gloves that do not use a cloth to support sensors (e.g., [15]
and [132]), do not require calibration for new users (e.g., [15]
and [26]) have improved portability (e.g., they can be interfaced
to handheld devices like PDAs [173] or are wireless [21], [25],
[174]), and are low cost (a few hundreds U.S. dollars, e.g., [8]
and [18]) were developed. Among these new devices, most have
specific limitations, others are still at a preliminary stage. In the
last couple of years, many devices were specifically designed
for being used as virtual keyboards in wearable and portable
computers [133], [135], [136]. While they may be suitable for
gesture-based applications outside the wearable and portable
computer area, they appear to be unsuitable for applications that
require high measurement performance and continuous record-
ing of hand joints.

The most recent literature envisions glove-based systems
where sensors are directly deposed or woven into textiles [128],
[175]–[177] and that could function as dual-purpose devices,
i.e., as the clothing being worn and as recording/control devices.
Such instrumental clothing is gaining increasing attention in the
medical/health care and wearable/portable computers areas. It
could monitor user’s motion as well as vital and behavioral pa-
rameters [178]–[180]. The recorded data could be used to study
movements or physiological and emotional states during daily
activities, or simply to control the “digital world” around us.

Several groups have started working on this new generation
of gloves [see Fig. 2(h)], including De Rossi’s group at Uni-
versity of Pisa [175]–[177], [181], [182]. Preliminary results
are promising but a number of technical issues still need to be
solved. Fabrication techniques need to be perfected and proper-
ties of materials need to be characterized. Technical challenges
include solving problems such as how to make e-textile able to
bend and bunch just like any other article of clothing, optimize
energy usage when both power sources and power consumers
are distributed throughout the system, and allocate tasks to pro-
cessing and sensing elements located on the body based upon
the motion of a user and of objects in the user’s environment.
How to reduce cost and improve robustness and durability are
also major problems that will need to be faced. Gloves that
need to be worn while performing standard everyday activities
will need to be almost “disposable” so that the subject’s be-
havior is not restricted in an attempt to protect an expensive
device [183]–[185]. If successful, this new technology can not
only potentially improve gloves portability, but also their ca-
pability to generate patterns and to perform fine discrimination
among similar hand configurations.

V. CONCLUSION

While future research directions remain open to discussion,
this paper has made it clear that the breadth of research in glove
devices has expanded and grown over the past three decades.

This area of research remains very active and it is evident that
technological advances in computing, sensor devices, materi-
als and processing/classification techniques will make the next
generation of glove devices cheaper, more powerful, versatile
and, we hope, more ubiquitous.

The role of software in making glove devices more ubiquitous
in our daily lives cannot be overemphasized. Recent history
has shown that when the underlying software is intuitive and
seamless, then mass adoption of the device is a consequence
(e.g., iPod). We suspect that this moment is not far away for
glove devices—the time frame will continue to be shortened as
researchers from different areas of academia and industry work
toward resolving the technological challenges discussed herein.
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