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Typical Sequences

• Consider a binary discrete memoryless source 
(DMS) X = {0,1} with symbol probabilities
 p(1) = 1/4          p(0) = 3/4

• Sequences of N = 20 symbols
1. 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1
2. 1,0,1,0,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,1
3. 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
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Tchebycheff Inequality
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Weak Law of Large Numbers

• Sequence of N i.i.d. RVs 

• Define a new RV
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Weak Law of Large Numbers
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The sample average approaches the statistical mean



Asymptotic Equipartition Property

• N i.i.d. random variables X1, …, XN
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Typical Sequences

• RV X where p(xk) = pk

• Consider a sequence x of length N where xk 
appears approximately Npk times
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Typical Sequences

• Binary RV X where p(x1) = p and p(x2) = 1-p 

• The number of sequences x of length N with 
Np x1’s is

• Stirling’s approximation
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Typical Sequences
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Typical Sequences

• Consider a binary discrete memoryless source 
(DMS) X = {0,1} with symbol probabilities
 p(1) = 1/4          p(0) = 3/4

• H(X) = 0.811 bit
• Sequences of N = 20 symbols
• 2-NH(X) = 1.3050×10-5

• 2NH(X) = 76627
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Summary
• The Tchebycheff inequality was used to prove the weak 

law of large numbers (WLLN)
– the sample average approaches the statistical mean as
 

• The WLLN was used to prove the AEP

• A typical sequence has probability

• There are about          typical sequences of length N
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Typical Sequences
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Typical Sequences
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set of 
sequences 
of length N

set of typical 
sequences

nontypical or atypical 
sequence



Interpretation

• Although there are very many results that may be 
produced by a random process, the one actually 
produced is most probably from a set of 
outcomes that all have approximately the same 
chance of being the one actually realized.

• Although there are individual outcomes which 
may have a higher probability than outcomes in 
this set, the vast number of outcomes in the set 
almost guarantees that the outcome will come 
from the set.

• ``Almost all events are almost equally surprising’’
  Cover and Thomas
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Typical Sequences

• From the definition, the probability of 
occurrence of a typical sequence p(x) is 
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Example

• p(x1) = p(1) = 1/4   p(x2) = p(0) = 3/4
• H(X) = 0.811 bit
• N = 3
• p(x1,x1,x1) = 1/64
• p(x1,x1,x2) = p(x1,x2,x1) = p(x2,x1,x1) = 3/64
• p(x1,x2,x2) = p(x2,x2,x1) = p(x2,x1,x2) = 9/64
• p(x2,x2,x2) = 27/64
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Example

• H(X) = 0.811 bit   N = 3   b = 2

• x1,x1,x1 1/64 = 2-3[.811+1.199]

• x1,x1,x2 3/64 = 2-3[.811+0.661]

• x1,x2,x2 9/64 = 2-3[.811+0.132]

• x2,x2,x2 27/64 = 2-3[.811-0.395]
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Example

• If δ = 0.2 the typical sequences are
– (x1,x2,x2), (x2,x1,x2), (x2,x2,x1)
 with probability 0.422
 (1,0,0), (0,1,0), (0,0,1)

• If δ = 0.4 the typical sequences are
– (x1,x2,x2), (x2,x1,x2), (x2,x2,x1), (x2,x2,x2)
 with probability 0.844
 (1,0,0), (0,1,0), (0,0,1), (0,0,0)

18



19



Typical Sequences

20

• Random variable X
• Alphabet size K
• Entropy H(X)
• Arbitrary number δ>0
• Sequences x of 

blocklength N≥N0 and 
probability p(x)

•  
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Shannon-McMillan Theorem
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• The essence of source coding or data compression is 
that as            , atypical sequences almost never 
appear as the output of the source. 

• Therefore, one can focus on representing typical 
sequences with codewords and ignore atypical 
sequences.

• Since there are only about 2NH(X) typical sequences of 
length N, and they are approximately equiprobable, 
it takes about NH(X) bits to represent them.

• On average it takes H(X) bits to represent a source 
symbol.
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Fixed Length Source Compaction Codes
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Fixed Length Source Compaction Codes

• If JL < KN  we cannot uniquely encode all 
source words with length L codewords

• Two questions
1. How small can JL be such that performance is 

acceptable?
2. How should sourcewords be encoded to length L 

codewords for unique decodability?
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The number of typical sequences satisfies

    
so encoding all typical sequences with length L 
codewords requires that
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• Although the set of atypical sequences may 
be large, the Shannon-McMillan Theorem 
ensures that 

• Thus it is possible to encode sourcewords 
with an arbitrarily small block decoding failure 
probability Pe provided that
– LlogbJ > NH(X)
– N is sufficiently large
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Example

• K = J = 2
• p(x1) = 0.1    p(x2) = 0.9    H(X) = 0.469 bit
• Choose   N = 4, L = 3

• Partition the 16 sourcewords into 7 typical 
sequences and 9 atypical sequences 
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The Code

Typical
      Sequence       Codeword
        x2x2x2x2   000
        x1x2x2x2   100
        x2x1x2x2   010
        x2x2x1x2   001
        x2x2x2x1   110
        x1x1x2x2   101
        x1x2x1x2   011
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The Code
Atypical

      Sequence            Codeword     or     Codeword
        x1x2x2x1  111 0000            111 000 000
        x2x1x1x2  111 1000             111 001 000
        x2x1x2x1  111 0100             111 010 000
        x2x2x1x1  111 0010             111 011 000
        x1x1x1x2  111 0001 111 100 000 
        x1x1x2x1  111 1100  111 101 000
        x1x2x1x1  111 1010   111 110 000
        x2x1x1x1  111 1001    111 111 000
        x1x1x1x1  111 0110     111 111 001
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Code Rate

• The actual code rate is
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Example

• K = J = 2
• p(x1) = 0.1    p(x2) = 0.9    H(X) = 0.469 bit
• Choose   N = 8, L = 6

• Partition the 256 sourcewords into 63 typical 
sequences and 193 atypical sequences 
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Code Rate

• For N = 8, L = 6 the actual code rate is
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Example

• K = J = 2
• p(x1) = 0.3    p(x2) = 0.7    H(X) = 0.881 bit
• Choose   N = 4, L = 3

• Partition the 16 sourcewords into 7 typical 
sequences and 9 atypical sequences 
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Example

• K = J = 2
• p(x1) = 0.3    p(x2) = 0.7    H(X) = 0.881 bit
• Choose   N = 8, L = 6

• Partition the 256 sourcewords into 63 typical 
sequences and 193 atypical sequences 
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Fixed Length Source Compaction Codes

• If R>H(X), as N →∞ Pe→0

• If R<H(X), as N →∞ Pe→1
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