
Abstract. Learning to make reaching movements in
force ®elds was used as a paradigm to explore the system
architecture of the biological adaptive controller. We
compared the performance of a number of candidate
control systems that acted on a model of the neuromus-
cular system of the human arm and asked how well the
dynamics of the candidate system compared with the
movement characteristics of 16 subjects. We found that
control via a supra-spinal system that utilized an
adaptive inverse model resulted in dynamics that were
similar to that observed in our subjects, but lacked
essential characteristics. These characteristics pointed to
a di�erent architecture where descending commands
were in¯uenced by an adaptive forward model. How-
ever, we found that control via a forward model alone
also resulted in dynamics that did not match the
behavior of the human arm. We considered a third
control architecture where a forward model was used in
conjunction with an inverse model and found that the
resulting dynamics were remarkably similar to that
observed in the experimental data. The essential prop-
erty of this control architecture was that it predicted a
complex pattern of near-discontinuities in hand trajec-
tory in the novel force ®eld. A nearly identical pattern
was observed in our subjects, suggesting that generation
of descending motor commands was likely through a
control system architecture that included both adaptive
forward and inverse models. We found that as subjects
learned to make reaching movements, adaptation rates
for the forward and inverse models could be indepen-
dently estimated and the resulting changes in perfor-
mance of subjects from movement to movement could
be accurately accounted for. Results suggested that the
adaptation of the forward model played a dominant role
in the motor learning of subjects. After a period of

consolidation, the rates of adaptation in the internal
models were signi®cantly larger than those observed
before the memory had consolidated. This suggested
that consolidation of motor memory coincided with
freeing of certain computational resources for subse-
quent learning.

1 Introduction

The electric ®sh relies on its ability to sense the weak
electrical ®elds generated by other animals to identify
prey and predator. Unfortunately, this ®eld is not only
in¯uenced by the motion of other animals, but also by
the motion of the electric ®sh itself. Therefore, the
animal needs to be able to take into account self-
generated changes to the surrounding electric ®eld and
subtract it from the measured ®eld in order to estimate
the external world. The problem might be solved if the
animal could send signals from the motor centers to
the sensory areas and provide a negative image of the
predicted sensory changes that should be detected as a
consequence of the just programmed motor output. Such
a negative image would then add with the actual sensory
input and result in an estimate of the external world
(Sperry 1950). In fact, such signals have been detected in
the electric ®sh (Bell 1981), shown to be adaptable
(Montgomery and Bodznick 1994), and coded in a
cerebellum-like structure of the animal (Bell et al. 1997).

The computation involved in predicting sensory
consequences of a motor command, as exempli®ed by
the electric ®sh, is termed a forward model1 (Jordan and
Rumelhart 1992). There are now a number of studies
that have suggested that a forward model may also be
used by the human central nervous system (CNS) to
estimate sensory consequences of motor actions (Wol-
pert et al. 1993, 1995; Flanagan and Wing 1997). For
example, during precision grasping of a small object, the
grip forces change in concert with load forces that act to

1 In the control literature, this type of model is called an observer.
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move the object (Johansson and Westling 1984; Flana-
gan and Wing 1997), even if the load forces are gener-
ated by one hand and the grip forces are generated by
the other (Blakemore et al. 1998). Due to the delay in-
herent in the sensory-motor loop (Johansson and
Westling 1984; Blakemore et al. 1998), a close synchrony
between grip and load forces is possible only if the brain
could predict the motion-dependent nature of the load
forces from a forward model of the dynamics of the limb
and the load.

If a forward model of the dynamics of the limb is
available to the CNS, then an interesting use of such a
model might be to provide a means by which the CNS
could gauge the consequences of the just-programmed
motor commandswithout having towait for the arrival of
the corresponding sensory signals (Miall et al. 1993;
Darlot et al. 1996;Miall andWolpert 1996; Ronco 1998).
Gauging, in this case, means a comparison of the pre-
dicted sensory consequences of themotor commandswith
the desired behavior. This comparison would allow for
estimation of an error signal, i.e., ameasure of how far the
arm is predicted to be from a desired state. Motor com-
mands can then be modi®ed to reduce this predicted error
in advance of the corrections that would be possible if the
brain had to wait for the transmission delayed a�erent
information from the moving arm, delays which may
exceed 100 ms (Lee and Tatton 1975; Cordo et al. 1994).

In the control literature, such ideas are found, for
example, in Luenberger observers and Smith predictors,
which are forward models that are used for control of
linear systems with time delays (Astrom and Wittenm-
ark 1984), and in metric observers for control of non-
linear systems (Lohmiller and Slotine 1996). Whether
the dynamics of the time-delayed system is linear or non-
linear, the idea remains the same: use the forward model
to feed back the predicted response of the remote system
immediately, as well as the error in this prediction when
the real response becomes available via the transmission
channel. Obviously, stability of these systems will
strongly rely on the accuracy of the forward model and
the ability to cancel the response from the remote sys-
tem. If the human CNS uses a forward model to control
the arm, then by manipulating the dynamics of the arm
one can introduce a condition where the hypothetical
forward model would be grossly inappropriate for the
task. Here, we take this approach and ask how the re-
sulting behavior of the human arm compares with that
which would be expected if a forward model was being
used for programming the descending motor commands.

While the use of a forward model may be particularly
relevant for feedback control of time-delayed systems,
an alternate approach is through the use of an inverse
model (Atkeson 1989; Kawato 1989; Shadmehr 1990;
Gomi and Kawato 1992; Katayama and Kawato 1993;
Schweighofer et al. 1998). Whereas a forward model
predicts the sensory consequences of motor commands,
an inverse model predicts motor commands that are
appropriate for a desired behavior. Inverse models are
generally not considered for control of time-delayed
systems because they would seem to exclude the ability
of the controller to respond to errors, resulting in a open

loop controller. However, as a recent approach has
illustrated (Niemeyer and Slotine 1991), if a local feed-
back controller stationed at the remote system is
available, then reacting to the delayed error information
received by the up-stream controller may be possible
in a way that does not result in instability. In the case of
the human arm, such a local feedback controller is
thought to be present in the form of spring-like muscles
and spinal re¯ex loops (Massaquoi and Slotine 1996).
Therefore, at least in theory, adaptive control of the
arm in the face of a novel mechanical load may take
place through learning of a forward, an inverse, or
perhaps a mixture of both types of controllers. Does the
data on the behavior of the human arm when coupled
to a novel load allow us to di�erentiate between these
possibilities?

In the current report we examine the behavior of the
human arm as the hand is coupled to a novel dynamical
system during generation of reaching movements. We
consider a reasonably realistic model of the arm's iner-
tial and muscle dynamics, local re¯exes, and delays in
the various communication channels. We initially con-
sider control of the arm via an adaptive inverse model.
We ®nd that, while the simulation results with the in-
verse model resemble the actual behavior of our sub-
jects, there are also important features in hand
trajectories that cannot be explained despite systematic
variations in the parameters of the model. These features
suggest that the arm is being controlled by factors other
than those accounted for in the adaptive inverse model
controller. We next consider performance of the system
under the control of an adaptive forward model and ®nd
certain limitations to this approach. We demonstrate
that this controller also fails to precisely account for the
characteristics of the biological controller. These simu-
lations give insights into characteristics of these two
approaches and suggest a third approach, one where
there is an interaction between the inverse and forward
models during the process of control. We demonstrate
that the behavior of the human arm when coupled with a
novel mechanical system is very similar to the behavior
that results when the controller relies on a combination
of forward and inverse models. It appears that the bio-
logical controller relies on state estimates from a for-
ward model which, in turn, provide an error signal that
through an inverse model modulates descending motor
commands.

If the biological controller is composed of a combi-
nation of forward and inverse models, then it is impor-
tant to ask whether the rates of learning of these two
adaptive models are the same. Can we estimate the ad-
aptation rate of each model from the actual performance
of the human subjects? An intriguing idea put forth by
Jordan and Rumelhart (1992) and others (Wada and
Kawato 1993; Miall and Wolpert 1996) is that if a for-
ward model is available, it can e�ectively serve as a
model of the controlled system. Using the forward
model, the brain may simulate dynamics of the con-
trolled system during an ``o�-line'' period and teach it-
self an inverse model. The learning that may take place
during the o�-line period may result in a fundamentally

40



di�erent control system than was apparent during the
initial practice of the task. We are intrigued by this idea
because it may be related to the functional (Brashers-
Krug et al. 1996; Shadmehr and Brashers-Krug 1997)
and neural changes (Shadmehr and Holcomb 1997,
1999) that we have observed during consolidation of
motor memories. During the hours after completion of
practice, the perturbation response characteristics of the
human adaptive controller appears to gradually change,
becoming remarkably more stable. Here, we explore this
change in terms of the elements of a control system that
includes adaptive forward and inverse models. We ask
how the perturbation response of the arm should change
as a function of adaptation rates in the forward and
inverse models. We conclude with an estimate of the
actual rates of adaptation for each model from data of
16 subjects that were examined during the period of
consolidation.

2 Plant dynamics

Here, we consider the merits of various theoretical
control mechanisms that may act on a time-delayed
system resembling the human arm. The psychophysical
data that will be used for this comparison were gathered
from subjects that made reaching movements while
holding a robotic manipulandum, (Fig. 1). The move-
ments were in the horizontal plane.

The inverse dynamics of the robot (while not being
held by the subject) is described by:

Tr �Dr�U��U� Cr�U; _U� _U

Dr �
kr1 kr3 cos�/2 ÿ /1�

kr3 cos�/2 ÿ /1� kr2

� �
Cr � 0 ÿkr3 sin�/2 ÿ /1� _/2

kr3 sin�/2 ÿ /1� _/1 0

" #
where Tr is joint torques on the robot due to its motion
and parameters kr are constants that depend on link
lengths and mass distributions of the links that make up

the robot. Similarly, the inverse dynamics of the human
arm (not holding the robot), can be written as:

Ts � Ds�H� �H� Cs�H; _H� _H ;

where matrices Ds and Cs are similar to that of the robot
except that their parameters ks depend on mass distri-
bution and lengths of the human arm. For the robot,
kr � �0:3189; 0:0938; 0:1262� kg á m2, and link lengths
r1 � 0:46 m, r2 � 0:44 m. For the human arm,
ks � �0:265; 0:052; 0:0844� kg á m2, and link lengths
l1 � 0:33 m, l2 � 0:32 m (Jordan et al. 1994).

At the interaction port at the hand, where a force
transducer is housed, the two systems are coupled. The
interaction force acting on the hand of the subject as
a result of the motion of the robot is Fx � ÿ�JT

r �ÿ1Tr. If
we express the dynamics of the robot represented by U in
terms of kinematics of the human arm H, and include
the possibility that the robot may, in addition to its
passive dynamics, impose an active force ®eld F �x; _x� on
the subject's hand, then the overall inverse dynamics of
the system can be expressed as torques acting on the
subject's arm:

T �A�H� �H�B�H; _H� _H�JT
s F �x; _x� ;

A�Ds�J T
s �J T

r �ÿ1Dr Jÿ1r Js ; �1�
B�Cs�JT

s �J T
r �ÿ1Cr Jÿ1r Js�JT

s �J T
r �ÿ1DrJÿ1r � _Jsÿ _Jr Jÿ1r Js� ;

where Js � dH=dx, and Jr � dU=dx.
We next modeled the dynamics of some of the mus-

cles attached to the arm. The major muscles acting on
the human arm during reaching movements in the cur-
rent con®guration include: anterior deltoid, posterior
deltoid, brachialis/brachioradialis, triceps (short and
long head) and biceps. To model these muscles, we
considered a simpli®cation that consisted of three mus-
cle pairs acting around the shoulder, elbow and both
joints, respectively. Since the extent of the reaching
movements were small (10 cm), we assumed that the
moment arms of the shoulder, elbow and double-joint
muscles were constant with respect to the absolute
shoulder angle, relative elbow angle, and the absolute
elbow angle, respectively. The two muscles in each pair
had a ¯exor-extensor con®guration and were assumed to
be identical to each other. The values for the moment
arm (Murray et al. 1995) and maximum force (Karniel
and Inbar 1997) of each muscle were estimated as fol-
lows: we assumed a moment arm of 5 cm for the anterior
and posterior deltoids and 3 cm for all other muscles.
Fmax was 800 N for the anterior and posterior deltoids,
700 N for brachialis and the short head of the triceps,
and 1000 N for the biceps and long head of the triceps
and are provided in the appendix.

We represented the force response of a single muscle
®ber to an electrical impulse as the product of a nor-
malized force response hi�s� and a constant c, whereR1

t�0 hi�t� � 1. The net force F �t�, produced by a muscle
composed of nm ®bers, each having an activation-force
impulse response cnhi and receiving electrical impulse
activity An, is:

Fig. 1. Schematic of the experimental set up. The ®gure notes the
position of the robot's base and end e�ector (handle) with respect to a
coordinate system centered on the shoulder of the subject. The
positions are the same as those used for actual experiments and
simulations
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F �t� �
Xnm

n�1
hi � �cnAn��t� �

Xnm

n�1

Z t

0

hi�q�cnAn�t ÿ q� dq

� hi �
Xnm

n�1
�cnAn��t� ;

where � denotes the convolution operation. The maxi-
mum force Fmax that can be generated by the muscle is
equal to the maximum value for

Pnm
n�1�cnAn�, becauseR1

t�0 hi�t� � 1. Therefore, if we de®ne a mean normalized

electrical activity R =

Pnm

n�1�cnAn�
Fmax

, then we can write,

F �t� � Fmax�hi � R��t� � FmaxN�t� :
N�t� is the ®ltered normalized electrical activity to the
muscle equal to �hi � R� and having a value between 0
and 1. N directly controls the force produced by the
whole muscle and, hence, will be used as the variable to
represent the central motor command to the muscle. The
activation/force impulse response function of the muscle
was modeled as:

hi�t� � t3e
ÿt
0:01� �

6� 10ÿ8
: �2�

The results above are derived for an isometric muscle
and hence F is the isometric force produced by the
muscle for a given neural activation. The force produced
by an active muscle also depends on muscle length and
velocity. The force/length relation was modeled as an
active elastic element where sti�ness changed propor-
tionately with neural activation (Shadmehr and Arbib
1992). If we denote the length of the muscle as xm and
the operating length of our isometric muscle as xm0, then
we can represent the length-modulated force output
Fa as,

Fa � F � FCm�xm ÿ xm0� :
The value of Cm of each muscle was derived from
measured joint sti�ness of the arm in intact (Gomi and
Kawato 1996) and dea�erented subjects (Sanes and
Shadmehr 1995). We had found that in patients with
large ®ber sensory neuropathy, sti�ness of the arm was
approximately 50% of the value that we had recorded in
the normal population. We therefore assumed that the
intrinsic sti�ness of the muscles was 50% of that
measured by Gomi and Kawato (1996), with remaining
sti�ness contributed via a stretch re¯ex loop (to be
described below).

We modeled the force-velocity relation of each muscle
by a Hill parameterized model (Krylow et al. 1995):

Ft � bFa � a _xm

bÿ _xm
_xm � 0 �shortening�

Ft � b0Fa ÿ �a0 � 2Fa� _xm

b0 ÿ _xm
_xm > 0 �lengthening�

a0 � ÿ0:4Fa

b0 � ÿb
a0 � Fa

a� Fa

Ft is the velocity-modulated force of the muscle given a
length-modulated force Fa and muscle velocity _xm. a and
b are constants that govern viscosity of the muscle. The
value of b0 is derived to ensure continuity at _xm � 0. For
estimating a and b for each muscle, we assumed
�bFmax�=�axm0� � 10 (Zajac 1989). This resulted in a
muscle viscosity that was 15±20% of the muscle sti�ness.

The overall input/output relation for the muscle, re-
lating the ®ltered activation N with the force Ft, can be
represented by a function fM :

Ft � F � Km�F ; xm�xm � Bm�F ; xm; _xm� _xm

� FmaxN � Km�N ; xm�xm � Bm�N ; xm; _xm� _xm

� fM�N ; xm; _xm� ; �3�
where, Km represents the nonlinear sti�ness due to the
force/length relationship and Bm the non-linear viscosity
due to the force/velocity relationship for the muscle.

We modeled the spinal component of the stretch re-
¯ex loop as a linear approximation of the non-linear
model proposed by Gielen and Houk (1987). The acti-
vation to the muscle through the spinal re¯ex pathway,
Nr, was based on reciprocal inhibition of a muscle pair
and was the solution of the following simultaneous
equations:

Nr1 ÿ Nr2 � Ks�xm ÿ xms� � Bs� _xm ÿ _xms�
Nrc �

�������������
Nr1Nr2
p

where, xms; _xms were the set-point muscle length and
velocity, Ks was the re¯ex sti�ness, Bs was the re¯ex
viscosity, and Nrc was the reciprocal inhibition constant.
The ratio of Bs to Ks has been suggested to be
approximately 0.1 (Gielen and Houk, 1987). The re¯ex
pathway was modeled with a time delay of 0.03 s
(Rothwell, 1990). The sti�ness of this pathway, Ks, was
set at 50% of the muscle sti�ness derived from measures
of Gomi and Kawato (1996). The muscle-load-spinal
feedback system is summarized in Fig. 2.

The three pairs of muscles acting on the simulated
arm are redundant for the purpose of joint torque gen-
eration. In order to assign a neural activation so that a
desired torque could be generated, we made the further
assumption that elbow torque was distributed equally
between the single-joint and double-joint muscles and
that, similarly, the shoulder torque was produced by an
equal contribution from the single-joint and double-
joint muscles.

To summarize, the essential components of the sys-
tem are as follows:

1. The inertial dynamics of the arm are described via a
two-joint planar model that interacts with a two-joint
robotic manipulandum.

2. Muscles produce passive force via a zero-delay sti�-
ness and viscosity mechanical response, and active
force in response to neural activation via a transfor-
mation that is characterized by the impulse response
of Eq. (2).

3. The spinal stretch re¯ex provides added sti�ness and
viscosity but at a time delay of 30 ms.
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4. State of the arm, i.e., its position and velocity, is made
available to the brain after a delay of 120 ms.

5. The motor commands have a delay of 60 ms from the
brain to the generation of a measurable force in the
muscle.

3 Forward and inverse models for control

Here, we consider a number of controllers and demon-
strate their performance on the system described above.
To simulate performance of the system under various
controllers, we assumed that the desired trajectory for
the arm is minimum jerk (Flash and Hogan 1985) with a
movement time of 0.5 s to targets placed at 10 cm in
eight equally spaced directions about a starting point.
We further considered two conditions. First, movements
in a null ®eld, i.e., the subject's arm is unloaded. Second,
movements in a curl force ®eld F � Bi _x, with the ®eld
described by B1 � ff0; 13g; fÿ13; 0ggN � sÿ1 � mÿ1 or
B2 � ÿB1.

3.1 Feedforward control via inverse models

We initially consider a simple approach where assign-
ments of neural activations are arrived at via an inverse
muscle model so that at a desired position and velocity,
the net torque acting on each joint is zero. In e�ect, we
assign neural activations so that the equilibrium position
of the system moves along the desired trajectory. The
desired trajectory in hand coordinates was transformed
to muscle space and the set point to the spinal feedback
system was assigned to this desired trajectory. The
schematic for this system is shown in Fig. 3, as is the
performance of the system in the null ®eld and force ®eld
B1. While the system is stable and reaches the desired
target, its performance only approximates the desired
behavior (a minimum jerk trajectory to the target)
because the controller does not attempt to compensate
for the dynamics of the arm or the ®eld. The fairly good
performance of the system when it is not coupled to a
force ®eld (Fig. 3A) demonstrates that the CNS can do
quite well in controlling the arm in unloaded situations
without explicit compensation for the inertial dynamics
of the limb. This is in agreement with a previous

simulation result (Gribble et al. 1998). It is clear,
however, that precise tracking of the desired trajectory
requires compensation for the inertial dynamics of the
arm and any loads that may be attached to it.

The performance of the feedforward approach can be
improved if, in addition to an inverse muscle model, a
model was available to compensate for the inertial dy-
namics of the limb. In Fig. 4, the schematics of such a
controller is provided. In this approach, the inverse
model of the inertial dynamics of the limb transforms
the desired trajectory (xmd ; _xmd ) into a desired joint tor-
que Td , which is then converted to the desired forces in
the individual muscles Ftd , then using the inverse muscle
model, provides the motor commands N ,

N � f̂ÿ1M �Ftd ; xmd ; _xmd � :
This type of control system has been applied by a
number of investigators to the problem of generating
reaching movements (Atkeson 1989; Shadmehr 1990;
Katayama and Kawato 1993; Stroeve 1997). The
performance of this system in the null ®eld and in ®eld
B1 is shown in Fig. 4. By compensating for inertial
dynamics of the arm, the hand almost precisely follows
the desired trajectory in the null ®eld. The reason for the
small error is that the dynamics associated with the
neural activation ®lter hi (for each muscle) cannot be
exactly inverted and is approximated here. The correc-
tive response of the system to unmodeled dynamics of
the force ®eld, as shown in the bottom right chart in
Fig. 4, is due to the spring-like mechanical properties of
the muscles and the feedback dynamics of the re¯ex
loop.

3.2 Comparison with control of the human arm

How does the performance of the controller (Fig. 4)
compare with the human arm? We will show that while
there are signi®cant similarities between the two, there
are crucial di�erences which suggest that it is unlikely
that the human arm is controlled only via this feedfor-
ward system. We trained 16 subjects in the null ®eld (800
targets), then in ®eld B1 (576 targets). Subjects were then
presented with ®eld B2 (384 targets). We had previously
observed that, after about 200 targets, performance
reached a plateau and movements converged to the

Fig. 2. Block diagram of the muscle, load, spinal feedback
system. Nc is the descending neural command, Nr is the
contribution of the spinal stretch re¯ex, modeled as a linear
feedback controller, and hsp is the set point for the re¯ex
loop in joint coordinates. D indicates delays in the
communication channels. hi is the ®lter transforming neural
activation into activation dynamics of the muscle (Eq. 2)
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trajectories that were observed before introduction of
the force ®eld (Shadmehr and Mussa-Ivaldi 1994).
Movements were highly correlated to a minimum jerk
trajectory (0:975� 0:004, mean correlation coe�cient
�SD). We were interested in quantifying the perfor-
mance of the subjects after adaptation to ®eld B1 in ®eld
B2, i.e., the response to large changes in system
dynamics.

In Fig. 5 we plotted the performance of a typical
subject after she had extensively trained in ®eld B1, but
was suddenly presented with ®eld B2. Initially, let us
consider a single movement downward. This movement
appears segmented, i.e., there are points where there are
sudden changes in both the derivative of hand speed and
the direction of hand velocity. We identi®ed the seg-
mentation points, Si, by ®nding places where a local
minimum in the hand speed pro®le coincided with a
maximum in the derivative of direction of velocity signal.

To compare the subject's data with that of our con-
troller (Fig. 4), we assume that, after extensive training
in ®eld B1, performance of the subject has improved due
to adaptation of the inverse model. When the inverse
model is of ®eld B1 and the system is coupled to ®eld B2,
the resulting simulated hand trajectory is as shown in
Fig. 5A. While both the subject (Fig. 5B) and the con-
troller show stability and arrive at the target, the be-
havior of the two cases is very di�erent about the
segmentation points. Some of the parameters that

identify this behavior are labeled in Fig. 5B. These pa-
rameters are: ki (angles of the hand's trajectory about a
segmentation point), di (distance between segmentation
point iÿ 1 and i), ti (time between segmentation point
iÿ 1 and i), jvji (hand speed at segmentation point i),
and Ns (number of segmentation points in the entire
trajectory).

In Fig. 6, we have quanti®ed these parameters in all
16 of our subjects for their ®rst downward movement in
®eld B2. We chose this direction of movement for illus-
tration of results because, due to the shape of the arm's
sti�ness (Mussa-Ivaldi et al. 1985), the e�ect of per-
turbing forces is strongest for this direction of move-
ment, resulting in greatest position errors. This ®gure
also shows the performance of the controller using a
sensitivity-based approach where model parameters
were varied. We considered a �15% change in muscle
viscosity, a �15% change in inertia of the arm and link
lengths, as well as a �50% change in feedback gains and
sti�ness of the arm. We further assumed a �10% vari-
ation in desired movement time, based on peak speed
measurements for subjects. We found that, for param-
eters that described the behavior of the arm up until the
®rst segmentation point, k1, d1, and t1, performance of
the system of Fig. 4 almost exactly matched that of the
subjects. However, beyond the ®rst segmentation point
the controller of Fig. 4 could not account for the ex-
perimental data.

Fig. 3A,B. Block diagram illustrating a feedforward
controller that utilizes an inverse muscle model for
assignment of neural activations to the muscles,
without accounting for dynamics of the limb. A1 and
B1 show simulation results of hand trajectories in a
null ®eld and in force ®eld B1, respectively. All
movements are center-out. The dotted straight line is
an ideal minimum-jerk motion while the other paths
are the outputs of the controller. A2 and B2 show
velocity of the hand for a movement to the bottom-
most target (at ÿ90�). The gray line is velocity in the
direction parallel to the direction of target (i.e., along
the y-axis of Fig. 1), and the black line is the velocity
in a direction perpendicular to that of target (i.e.,
along the x-axis of Fig. 1)
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Based on this result, it appears that while the oscil-
lations observed in the real arm after the ®rst segmen-
tation point are partly due to the intrinsic visco-elastic
properties of muscles and the spinal loops, the behavior
of the arm cannot be explained solely by this feedback
system. In particular, note that at the ®rst segmentation
point, the arm does not move toward the target, but, on
average, at k2 � 17� away from the target. Further note
that the real arm has higher frequencies in its response
to unmodeled dynamics than our controller (compare
second row of Fig. 5). We will show that this is precisely
the behavior that one would expect if the controller
used a forward model to predict the state of the arm
from time-delayed sensory feedback, and then acted to
reduce that estimated error via an inverse model based
controller.

3.3 Feedback control via a forward model

A forward model refers to a hypothetical computational
network that can predict the change in the state of the
arm from inputs that provide a copy of the descending

motor command and an estimate of the current state.
The forward model may be in a Smith predictor in the
case that the distal system is linear (Astrom and
Wittenmark 1984; Miall et al. 1993) to predict the state
of the arm at the current time, given delayed feedback
about the actual state and the motor commands up to
the current time. Alternatively, if the distal system is
non-linear, as is the case here, a non-linear observer
must be formulated to exactly model the forward
dynamics of the system. Let us express the inertial
dynamics of the arm and the dynamics of the muscles by
a function fp (Fig. 4) as follows:

R : �x�t� � fp�N�t�; x�t�; _x�t��
y�t� � �x; _x��t ÿ t0�

where N is the motor command input to the system, x is
the position of the system, and y is the measured output
of the system, i.e., delayed position and velocity of the
limb. We have to design an observer that can estimate
the current state x�t� from the delayed state x�t ÿ t0�,
given a particular history of descending motor com-
mands N C�t�. The observer design is as follows:

Fig. 4A,B. Block diagram illustrating a
feedforward controller that utilizes an
inverse dynamics model of the inertial
properties of the limb, as well as an
inverse muscle model, for assignment of
neural activations to the muscles. A1
and B1 show hand trajectory of the
system in a null ®eld and in ®eld B1. A2
and B2 show velocity of the hand for a
movement to the bottom-most target.
The gray line is velocity along the y-axis,
and the black line is the velocity along
the x axis
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Fig. 5A±C. Trajectories are in ®eld B2 after
subject and controllers had adapted to ®eld B1.
A Hand trajectories for the controller of Fig. 4,
where only an inverse model is used. B
Trajectories for a typical subject. C Trajectories
for a controller corresponding to Fig. 11 (switch
set to 1) which used a forward model in
conjunction with an inverse model. First row*,
hand paths for eight movement directions.
Second row, velocity along the y-axis (gray line,
parallel to the direction of target) and x-axis
(black line, perpendicular to the direction of
target) for a movement toward a target at ÿ90�.
Third row, hand speed and segmentation points
Si for a movement toward ÿ90�. Fourth row,
derivative of velocity direction and correspond-
ing segmentation points for a movement toward
ÿ90�. Fifth row, segmentation of the hand's
trajectory

Fig. 6. Trajectory characteristics during a reaching move-
ment toward the bottom most target (ÿ90�) for 16 subjects
in force ®eld B2 after adaptation to ®eld B1 (middle bar,
dark gray). We have also plotted the results of 29
simulations of inverse model controller (light gray,
corresponding to the controller in Fig. 4) and 35 simula-
tions of the forward-inverse model feedback controller
(black, corresponding to the controller in Fig. 11, switch
set to 1) for the same movement. The trajectory parameters
refer to the segmentation shown in Fig. 5. ki is angle about
a segmentation point, ti is the time to reach the ith
segmentation point, di is the distance to the ith segmen-
tation point, jvji is the hand speed at the segmentation
point, and Ns is the number of segmentation points in the
trajectory. The value printed at the top of each bar triplet is
the value at the mean for the highest bar in the triplet. Note
that for k1, d1, and t1, i.e., the initial part of the movement,
performance of both controllers closely matched that of the
experimental data. However, in later stages of the
movement only the forward model based controller of
Fig. 11 continued to accurately predict the experimental
data

46



R0 : �̂x�t� � f̂p�NC�t�;�x�t�;�_x�t��
�x;�_x
� ��t ÿ t0� � y�t�

�_x�t ÿ t0 � iD� ��_x�t ÿ t0 � �iÿ 1�D� �
Z tÿt0�iD

tÿt0��iÿ1�D
�̂x�T � dT

�x�t ÿ t0 � iD� ��x�t ÿ t0 � �iÿ 1�D� �
Z tÿt0�iD

tÿt0��iÿ1�D
�_x�T � dT

x̂�t� ��x�t�
_̂x�t� ��_x�t�

i � 1 � � � t0
D

where x̂ and _̂x are the outputs of the forward model, �x
and �_x are intermediate variables used by the forward
model. The above equations represent the iterative
solution of a non-linear di�erential equation f̂p at time
t, given the initial state of the system y and the input N C
during the time interval t ÿ t0 to t. D is the discretized
iteration time interval which should ideally be in®nitely
small. The value of D can be determined by the
frequency response of the system and for simulations
in the current study was chosen to be 0.004 s.

A network to implement the forward model based
observer is presented in Fig. 7. It requires multiple
copies of the forward model because of the iterative
nature of the method that must be used to arrive at the
solution to the nonlinear di�erential equation describing
the dynamics of the muscles/limb/load. As it is evident
from this ®gure, formulating an accurate forward model
is a surprisingly intensive process. This is because dy-
namics of a non-linear system are state dependent and
arrival of delayed sensory feedback triggers a re-esti-
mation of the current state2. Here we arbitrarily repre-
sented the computation time as an 8 ms delay in the
control system. The e�ect of this delay is to impose a
limit on the gain of the feedback loop that will act on the
output of the forward model.

For simulations of the forward model (observer)
presented here, t0 in the description of R0 has a value of
210 ms. This is the look-ahead period for which the

forward model is integrated. This value represents the
sum of the 150-ms delay in receiving sensory feedback
from the limb and the 60-ms delay in the transmission of
descending motor commands to the muscles, including
the delay in activation force response of the muscle. The
output of the observer represents the best knowledge of
the current state of the hand. Three di�erent modalities
of control, based on three coordinate systems in which
the observer might estimate state of the arm are con-
sidered here. First, we consider control via an observer
that estimates muscle position and velocities. Second, an
observer in joint coordinates. Third, an observer in
Cartesian coordinates of the hand.

Consider the control system of Fig. 8 with the switch
set to position 2. The forward model provides an esti-
mate of the current muscle lengths and velocities based
on a copy of descending commands and time-delayed
sensory feedback. This estimate is compared with the
desired trajectory in muscle space, resulting in an error
estimate. A command NC is computed as:

NC � Kp�x̂m ÿ xmd � � Kv� _̂xm ÿ _xmd �;
which acts as a linear error feedback controller. When
the forward model perfectly describes the dynamics of
the muscle/arm system, and when the gains Kp and Kv
are su�ciently large, the e�ect of the forward model
coupled with the linear feedback controller is to
approximate an inverse model of the plant. To see this,
consider the very simple linear system of Fig. 9. Here,
we wish to control dynamics of a system, speci®ed by G,
via a forward model Ĝ. Note that y=x � 1=�1� G�.
Therefore, y=x � Ĝÿ1 when G� 1, i.e., an inverse model
of the plant.

In the case of Fig. 8, where the system is non-linear,
the main question is with regard to the gains Kp and Kv
in the linear feedback loop. The gains need to be high if
we wish to closely follow the desired trajectory, but as
the gains increase, the system edges closer to instability.
This is for two reasons. First, there is a small delay in the
computations of the forward model and, therefore, in
the feedback loop. Second, with high gains, the system
becomes very sensitive to unmodeled dynamics, i.e., it
will easily become unstable when the arm is coupled to
an unknown load. In contrast, if the gains are low, the
system barely follows the desired trajectory but is robust
to unmodeled dynamics. In examining this control sys-
tem, we found that even with a perfect forward model,
no combination of gains on the linear feedback system
could be found so that the system closely followed the
desired trajectory and remained stable in ®eld B1.

Fig. 7. Block diagram showing how a forward
model f̂p of a non-linear system fp can be used to
construct an observer for a time-delayed nonlinear
system where the state at time t is estimated from
the measured state at time t ÿ t0 and the orderly
cascade of descending commands Nc from time
t ÿ t0 to t

2 To reduce computational complexity, one approach is to re-
estimate the current state x̂�t� only when there is a larger than
threshold di�erence between x̂�t ÿ t0� and x�t ÿ t0�. E�ectively, this
changes the feedback system through the forward model to an
intermittent feedback controller (Ronco 1998). Application of a
similar idea to tracking movements has recently been demonstrated
(Hanneton et al. 1997).
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The main problem with the control scheme of Fig. 8
(switch set to 2) is that even with a perfect forward
model, the transformation from an error in position to
neural commands is a non-linear map that depends on
the inertial dynamics of the arm and force-activation
dynamics of the muscles. The performance of this system
could be improved if an inverse muscle model was
available to transform the error commands into neural
activations. This control system is shown in Fig. 10,
where the forward model estimates the state of the limb
in joint coordinates. We arrived at the gains Kp � 30 N/
rad and Kv � 3 N � sÿ1 � radÿ1 in the linear error feed-
back loop of Fig. 10 by initially setting the forward
model to approximate the dynamics of the arm/muscle
in the null ®eld, then ®nding the gains that made the
system marginally stable in ®eld B1. Kp and Kv were set
at 50% of this value. Performance of the resulting con-
trol system is shown in Fig. 10 for three conditions: ®rst,
when the forward model is expecting a null ®eld and the
arm moves in the null ®eld; second, when the forward
model is expecting a null ®eld but the arm moves in ®eld
B1; third, when the forward model is expecting B1 and
arm moves in ®eld B1. The results demonstrate that even
with a perfect forward model, because of the trade-o�
between gain and susceptibility to unmodeled dynamics,
the arm trajectories in B1 are far from the desired tra-
jectory.

Similar results were found if the estimate of error in
position for the forward model was transformed to
neural commands through the use of both an inverse

limb model and an inverse muscle model. The control
system is shown in Fig. 11 (switch set to 2), where now
the forward model estimates the state of the limb in
hand coordinates. We again found that with the gain on
the feedback loop set to a high level, the system closely
followed the desired trajectory, but was very sensitive to
unmodeled dynamics. As a compromise, we set the gain
at a level that was half as high as would make the system
marginally stable. This resulted in a system that was
stable in ®eld B1 but did not closely follow the desired
trajectory when the forward model correctly estimated
state of the limb.

In summary, if our control system is driven by only
an error signal from the forward model, then several
factors limit the gain of the feedback loop, which in turn
prevent the system from closely following the desired
trajectory even when the forward model is accurate.
These factors include the non-zero computational time
of the forward model (here assumed to be 8 ms), and the
desire to keep the system stable when the arm is in
contact with an unknown load.

3.4 Control using feedforward and feedback pathways

We next considered the performance of a system where
both a feedforward pathway (consisting of the inverse
model) and a feedback pathway (via the forward model)
were used to generate descending motor commands.
This corresponds to the case where the switch is set to
position 1 in Figs. 8, 10, and 11. In this approach, the
role of the forward model is not to provide the driving
input to the system, but to respond only if there are
dynamics in the distal plant that are not compensated
for in the actions of the inverse models. We tested each
controller with the gains Kp and Kv unchanged from
above. Obviously, when the inverse model is perfect, the
forward models pathway makes no contribution to the
system and the arm moves along the desired trajectory.

Fig. 8. A control method that uses a forward model in muscle coordinates. The switch is in position 2 for feedback control using only the
forward model, and in position 1 when a forward model is used in conjunction with an inverse model

Fig. 9. A simple linear system that uses a forward model Ĝ of system
dynamics G. Note that y=x � 1=�1� Ĝ� � Ĝÿ1, i.e., the feedback
loop e�ectively approximates an inverse of the plant dynamics G
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However, the main question is, how does the system
behave when there are unmodeled dynamics? To explore
this, we re-examined the data from our subjects during
the condition where they had trained in ®eld B1, but
were suddenly presented with B2. This presents the
largest error in expected dynamics because B2 � ÿB1,
providing us with the best opportunity to ask whether
the behavior of the biological controller could be
explained by the in¯uence of the forward model.

The data from a typical subject was shown in Fig. 5
and we had previously concluded that performance of
the controller in Fig. 4 could not account for this be-

havior. The resulting trajectories for the controller of
Fig. 11 (switch set to 1) are shown in Fig. 5C. Here, we
assumed that after training in B1, both the forward and
inverse models accurately represented the dynamics of
B1. Without any modi®cation to the parameters of the
system, we found a remarkable similarity between the
actual and simulated trajectories when the ®eld was
changed to B2. In particular, note the higher frequencies
in the response of the system (2nd row of Fig. 5C) and
the behavior about the segmentation points. We per-
formed a sensitivity analysis by varying the parameters
of the model: we considered a �15% change in muscle

Fig. 10A±C. A control scheme that uses a forward model in joint coordinates. The switch is in position 2 for control via only the forward model
(FM), and in position 1 for control via both the forward and inverse models (IM). Trajectories are for switch in position 2. In A1 and A2, FM
expects null ®eld, arm moves in the null ®eld. In B1 and B2, FM expects null ®eld, arm moves in force ®eld B1. In C1 and C2, FM expects B1, arm
moves in B1. Hand paths are represented as dots at 20-ms intervals (the straight path is the desired trajectory). Hand velocities are for a
downward movement. Gains on the linear feedback error controller, Kp � 30 N/rad and Kv � 3 N � Sÿ1 � rodÿ1, were set at 50% of the value for
which the system was marginally stable. Even with a perfect forward model, the system is not able to follow the desired trajectory
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viscosity, a �15% change in inertia of the arm and link
lengths, as well as �50% change in feedback gains (both
the spinal loop and the linear controller attached to the
forward model) and sti�ness of the arm. We further
assumed a �10% variation in desired movement time
based on peak speed measurements for subjects. The
results of this approach were quanti®ed via the e�ect of
model parameter variations on movement parameters,
and are summarized in Fig. 6. This ®gure allows for a
comparison of the data from all our subjects with the
simulation results. Every parameter appears to be ac-
curately predicted by the behavior of the control system
in Fig. 11 (switch at position 1). Similar results were
found when the control architectures in Figs. 8 or 10
were used. For this reason, for the remainder of this

report we will concentrate on the system of Fig. 11 as a
prototype.

Why does the arm behave as it does about the seg-
mentation points? When only an inverse model is avail-
able (Fig. 4), the muscles and re¯ex pathways are
programmed based on the desired trajectory of the arm.
This implies that the equilibrium position for the muscles
is the desired target at t � 500 ms and the corrective ac-
tion for t > 500ms is like a visco-elastic system pulling the
arm directly toward the target. However, when a forward
model is used in conjunction with the inverse model
(Fig. 11), the descending neural commands rely on the
estimated trajectory instead of the desired trajectory for
the system. Furthermore, the corrective actions taken by
the system rely on both the spinal loop/muscle

Fig. 11A±C. A control scheme that uses a forward model in hand coordinates. The switch is in position 2 for feedback control via the forward
model, and in position 1 for control via both the forward and inverse models. Simulated trajectories for switch in position 2. In A1 and A2, FM
expects null ®eld, arm moving in the null ®eld. In B1 and B2, FM expects null ®eld, arm moves in force ®eld B1. In C1 and C2, FM expects B1,
arm moves in B1. Gains on the linear feedback error controller, Kp � 500 sÿ2 and Kv � 50 sÿ1, were set at 50% of the value for which the system
was marginally stable. Even with a perfect forward model, the system is not able to follow the desired trajectory
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visco-elastic properties, and the predicted error signal
from the forward model. In this situation, there are three
reasons for the behavior about the segmentation points in
Fig. 5C: ®rst, the external force ®eld B2 pushing the hand
in an anti-clockwise direction; second, the forward model
incorrectly anticipates a clockwise ®eld B1 and generates
position estimates accordingly; third, the inverse model
incorrectly generates additional torques in the anti-
clockwise direction to counteract the clockwise ®eld B1.
Therefore, both the wrong inverse and forward models
are contributing to the behavior about the segmentation
points. Which is more important?

To assess the relative role of forward and inverse
models in the controller of Fig. 11, simulations in force
®eld B2 were carried out for three conditions: ®rst, we
assumed that after training in B1, only the forward
model might have adapted to ®eld B1, i.e., inverse model
continued to expect a null ®eld; second, we assumed that
only the inverse model might have adapted to B1, i.e.,
forward model expected a null ®eld; third, both models
had adapted to B1. The results of simulations in ®eld B2

are shown in Fig. 12. We note that if, after training, only
the inverse model has adapted, we fail to see a signi®cant
segmentation pattern. The pattern is observed only when
the forward model has adapted, regardless of the state of
the inverse model. This establishes that the segmentation
behavior is mainly a result of adaptation of the forward
model to force ®eld B1 and is not signi®cantly a�ected by
the state of the inverse model.

It is now a question of how the forward model con-
tributes to the behavior about the segmentation points.
The state estimates are used as input to detect errors in
position and velocity, and provide state input to the
inverse model. Which is the main cause of the segmen-
tation? We simulated the behavior of the system in ®eld
B2 with the forward model expecting ®eld B1 and the
inverse model correctly modeling ®eld B2. The results of

the simulation are plotted in Fig. 13. The estimated tra-
jectories are shown along with the desired and actual
trajectories in Fig. 13 A±C. It is di�cult to visualize the
control process through only these estimates; therefore,
in Fig. 13 D±F the desired, corrective and actual accel-
eration signals are plotted as vectors. It is immediately
apparent from Fig. 13E that the cause of the segmenta-
tion behavior is inappropriate feedback from the forward
model that tries to accelerate the hand in an anti-clock-
wise direction away from the target. This establishes that
through error feedback, the forward model generates
incorrect state estimates which are the main reason be-
hind the behavior about the segmentation points.

3.5 Robustness to measurement noise

While the primary purpose of our report is to account
for the behavior of the human arm, it is worth noting
some of the other properties of the controller of Fig. 11
from a purely practical perspective. In the design of a
control system that relies on a forward model (or
observer), two concerns are paramount: robustness to
unmodeled dynamics, and robustness to measurement
noise. In the above discussion we presented the behavior
of the system when the distal dynamics were substan-
tially unmodeled and found the system to be stable.
Moreover, the proposed control system appeared to
closely account for the behavior of the biological
controller. What happens if measurements of state are
noisy? A forward model is expected to be particularly
susceptible to measurement noise because it is attempt-
ing to predict the future state of a non-linear process
from some initial conditions. If these initial conditions
are measured by noisy sensors, how will the performance
of the control system be a�ected?

Fig. 12A±C. Trajectories for the controller of Fig. 11
(switch set to 1). All movements are in ®eld B2. We
considered three di�erent states of adaptation of the
inverse model (IM) and the forward model (FM). In
A1 and A2, IM = B1, FM = B1. In B1 and B2,
IM = null ®eld, FM = B1. In C1 and C2, IM = B1,
FM = null ®eld. The term null implies that the model
compensates for only the inertial dynamics of the
limb. Note that the segmentation behavior and the
high frequency in the response of the system are
present regardless of the state of adaptation of the
inverse model. However, the segmentation is present
only if the forward model has adapted
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To address this concern, we note that it has been
shown that for systems with no delay in feedback, addi-
tion of an element that provides appropriate local error
feedback on the plant can provide for an accurate velocity
estimation from only position measurements in an iner-
tial system (Lohmiller and Slotine 1996). Here, we dem-
onstrate that for the system of Fig. 11, the design of the
musculo-skeletal system allows the forward model to be
remarkably robust to noise in velocity measurements.

We injected a random 5-Hz noise into the velocity
signal received by the forward model in order to observe
the behavior of the system. The magnitude of this noise
was at its maximum equal to the actual velocity signal.
In Fig. 14, the hand paths and hand velocity signals are
plotted for the actual movement trajectory, the mea-
sured movement trajectory and the estimated movement

trajectory for each of these cases. Despite the fact that
there is substantial noise in velocity measurements,
the estimated velocity pro®le, i.e., the output of the
forward model, is almost exactly the same as the actual
one.

The reason for this remarkable robustness of the for-
ward model to measurement noise is that the descending
commands are not specifying a particular torque. Rather,
the commands are specifying an equilibrium-like state for
the distal visco-elastic system. The forward model inte-
grates the descending neural commands over a 200-ms
period given some initial state of the system. Therefore,
even when the initial states are incorrect due to noise, the
output from the forward model tends towards the actual
state of the system because of the equilibrium properties
of the system that it is being controlled.

Fig. 13A±C. Simulation results for controller of
Fig. 11 (switch set to 1) for movements in ®eld B2

for a movement in a downward direction. The inverse
model correctly expects B2 while the forward model
expects B1.AHand velocity parallel to the direction of
target for the actual trajectory of the arm (gray line),
estimated trajectory (black line, i.e., output of the
forward model), and desired trajectory (dotted line). B
Hand paths for actual trajectory (gray dots) and
estimated trajectory (black dots). C Similar to A,
except for a plot of the hand velocity perpendicular to
the direction of target. D±F Desired, estimated and
actual acceleration signals plotted as vectors at 20-ms
time points on the actual hand trajectory. The largest
acceleration vector in the three plots has a magnitude
of 4.6 m/s2 and all other vectors are scaled relative to
that

Fig. 14. Simulation results for a movement down-
ward in a condition where measurements of velocity
are very noisy. 1 Actual hand path (top row) and
velocity (bottom row) of the arm. Hand velocity
perpendicular to the direction of target is shown in
gray. Hand velocity parallel to the direction of target
is shown in black. The velocity signal is noise free. 2
Behavior of the controller when measured velocity is
inaccurate. The actual hand path is very similar to the
case when there was no noise in the velocity
measurements. The controller is robust to measure-
ment noise in velocity. 3 Output of the forward model
during the control process. Estimated hand path and
velocity are plotted. Estimated velocity is very robust
to measurement noise
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4 Rates of adaptation of the internal models

While certain features of the biological controller, e.g.,
behavior about the segmentation points, suggest that
generation of descending commands relies on a combi-
nation of forward and inverse models (Fig. 11), we have
yet to determine how these models might change during
a practice session with a novel force ®eld. Of particular
concern is the question of whether the data from our 16
subjects who practiced in novel force ®elds allows us to
di�erentiate between the rate of adaptation of the
models. In other words, during practice in a force ®eld,
how fast do each of models adapt? Is there any evidence
that the two models adapt at di�erent rates?

4.1 Learning of ®eld B1

To illustrate our approach, we begin with an extreme
example. Consider the behavior of the controller in
Fig. 11 (switch set to 1) when the arm is initially exposed
to ®eld B1. How much improvement in performance can
we expect if the inverse model completely adapts to B1

but the forward model does not? How much improve-
ment in performance can we expect if only the forward
model adapts? To answer these questions, we assumed a
decaying exponential change in either the forward or the

inverse models and plotted key parameters of the
performance of the system for the sequence of targets
that were presented to our subjects (Fig. 15). There are
two lines in each sub-®gure, one corresponding to the
change in a particular parameter as the forward model
adapts (black line), and the other corresponding to the
change as the inverse model adapts (gray line). We
initially assumed an exponential learning rate with a
time constant of 0.02/movement. This implies that by
the 50th movement, each model accounts for 63% of the
dynamics of the force ®eld. The two cases clearly predict
di�erent adaptation curves for most movement param-
eters. When the forward model is adapting but the
inverse model is not, performance improves dramatical-
ly. In contrast, when only the inverse model is adapting,
there are much smaller improvements in performance.
Therefore, the performance of the system is highly
dependent on the rate of adaptation of the forward
model, and much less so on the rate of adaptation of the
inverse model.

Now consider the possibility that during practice,
both the inverse and the forward models are adapting but
with possibly di�erent rates. Assume that these rate are
rfm for the forward model and rim for the inverse model.

FM�n� � FM�0� � DfFMg�1ÿ eÿnrfm�
IM�n� � IM�0� � DfIMg�1ÿ eÿnrim�

Fig. 15. Adaptation curves for movement parameters during learning of ®eld B1 in two cases ± (1) dotted line, only the inverse model adapts
exponentially to B1 at a rate of rim � 0:02, rfm � 0; (2) solid line, only the forward model adapts to B1 at a rate of rim � 0, rfm � 0:02. The desired
trajectory was a 10-cm minimum jerk motion performed in 0.5 s. Jerk ratio is the ratio of cumulated squared jerk in a movement with respect to
the minimum jerk possible for a movement of the same peak speed. The correlation coe�cient is with respect to the minimum jerk motion. The
perpendicular distance refers to the distance of the hand from the min jerk motion at 150 ms into the movement. Perp. Power refers to the power
in the frequency spectrum of the velocity of hand along a direction perpendicular to the direction of target. di, ti and ki, refer to the distance to,
time to, and angle at the ith segmentation point. Ns is the number of segmentation points, and jvjsp1 is the hand speed at the ®rst segmentation
point
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FM�n� and IM�n� are the adaptation states of the two
models at movement number n in the force ®eld and
represent the time course of adaptation for the two
models. FM�0� and IM�0� are the initial states of the
forward and inverse models at the beginning of the force
®eld training. DfFMg;DfIMg are the di�erence in the
initial state of the models and the force ®eld being
learned. The equations are obtained by considering a
rate of learning of the models that is proportional to the
di�erence in the model and the ®eld at any instant of
time. When subjects begin the training in ®eld B1, they
initially expect the null ®eld. Hence, the initial states of
both the forward and inverse models are set to the
dynamics appropriate for the null ®eld, i.e., the coupled
dynamics of the human arm and the robot with no
forces being produced by the robot's motors. This is
referred to FM�0� � IM�0� � null. Furthermore,
DfFMg � DfIMg � B1. Here, we tried to ®nd a best
estimate of the two learning rates by comparing the
performance of the model system at a given rate of
adaptation to the performance of the 16 subjects. We
considered six values for rim � f0:0003; 0:003; 0:01;
0:03; 0:1; 0:3g, and ®ve values for rfm � f0:003; 0:01;
0:03; 0:1; 0:3g, for a total of 30 combinations.

To compare performance of the controller at a given
rates of adaptation with the performance of our sub-
jects, we initially quanti®ed each movement of each
subject with 16 parameters. These parameters were
movement time, movement distance (total length of a
movement), peak speed, jerk ratio (the ratio of the cu-
mulative squared jerk of a movement with respect to the
cumulative squared jerk for a minimum jerk movement
of the same peak speed), correlation with a minimum
jerk movement, perpendicular displacement of the hand
from a straight line to the target at 150 ms into the
movement, power in the frequency spectrum of the ve-
locity of the hand along a vector perpendicular to the
direction of target, di (distance to the ith segmentation
point), ti (time to the ith segmentation point), ki (angle
of the hand trajectory about the ith segmentation point,
see Fig. 5), Ns (number of segmentation points) jvjsp1
(speed at the ®rst segmentation point). Let us refer to
these parameters with variable p � 1 � � �m, m � 16.

These movement parameters were quanti®ed for each of
the 576 movements of each subject. Let us refer to the
movements with variable n � 1 � � � 576. The resulting
``learning curves'' for all subjects are shown as average
�SD in Fig. 17.

We next quanti®ed the same movement parameters p
for a control system with particular learning rates rim
and rfm. To exactly simulate experimental conditions
faced by our subjects, we used the same sequence of
targets (movement directions) that were experienced by
the subjects. This procedure was repeated for all 30
combinations of rim and rfm. Let us label each pair of
rates by the variable q � 1 � � � 30. The next step was to
®nd the one pair of rates that resulted in a control sys-
tem that had movement characteristics that most re-
sembeled data of our subjects. To do this, an error
measure e was de®ned for each movement parameter p,
as measured over n movements for adaptation rates q:

epq �
P

n�jypqn ÿ lpnj � rpn�P
q

P
n�jypqn ÿ lpnj � rpn� �4�

where, ypqn is the value of the simulated movement
parameter p at the nth movement corresponding the
adaptation rate q. lpn is the mean of the parameter value
for our 16 subjects at movement n and rpn is the
corresponding standard deviation. The numerator in
the equation is almost equal to the average area between
the simulated and experimental adaptation curves. This
error is normalized by the denominator which is the sum
of the errors for the 30 di�erent rates of adaptation for
the inverse and forward models, making it independent
of parameter units and values. To combine the infor-
mation from the di�erent movement parameters p, the
errors were summed together to give a net error Eq for a
particular pair of adaptation rates q,

Eq �
P

p epq

m
�5�

This net error is plotted as a function of rfm and rim in
Fig. 16. The region surrounded by the thick line outlines
the minima. The error is at its lowest for rfm � 0:01. This
means that by the 100th movement, a typical subject's

Fig. 16A,B. Normalized error in matching performance of the adaptive controller of Fig. 11 (switch set to 1) with that of 16 subjects that
practiced in ®eld B1 for 572 movements. A The error is plotted as a function of rates of adaptation of the forward model rfm and inverse model
rim. B The region of minimum error is highlighted by the thick black line in the two-dimensional projection. Note that while the error surface is
sharply de®ned in terms of changes in the forward model, it is fairly ¯at to variations in the learning rate of the inverse model
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forward model accounted for 63% of the dynamics of
the force ®eld. This value lies at the bottom of a sharply
de®ned region, suggesting a high degree of sensitivity,
and therefore con®dence, in estimating the rate of
adaptation of the forward model. In contrast, the rate
of adaptation for the inverse model cannot be precisely
estimated because the minimum lies in a fairly shallow
valley. There are no signi®cant di�erences in the error
measure whether the rate of learning of the inverse
model is rim � 0:003 or rim � 0:03. The reason for the
shallowness of the valley for rim is the much weaker
dependence of movement parameters on the rate of
adaptation of the inverse model.

To visualize how well the rate of adaptations of the
inverse and forward models accounted for the pattern of
learning in our subjects, we compared changes in per-
formance of the model with that of the subjects. In
Fig. 17 we have the changes in various movement pa-
rameters for the 16 subjects (mean �SD) as they practice
in the force ®eld. In this ®gure we also have the changes
in movement parameters of the adaptive controller for a
particular combination of adaptation rates of the for-
ward and inverse models, rfm � 0:01; rim � 0:01. The
performance of the adapting model controller accurately
captures the trajectory of changes in the performances of
our subjects. The simulation results even mimic the set
structure, which is due to the sequence of movement
directions for the experimental data.

In summary, theoretical results suggest that signi®-
cant improvements in performance can be achieved with
adaptation of only the forward model. In contrast,
adaptation of only the inverse model results in much
more modest improvements in performance. While this
might suggest that a reasonable policy for an adaptive

controller might be to allocate resources mostly to
learning of the forward model, the actual performance
of our subjects does not provide convincing evidence to
support this hypothesis. The psychophysical data sug-
gests that the inverse and the forward models adapt at
fairly comparable rates, accounting for approximately
63% of the dynamics of the ®eld by the 100th move-
ment. We note, however, that our estimation of the rate
of adaptation in the inverse model is much more tenta-
tive than that of the forward model because of the rel-
ative insensitivity of the movement parameters (for the
task studied here) to changes in the inverse model.

4.2 Learning of ®eld B2

A fundamental observation in the way humans learn
force ®elds is that the ability of subjects to learn a
counter example (®eld B2) of a previously learned ®eld
(B1) depends on the time that has passed since adapta-
tion to that ®eld (Brashers-Krug et al. 1996). During this
period, signi®cant changes appear to occur in the
functional properties of the motor memory (Shadmehr
and Brashers-Krug 1997), changes which coincide with
shifts in the neural correlates of the memory (Shadmehr
and Holcomb 1997). Here, we applied the above
computational framework and quanti®ed the rate of
adaptation of the forward and inverse models under two
conditions: ®rst, when subjects were exposed to B2 5 min
after completing 572 targets in B1; second, when another
group of subject was exposed to B2 6 h after completion
of practice in B1.

The estimation procedure was as described above,
except that at the start of practice in ®eld B2 we assumed
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Fig. 17. Changes in movement
parameters during learning of
®eld B1 for the adapting con-
troller (black) with adaptation
constants rfm � 0:01, rim � 0:01,
and for experimental data from
16 subjects (gray) plotted as the
mean and standard deviation.
All values are represented as
change in the movement param-
eter with respect to values re-
corded after subjects/models
had adapted to movements in
the null ®eld. Movement param-
eters are as in Fig. 15
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that the forward and inverse models had fully adapted to
B1. This was based on the result that the best estimate of
the adaptation rate in ®eld B1 was 0.01 for both models,
i.e., by the 300th target, both the inverse and forward
models could account for 95% of the dynamics of the
force ®eld (subjects received 572 targets).

We simulated performance of the system (Fig. 11,
switch set to 1) in ®eld B2 with the following rates of
adaptation: rfm � �0:008; 0:01; 0:015; 0:025; 0:04�, and
rim � �0:001; 0:003; 0:005; 0:008; 0:01�. An error mea-
sure, as de®ned in Eq. (4), was estimated for each
movement parameter and adaptation rate. We used
Eq. (5) to arrive at a normalized error measure for all
parameters at a given adaptation rate. The results are
plotted in Fig. 18. We found that in learning of ®eld B2

at 5 min after completion of practice in B1, the minimum
in this error function was at rim � 0:0028 and
rfm � 0:015. This suggested that the forward model was
adapting at a rate that was approximately 5.4 times that
of the inverse model.

When the procedure was repeated for the data of the
6-h group, the normalized error was minimized when
rim � 0:004 and rfm � 0:020. Remarkably, in this group,
the forward model also adapted at approximately 5.0
times that of the inverse model. To our knowledge, this
is the ®rst evidence that in learning to control the arm,
the human adaptive controller may rapidly learn a for-
ward model but acquire an inverse model at a much
more slower rate.

The results also show that when subjects were pre-
sented with ®eld B2, the rates of adaptation in both the
inverse and the forward models were faster in the 6-h
group than in the 5-min group. This suggests that as the
memory of B1 consolidated, certain computational re-

sources that might have been used in adaptation of the
internal models once again became available, resulting
in more rapid rates of adaptation at 6 h as compared to
5 min.

5 Discussion

Here, we approached the problem of controlling a time-
delayed mechanical system similar to the human arm.
The task that we considered was reaching movements in
novel force ®elds. We demonstrated that essential
characteristics of the arm's trajectory could not be
accounted for if the supra-spinal controller was an open
loop system composed of a model of the inverse
dynamics of the arm (Fig. 4). These characteristics were
related to the frequency response of the system to a
perturbation and behavior about segmentation points,
i.e., points where both the derivative of hand speed and
the direction of hand velocity changed rapidly.

We next considered the design of the supra-spinal
controller with a forward model (also known as an ob-
server). The forward model predicted the position and
velocity of the arm from a copy of descending motor
commands and the latest sensory feedback from the
moving arm. Descending neural commands were gen-
erated through a comparison of the predicted state of
the system and its desired state. It was found that psy-
chophysical data could not be suitably modeled with this
system. First, because of small delays inherent in the
computations of the forward model, gains of the feed-
back loop that generated an error signal could not be set
large enough to e�ectively provide an inverse model of
the dynamics of the distal system. Second, the gains were

Fig. 18A,B. Normalized error in
matching performance of the adap-
tive controller of Fig. 11 (switch set
to 1) with that of 16 subjects that
learned ®eld B2 after training in B1.
A1 and A2 Error as a function of
adaptation rates in the forward
and inverse models for subjects
that trained in B2 at 5 min after
completion of training in B1. The
position with minimum error value
is at rim � 0:0028 and rfm � 0:015.
That is, the forward model ap-
peared to adapt about 5.4 times
faster than the inverse model. B1
and B2 Subjects that trained in B2

at 6 h after B1. The position with
minimum error value is at
rim � 0:004 and rfm � 0:020.
Again, the forward model ap-
peared to adapt about ®ve times
faster than the inverse model.
Furthermore, at 6 h both the
forward and inverse models appear
to be adapting signi®cantly faster
than at 5 min
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further limited because of the instability that resulted
when there was unmodeled dynamics in the distal sys-
tem, for example, when the arm was coupled to a novel
force ®eld. This suggested that it was unlikely that the
biological controller generated descending motor com-
mands solely through the use of a forward model.

We next considered the possibility that descending
commands were generated through a control architec-
ture that included both an inverse and a forward model.
In this scenario, the forward model did not provide the
driving input to the system, but an input only when the
feedforward pathway (which consisted of the inverse
model) could not precisely account for dynamics of the
distal system. In this architecture, the essential idea was
that the entire control system, including the set points
for the spinal re¯ex loops and state-dependent maps in
the inverse model, relied on an estimate of the current
state, i.e., the output of the forward model, rather than
the desired state trajectory for the system. We showed
that using this architecture the behavior of the human
arm in a force ®eld could be almost precisely accounted
for. The response of the system in a novel force ®eld had
dynamics which included segmentation points. The be-
havior about these points were remarkably similar to
those we had observed in our subjects. This suggested
that the trajectory of the human arm about its seg-
mentation points were due to the action of a supra-
spinal feedback system that used a forward model
which, in turn, provided an error signal that, through
an inverse model, resulted in modi®cation of descending
commands. These results were found to be robust to
changes in model parameters, including inertial prop-
erties of the limb, muscle visco-elastic properties, joint
sti�ness, and gains of the spinal and supra-spinal con-
trol loops.

A number of previous theoretical studies have rep-
resented the architecture of the biological controller via
either an adaptive inverse model based system (Kawato
1989; Shadmehr 1990; Katayama and Kawato 1993;
Barto et al. 1998; Schweighofer et al. 1998), or an
adaptive forward model based system (Miall et al. 1993;
Darlot et al. 1996). Our results show that an architecture
that is more parsimonious with our experimental data is
one where both systems play a role in the generation of
descending motor commands.

Why should the CNS have both a forward and an
inverse model of dynamics of a system? If we assume
that motor memory is a collection of internal models,
then an important problem facing the controller is that
of selecting an appropriate model when the hand comes
into contact with the environment. If a collection of both
forward and inverse models are present, then the be-
havior of the arm in the environment could be imme-
diately compared to the outputs of a collection of
forward models (Wolpert and Kawato 1998). The model
that most closely predicted the behavior of the arm
could then be used for identi®cation of the appropriate
inverse model. In contrast, if motor memory consisted of
only inverse models, each would have to be tried out by
actually controlling the arm using that model and
measuring its performance. It appears that a controller

that used both models would have a distinct advantage
in unstructured environments.

5.1 Rates of learning of the two models

From an adaptive control perspective, an interesting
prediction can be made regarding the behavior of the
proposed control system of Fig. 11. When this controller
needs to make reaching movements in a novel force ®eld,
performance is much more sensitive to changes in the
forward model than in the inverse model (Fig. 15). If
there were limited resources available for adaptation, it
would be more important to quickly adapt the forward
model than to adapt the inverse model (obviously,
adaptation in both models is required to completely
eliminate errors). Does this actually happen when
subjects are learning force ®elds? We found that when
the dynamics of the arm changed from the null ®eld to
B1, subjects appeared to learn a forward model at a rate
that was approximately the same as the rate of learning
in their inverse model (Fig. 16). However, when the
dynamics changed from B1 to B2 (a magnitude of change
that resulted in signi®cantly more errors in performance,
possibly straining learning resources), there was a
tendency for a more rapid adaptation of the forward
model than the inverse model (Fig. 18). In this situation,
the forward model appeared to adapt at approximately
®ve times the rate of the inverse model.

This can only be taken as preliminary evidence be-
cause, for the reaching movements considered here, the
ability to estimate the rate of adaptation in the inverse
model was hampered by the relative insensitivity of
movement parameters to changes in this part of the
adaptive controller. Nevertheless, it is intriguing that the
data from our subjects shows that the forward model
adapts more rapidly than the inverse model when there
are very large errors in performance. This is in agree-
ment with a crucial prediction of the theory that suggests
that the CNS may rapidly learn a forward model in
order to use the acquired knowledge for o�-line learning
of an inverse model (Miall and Wolpert 1996). Further
experiments are necessary to determine whether the
adaptive state of the inverse model changes during this
o�-line period. However, we note that, in the current
experiment, we found evidence in support of the idea
that passage of time during an o�-line period a�ected
states of the models; the rates of learning in both
models substantially accelerated when the memory of
®eld B1 had been allowed to consolidate before B2 was
introduced.

5.2 Noise sensitivity of the forward model

From a control perspective, the use of a forward model
can lead to serious problems because estimating the
current state of a non-linear system from delayed
sensory feedback depends strongly on the quality of
the sensory information. Actions taken based on
erroneous sensory data might easily destabilize the
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system. In e�ect, the further in time we need to estimate
a non-linear process, the more sensitive we might be to
its initial conditions. However, here we found the
surprising result that the forward model was, in fact,
quite accurate even when there were larger errors in state
measurements (of velocity). This, we hypothesize, is
because of the nature of the descending commands to
the distal system. Whereas in a robotic system the
descending commands might represent a torque about a
joint, in the biological arm, the descending commands
loosely correspond to force ®elds, i.e., torques that are
position and velocity dependent. These neural com-
mands drive the system toward an implicit equilibrium
position and velocity (Mussa-Ivaldi and Giszter 1992). If
a forward model can accurately describe the dynamics of
the arm, then a copy of the neural commands will
similarly drive the estimated dynamics of the system
toward this equilibrium position and velocity, providing
robustness to errors in measurements of state. There-
fore, it appears that a forward model of the biological
arm can function adequately despite signi®cant noise in
proprioceptive velocity sensors.

5.3 Neural representation of internal models

The current report suggests that acquiring a motor skill
likely involves learning two di�erent kinds of computa-
tional models, and that the states of these models may be
in¯uenced by the passage of time. What regions of the
brain might be involved in the implementation of the
forward and inverse models? Many reports have spec-
ulated that there may be a role for the cerebellum in
representing the forward (Miall et al. 1993), inverse
(Kawato and Gomi 1992; Shidara et al. 1993; Houk and
Wise 1995; Barto et al. 1998; Schweighofer et al. 1998),
or both models (Wada and Kawato 1993; Miall and
Wolpert 1996; Wolpert et al. 1998b). The cerebellum of
the electric ®sh provides an excellent example of the
neural implementation of a forward model (Bell et al.
1997). In primates, there are also some experimental
data to support a role for the cerebellum in represen-
tation of the inverse and forward models. For example,
simple spike activity of Purkinje cells during generation
of eye and arm movements can be closely ®tted to an
inverse dynamics representation of the movements of the
eye (Gomi et al. 1998) and the hand (Ebner and Fu
1997). Alternatively, if the cerebellum is involved in
representation of a forward model, then during the delay
period before initiation of a movement, simple spike
activity may represent the predicted sensory outcome of
a movement (Miall et al. 1998). If this predicted
outcome di�ers from the desired behavior, complex
spikes representing predicted error should be detected
soon afterwards. In fact, there is evidence for this
temporal order in the ®ring activity of some Purkinje
cells (Miall et al. 1998).

Lesion studies in humans, however, are not currently
in agreement with the view that the forward model is
represented in the cerebellum. To show this, in Fig. 11
consider a switch that would allow for cutting o� of

descending commands, Nc, to the spinal cord. In this
situation, the supra-spinal controller can generate the
neural commands (output of the inverse model) and
observe its sensory consequences (output of the forward
model) without actually making the movement. This is
one way by which a forward model can be used to
mentally simulate a movement. In fact, humans are able
to accurately predict the consequences of imagined
movements of the hand (Sirigu et al. 1996). Damage to
the parietal cortex adversely a�ects this ability (Sirigu
et al. 1996), while damage to the motor cortex (Sirigu
et al. 1996) and the basal ganglia (Dominey et al. 1995)
does not. This would suggest that the parietal cortex
must be involved in some aspect of using the output, or
storing the contents, of the forward model. Indeed, a
recent report of a parietal patient with de®cits in main-
taining state estimates of his arm supports this view
(Wolpert et al. 1998a). Accordingly, if motor imagery is
a�ected in the parietal patients because a pathway for
interpreting the output of the forward model has been
lost, then perhaps the forward model resides in the
cerebellum and its output is provided to the parietal
cortex via thalamic pathways. However, a recent report
has shown that patients with cerebellar lesions can pre-
dict consequences of imagined arm movements as ac-
curately as normal subjects (Kagerer et al. 1998).
Therefore, this casts some doubt on the idea that, in
humans, the forward model is stored in the cerebellum.
Current lesion studies only implicate the parietal cortex
in the neural machinery that might represent or use the
forward model.

Our observation in this report has been that learning
of reaching movements likely involves adaptation of two
distinct internal models, possibly at di�erent rates. Let us
consider the possibility that one of these models, perhaps
the inverse model, resides in the cerebellum, while the
other does not. Note that if this is the case, when there is
damage to the neural representation of the inverse
model, some improvement in performance will still take
place through adaptation of the forward model. How-
ever, if the damage to the neural representation of the
inverse model is temporary, when it comes back on-line
the performance of the system would suddenly decline,
requiring relearning. In fact, it has been observed that
cats can learn to move a manipulandum and retain this
motor memory despite inactivation of their cerebellar
nuclei (Wang et al. 1998). However, they have to relearn
the task when the cerebellum comes back on-line. It is
possible that this occurs because of a mismatch between
an adapted forward model that might reside outside the
cerebellum and the inverse model in the cerebellum.

A glance at the design of the forward model suggests
that a number of functions must be closely synchronized
in order for the forward model to learn the dynamics of
a force ®eld. Perhaps the most important function is to
have at any time t a copy of the e�erent commands from
time t ÿ t0 until t. This would allow the forward model
to estimate the current position of the arm by integrating
the descending commands from an initial condition set
by the sensory measurements taken at time t ÿ t0. In
e�ect, there should be a place where a copy of the
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descending commands is held for up to 200 ms. While
short-term retention of sensorimotor information is of-
ten associated with the dorsolateral prefrontal cortex
(Fuster 1997), there is no evidence to suggest that
damage to this part of the brain results in a movement
disorder. The neural basis of this very short-term motor
memory remains to be explored.

We have demonstrated here that the human motor-
control system has an architecture that likely includes
both forward and an inverse models. When there are
large errors in performance, improvements during
training occur because of rapid adaptation in the for-
ward model but a much slower rate of adaptation in the
inverse model.
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