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Abstract 

 
A need exists in today’s society for intuitive hand gesture interaction between human and machine.  Although a 
non-invasive technique is desirable, using a magnetic system for hand tracking avoids current issues with non-
invasive techniques and allows one to concentrate on other aspects of gesture interaction.  Unfortunately, 
magnetic tracking systems are highly susceptible to electromagnetic interference and signal noise.  Filtering this 
sensory data will improve the quality of the input for interpretation, along with providing a measure of error for 
subsequent processes in hand gesture interpretation.  This project evaluates the suitability of the extended 
Kalman filter and unscented Kalman filter for use in filtering and prediction of the hand movement as measured 
through a magnetic tracking system. 

A computer simulation was used to evaluate the performance of the extended and unscented Kalman filters for 
use in hand tracking.  This simulation used a simplified model of the hand dynamics since an accurate model for 
human body dynamics is a large problem on its own, and a non-linear observation model was used in each of the 
filters.  Process and measurement noise was introduced and the performance was analyzed using the average 
mean squared error.  The unscented Kalman filter resulted in a lower average mean squared error with a lower 
estimated variance on average.  The improvements observed through use of the unscented Kalman filter were 
more significant in highly non-linear or discontinuous scenarios. 

The simplicity of implementing a complex process or measurement model is a definite advantage of the UKF over 
the EKF, however, this simplicity comes at the expense of CPU time.  The Matlab implementation of the UKF 
required almost twice as much CPU time as the equivalent EKF implementation in this project.  Future research 
includes evaluation of the algorithms using real-world test data and investigation of alternative process models 
that more accurately model hand movement.  Alternative techniques that are potentially useful and should be 
investigated further include the covariance intersection technique and interacting multiple models Kalman filter.
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1 Introduction 
The dependence of humans on machines for assistance with a diverse range of everyday tasks is steadily 
increasing while interaction is often restricted to providing tedious and strict sets of instructions through a 
traditional keyboard and mouse and receiving feedback visually.  These interfaces, although state of the art 
decades ago, leave considerable room for improvement in today’s society.  A need exists for intuitive hand 
gesture interaction between human and machine in which the machine does not only recognize gestures, but also 
interprets their meaning.  The ability to interpret gestures will improve the ease and efficiency of society’s 
interaction with machines, allowing the description of relatively complex tasks to machines without the traditional 
set of detailed instructions. 
Hands are an important component of communication, and have historically been an area of interest as illustrated 
in Leonardo da Vinci’s “Study of Arms and Hands” (Figure 1).  There is a recent growth in interest and research in 
many aspects of hand gesture recognition, however, significant progress is still required before gesture 
recognition reaches the level at which it can form part of a primary interface between humans and machines in 
today’s society.  Machines must be able to interpret the meaning of continuous phrases of gestures before 
natural, intuitive communication can occur. 
Gesture recognition alone will provide machines with the ability to identify simple commands, or the raw content of 
communication from humans.  To interact seamlessly with humans in today’s society, a machine must not only 
identify what commands were issued through gestures, but it must also identify the context and meaning of this 
information, as is accomplished in human face-to-face communication.  Recognizing a gesture in isolation can 
facilitate simple commands, but in a natural HMI, individual gestures may have many different meanings 
depending on their context.  Once machines interpret the meaning of continuous phrases of gestures, the 
communication possibilities between humans and machines expand dramatically from simple commands to a 
language in which the expression of complex concepts and instructions is possible. 
The quality of the information used as input into the interpretation process will affect the ability of machines to 
interpret meaning from gesture.  The sensory data acquired from input hand configuration, position and 
orientation information is commonly passed through a filter to reduce noise and compensate for the limited 
accuracy of the sensors.  This project evaluates the performance characteristics of the extended Kalman filter and 
the unscented Kalman filter in the task of filtering hand position for the purpose of hand gesture interpretation. 
In addition to reducing noise in the hand position information, the Kalman filtering techniques can be used for 
prediction.  Prediction is useful both for compensation of obstructed measurements, and to meet real-time 
constraints imposed on an interactive gesture interpretation system. 
Input information to the alternate forms of the Kalman filter is generated using a simulation of a 6DOF magnetic 
tracking system.  This commonly used, and relatively inexpensive tracking technology determines hand position 
and orientation using a fixed electromagnetic transmitter and a mobile electromagnetic receiver on the hand.  The 
receiver measures the proximity and angle to the transmitter, requiring a non-linear co-ordinate transformation 
from the measurements to the system model, where hand position relative to the body is used. 

A gesture interpreting HMI provides the ability for natural interaction both in noisy environments where speech 
may not be feasible, and to complement alternate modalities of communication.  Additional applications for a 
gesture interpreting system include a primary interface to service robots where household noise can obscure 
speech, and as a complementary interface in tele-assistance where considerable information can be 
communicated in a relatively short duration using a gesture language in combination with other modalities. 

 

Figure 1 – “ Study of Arms and Hands” , Leonardo da Vinci (c. 1474) 
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2 System Overview 
Before hand gestures can be interpreted, the basic hand configuration and orientation information must be 
acquired.  A diverse range of approaches exist to accomplish this task, including statistical appearance based 
techniques [Freman and Roth, 1995], [Darrell and Pentland, 1995], feature-based techniques using elastic graph 
matching [Triesch and Malsburg, 1996], principle component analysis [Moghaddam and Pentland, 1995] [Hamdan 
et al., 1999] [Iwai et al., 1999], 3D model based [Ahmad, 1995] [Rehag and Kanade, 1993], and physical glove-
based techniques [Lu et al., 1997]. 
Ideally, acquisition of hand configuration and orientation data should be non-invasive and transparent to the user.  
Unfortunately, existing non-invasive methods to acquire hand information are still in their infancy, susceptible to 
minor environmental changes, and may not provide adequate precision to distinguish between similar hand 
gestures.  From a quality of information standpoint, a good data acquisition technique is use of a glove with joint 
angle sensors in combination with a six degree-of-freedom (6DOF) tracking device. 
Although use of a glove with joint angle sensors and a 6DOF tracking device are not transparent to the user, the 
results of the interpretation can be applied to model-based vision recognition systems as their performance 
improves.  Data from the glove with joint angle sensors can provide hand configuration, but does not provide 
orientation or hand motion information.  The 6DOF tracking device is required to obtain hand position and 
orientation information required for gesture interpretation.  Please refer to Figure 2 for an illustration of hand 
configuration, orientation and position information. 
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Figure 2 – Hand Position, Orientation, and Configuration 
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2.1 Selected Tracking Technologies 
Some commercially available magnetic and optical tracking sensors are briefly summarized in this section.  
Magnetic tracking sensors are the most common in body tracking research, and optical tracking sensors are 
generally used in higher-end applications including movies and videogames.  Other available technologies 
include ultrasound, inertial, and mechanical sensors.  Magnetic tracking systems were selected for use in this 
project due to their relatively low cost and reasonable precision. 
It should be noted that the specifications listed are manufacturer specifications, and are more than likely best-
case results under ideal conditions. 

2.1.1 Magnetic 
Although magnetic tracking systems are less expensive than optical systems by at least an order of 
magnitude, they achieve a sampling rate approximately an order of magnitude less.   

One of the major problems in using magnetic tracking systems is their susceptibility to electromagnetic 
interference.  In any metallic objects are nearby, including within the floors or ceiling, the electromagnetic 
fields generated by the transmitter will be distorted and corrupt the position and orientation information in 
the receiver. 
Another significant disadvantage of magnetic tracking systems is the fact that the sensors are on the 
object being tracked, either requiring cables or RF communication to transfer data from the object being 
tracked to where it is being processed. 
Two different magnetic tracking systems are currently used, AC and DC.  The AC technique used by 
Polhemus generates continuously rotating magnetic fields, and produces low latency measurements, but 
is more susceptible to interference from metallic objects than the DC technique.  The DC technique 
generates a pulse along the transmitting coil, and the sensor measures the field a short time later to 
reduce the effects of Eddy fields around nearby metallic objects.  This technique also requires 
measurement of the ambient magnetic fields before each position/orientation measurement, resulting in 
potentially longer latency than AC systems. 

2.1.1.1 Ascension Flock of Birds 
Technology:  DC pulsed electromagnetic (with a fluxgate magnetometer) 

Latency: 22 ms 
Update Frequency:  144 Hz 
Accuracy: 1.8mm RMS, 0.5 degrees RMS 

Resolution: 0.5mm @ 30.5 cm, 0.1 degree @ 30.5 cm 

2.1.1.2 Polhemus FasTrack 
Technology:  Continuous AC electromagnetic 
Latency:  4 ms 

Update Frequency:  120 Hz 
Accuracy: 0.03” RMS positional, 0.15 degrees RMS (at 30” ) 

Resolution: 0.0002 inches of error per inch of transmitter & receiver separation, 0.025 degrees 
orientation 

2.1.1.3 Polhemus IsoTrak II 
Technology:  Continuous AC electromagnetic 
Latency:  20 ms 

Update Frequency:  60 Hz 
Accuracy: 0.1” RMS positional, 0.75 degrees RMS (at 30” ) 

Resolution: 0.0015 inch per inch of transmitter/receiver separation, 0.1 degrees orientation 
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2.1.1.4 Northern Digital Aurora 
Technology:  DC electromagnetic 

Accuracy: 1mm RMS, 0.5 degrees RMS orientation 
Update Frequency:  20 – 60 Hz 

2.1.2 Optical 
The high cost of optical tracking systems is related to the high sampling rate, passive sensors, and high 
computational complexity to calculate orientation information.  In magnetic trackers, the receiver is on the 
object being tracked and directly measures distance and orientation, whereas in optical trackers, the 
receiver is external to the object being tracked and generally uses stereo-vision techniques to calculate 
distance.  Orientation is calculated using the positions of multiple passive or active sensors. 
Similar to the problems with metallic objects corrupting the signals in magnetic tracking systems, opaque 
objects will occlude the passive sensors, corrupting the signals of an optical tracking system.  Reflective 
objects (jewlery, wet surfaces) and changes in lighting conditions, backgrounds, and clothing can also 
corrupt the tracking signal. 

2.1.2.1 Northern Digital Optotrak 
Uses active infrared markers on object being tracked 
Accuracy: 0.1 mm for x & y co-ordinates @ 2.5 m from sensor, 
 0.15mm for z co-ordinate @ 2.5 m from sensor 

3D resolution: 0.01 mm @ 2.5 m 

2.1.2.2 Ascension LaserBird 
Accuracy:  1mm RMS @ 1m, 1 degree 

Resolution: 0.1mm, 0.1 degree 

3 Magnetic Tracking Systems 
The focus of this project is on the filtering and prediction of hand position information from a 6DOF tracking 
system.  Magnetic tracking systems were selected for use in hand gesture interpretation due to their relatively low 
cost, reasonable precision, and no requirement for an optical line-of-sight.  Current research in other fields 
requiring tracking systems also considers magnetic tracking systems to avoid the line-of-sight issues [Cleary et 
al., 2001].  Unfortunately, magnetic tracking systems are highly susceptible to electromagnetic interference and 
signal noise.  

The 6DOF tracking system will be attached to the forearm at a small distance from the hand to minimize the 
obstruction of hand motion, while still measuring approximate hand position.  Please refer to Figure 3 for an 
illustration of the components in a magnetic hand tracking system. 
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Figure 3 – Magnetic Hand Tracking System Components 

The signals measured by the 6DOF tracking system are the distance and angles from the transmitter, and the 
orientation of the receiver with respect to the transmitter.  These measurements are determined using three 
orthogonal coils in the transmitter to produce orthogonal fields that are measured by three orthogonal coils in the 
receiver.  As the distance between the transmitter and receiver increases, the field strength decreases and less 
current is induced in the receiver.  Similarly, as the orientation of the receiving coils rotate out of alignment from 
the transmitting coils, the current induced in the receiving coils is reduced.  This section describes why Cartesian 
co-ordinates are not representative of the actual measurement, and why spherical co-ordinates are used in the 
measurement model for the Kalman filters. 
The magnetic field intensity of a coil can be described using the following equation based on Ampere’s Law and 
illustrated in Figure 4: [Smith and Dorf, 1992] 
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Figure 4 – Field Intensity of a Coil 
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Since the emitting coils are very small relative to the distance between the sensor on the arm and the emitting 
coils, this equation can be approximated using: [Baillot and Rolland, 1996] 

3

2

2r

NiR
B

µ≈  

With perpendicular and parallel components to the line between the sensor and emitter as follows an illustrated in 
Figure 5 (based on [Baillot and Rolland, 1996]): 
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Figure 5 – Orthogonal Components of Magnetic Field 

Where, 
tjIei ω−= is the current in the coil at time t, with frequency ϖ, maximum current amplitude I, 

r is the distance between the sensor and transmitter, 

θ is the angle between the axis of the transmitting coil and the line between the transmitter and sensor, 

N is the number of coils in the transmitting coil, 
R is the radius of the transmitting coil, 
L is the length of the transmitting coil, and 

µ is the permeability of the air between the transmitter and sensor 
The relationship between magnetic field intensity (B) and the measured current (i) at the sensor can be 
approximated using the field intensity at the center of a very short coil: [Smith and Dorf, 1992] 

sensor

sensor

N

BR
i

µ
4

≈  

Where, 
Rsensor is the radius of the sensor coil, and 

µsensor is permeability of the material used in the core of the sensor coil 
As described in [Baillot and Rolland, 1996], the position and orientation of the sensor relative to the transmitter 
can be determined using measurements of current along each of the three orthogonal sensor coils for three 
different transmission fields, resulting in a system of nine equations that must be solved. 

In most practical implementations of magnetic tracking systems, fluxgate magnetometers are used rather than 
bare coils.  In fluxgate magnetometers, two windings are wrapped around a core.  One winding is used to produce 
a magnetic field that saturates the core.  The second winding measures the change in magnetic field after the first 
winding stops producing a magnetic field.  Rather than using current to measure the magnetic field intensity, the 
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rate of change of the field is used, but result in determining the same measurements - distance and angles from 
the transmitter to receiver. 

4 Filtering and Prediction Techniques 
As previously identified in literature, magnetic tracking systems are highly susceptible to both orientation and 
position noise, and the noise increases with the distance between the receiver and transmitter.  Minimizing the 
noise in the tracking signal will improve the quality of hand gesture interpretation. 
Wiener filters, although optimal in the least mean-squared error sense, require a priori knowledge of the statistical 
properties of both the signal and noise (auto and cross-correlation) and require the entire set of data.  Traditional 
Kalman filters also require statistical properties of the signal, but are recursive in nature, reducing the 
computational complexity and storage requirements since all previous information does not need to be re-
processed with the introduction of new observations. 
Traditional Kalman filters require an accurate linear model of the system dynamics, along with an accurate linear 
model of the observation process to be optimal in a least mean-squared error sense.  In scenarios where the 
system dynamics and / or observation models are non-linear, such as the conversion from spherical to Cartesian 
co-ordinates in a hand tracking system, the standard Kalman filter is no longer optimal. 
A common approach to apply the recursive least squares Kalman filter to non-linear models is through the use of 
the extended Kalman filter.  The extended Kalman filter (EKF) linearizes the model(s) to provide sub-optimal 
output using the standard Kalman filter equations.  This technique is considered an ad-hoc filter since a proof 
cannot be derived in general to guarantee optimality in terms of the minimum mean squared error.  If the 
linearization is not a good local approximation of the model, instability may result.  Another drawback to the EKF 
is the computational complexity of calculating the required partial derivatives with each new sample.  Several 
alternatives to the EKF have been proposed in recent research, including the unscented Kalman filter (UKF) 
introduced by Julier and Uhlmann [Julier et. al, 1995], and covariance intersection techniques developed by the 
Covariance Intersection Working Group [CI, 1997]. 
The unscented Kalman filter proposed by Julier and Uhlmann avoids the use of Jacobian matrices, simplifying the 
implementation of the filter and potentially reducing its complexity.  In addition, the authors claim that the 
unscented Kalman filter provides a more accurate estimation result, reducing the potential instability issues that 
can arise with the EKF when the linearization is not a good approximation. 
The covariance intersection technique provides a method to combine estimates without knowledge about their 
correlation.  This technique guarantees that the covariance estimate will not be underestimated, resulting in a 
non-divergent filter even when the observations are not statistically independent.  When the observations are 
statistically independent, the covariance intersection technique will result in less accurate results than the EKF.  
For this project, it will be assumed that a single hand position sensor is used, and observations are statistically 
independent, eliminating any advantage the covariance intersection technique may provide over the UKF and 
EKF. 
Kalman prediction techniques can be used to reduce the lag in magnetic tracking systems, but the lag is replaced 
with potentially erratic positioning since a model for general hand motion will never be perfect. 
A computer simulation was used to evaluate the performance of the extended and unscented Kalman filters for 
use in hand tracking.  This simulation used a simplified model of the hand dynamics since an accurate model for 
human body dynamics is a large problem on its own, and a non-linear observation model was used in each of the 
filters.  Process and measurement noise was introduced and an appropriate performance measure was used to 
evaluate the two techniques. 

5 Linear Discrete Kalman Filter 
The Kalman filter is an optimal recursive least squares estimator under the following conditions: 

• Hand dynamics can be accurately modeled with a linear model 

• A linear, accurate observation model exists 

• Noise affecting the hand dynamics and sensor data has known covariance and is a Gaussian process 
with zero mean 

The basic principle of the Kalman filter is to estimate successive states of the system based on the current 
estimated state of the system and (noisy) observations.  The current estimated state of the system and the 
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observation are combined using the correlation matrices of the error in the current estimate and the error in the 
(noisy) observation.  This technique is computationally efficient since the entire sequence of previous 
observations does not require reprocessing with the introduction of new observations.  The information in the 
current state and its error correlation matrix summarizes the previous observations. 
Although the linear discrete Kalman filter cannot be used directly with non-linear measurement or process 
models, it is summarized here for comparison with the EKF and UKF in subsequent sections.  The notation from 
[Haykin, 1996] is used, which is summarized in section 14 (page 28). 
The Kalman gain (a measure of the relative confidence between our past estimates and the new observation) is 
calculated, 

( ) 1

2 )()()1,()()()1,()(
−

+−−= nnnnnnnnn HH QCKCCKG  

The innovations (error in our estimate) are calculated with, 

))|(ˆ)()()( 1−−= nYnnnn xCy�  

The estimate is updated with the measurements using the innovations weighted by the Kalman gain, 

)()()|(ˆ)|(ˆ 1 nnYnYn nn
�Gxx += −  

The correlation of the error in this estimate is calculated, 

( ) )1,()()()( −−= nnnnn KCGIK  

The estimate for the next iteration based on current observations is predicted, 

)|()()|1(ˆ nn YnnYn xFx =+  

And the correlation of the error in the predicted state is calculated, 

)(),1()(),1(),1( 1 nnnnnnnn H QFKFK +++=+  

These are summarized in Figure 6 (based on [Haykin, 1996] and [Brown, 1997]) 

Calculate Kalman Gain Calculate Innovations

Update State
Estimate

Calculate Correlation of
Error In Estimated State

Initial state
estimate and

correlation of error
in estimated state

Observations

State Estimate /
Prediction

Predict next state estimate

Predict correlation of error
in estimated state

 

Figure 6 – Kalman Filter Summary 

The ability to determine both an estimate of the system state and a measure of its error is potentially very useful 
in gesture interpretation.  Without the correlation matrix of the estimate error, an assumption would have to be 
made about every estimate of hand position and without additional information, the accuracy of estimates would 
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be indistinguishable.  With the correlation matrix, a high error in a hand position estimate can be considered in 
subsequent stages of gesture interpretation, as summarized in Figure 7. 
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Figure 7 – Gesture Interpretation Overview 

Before Kalman filters can be applied to gesture interpretation, a model of the system dynamics, a model of the 
observation process, and the statistical properties of both the system and observation noise are required. 

6 Process Model 
In any Kalman-based filter, both a model of the process and a model to convert from a system state to 
measurement variables are required.  In hand gesture interpretation, the process model is a model of the 
dynamics of the hand. 

Although human hand movement cannot be reliably predicted, a simplified hand model can be used to achieve 
sub-optimal filtering and prediction.  As specified in the project proposal, a simplified hand model will be used 
where the hand is represented as a point in space with constant velocity.  Any acceleration of the hand is 
modelled as white noise.  This technique is commonly used to track objects that are difficult to model [Kohler, 
1997]. 
The relationship between the process and measurements is illustrated in Figure 8, where the state is the position 
and velocity of the hand in Cartesian co-ordinates, and the measurement using a magnetic tracking device is in 
spherical co-ordinates. 
It is assumed that the process noise and the measurement noise are independent, since measurement noise is 
based on magnetic interference and process noise is based on hand acceleration. 



Kalman Filtering and Prediction for Hand Tracking 
Ben Miners  April 20, 2001 

 

 
 - 10 - 

Transmitter

Receiver on forearm

Measurement in
spherical co-ordinates

System State:
Hand position and
velocity in Cartesian
co-ordinates

 

Figure 8 – System and Measurement Model Relationship 

6.1 Process Model Equations 
Using the simplification that the dynamics of the hand follows a linear motion pattern, the system model is as 
follows (adopting the variable naming conventions used in [Haykin, 1996]): 

)()(),1()1( 1 nnnnn vxFx ++=+  

Where x is a state vector that describes the state of the hand, F is the (MxM) state transition matrix, defining 
the relationship between x(n) and x(n+1) or how the state of the hand changes between time n and time n+1.  
Since the contribution of muscles in the arm and decisions on how the hand will move cannot be reliably 
modeled, it is included in the process noise vector, v1. The Kalman filter derivation is based on the process 
noise (v1) being a random stationary process with normal distribution and a mean of zero.  Neglecting the 
muscles in the arm and the decisions of the person introduces inaccuracies into the model due to the 
simplification. 

Since only the magnetic tracking receiver measurements are available, estimates of the process state must 
be used.  x(n) and x(n+1) are hidden variables to the system.  The resulting equation using the estimates of 
the process state is: 

)()(ˆ),1()1(ˆ 1 nnnnn vxFx ++=+  

Since it was assumed the hand follows a linear motion model, Newton’s equations of motion can be used to 
model the motion: 

2
0 2

1
atvtxx ++=  

Assuming a constant velocity results in a = 0 and any acceleration that does occur will be considered process 
noise (v1).  Using Newton’s equations of motion in the state of the and results in the following state matrix: 
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Where P(n) is a 3 element vector of the position at time n in Cartesian co-ordinates, and V(n) is a 3 element 
vector of the velocity at time n.  The state transition matrix is then: 
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Where ∆t is the time interval between time n and time n+1. 

This state transition matrix allows the use of dead reckoning to estimate the position of the hand until new 
measurements are available. 

7 Measurement Model 
If the measurement errors in each component of the hand movement were uncorrelated, tracking of the hand can 
be simplified by using independent Kalman filters for each component.  Unfortunately, determining position in a 
magnetic tracking system is based on spherical co-ordinates based on the distance from the transmitter, azimuth 
and elevation.  Since the independence assumption cannot be made, a single Kalman filter must be used to 
include the correlations between different components of the sensor measurements.  Otherwise, three separate 
(and simpler) Kalman filters could be used to reduce computational complexity. 

7.1 Measurement Model Equations 
The coordinates used by the magnetic tracking system must be converted to a common coordinate system in 
order to be used with other sensors, or to provide relevant input into a hand gesture recognition system.  A 
co-ordinate transformation between Cartesian co-ordinates and spherical co-ordinates is required, as 
illustrated in Figure 9.  
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Figure 9 – Measurement Co-ordinate Transformation 

The measurements made are the distance between the transmitter and receiver (r), azimuth (θ) and elevation 
(ϕ), resulting in the following observation vector: 
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The relationship between the position of the hand in Cartesian co-ordinates at time n to the observation in 
spherical co-ordinates is non-linear and can be described with the following three equations: 
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Unfortunately, these equations cannot easily be converted into the measurement matrix as is required for the 
discrete linear Kalman filter.  It is this coordinate transformation that introduces non-linearities into the hand 
model, violating the linearity constraint, and requiring alternative Kalman filters such as the EKF and UKF.  

8 Extended Kalman Filter 
Since the relationship between the measurements of the hand position are nonlinearly related to the state of the 
system, this violates the linear assumption of the standard Kalman filter.  The extended Kalman filter (EKF) is an 
ad hoc technique to provide to use the standard Kalman filter on non-linear process or measurement models 
resulting in sub-optimal estimates.  The measurement model and process model are linearized about the mean 
and covariance (the current operating point) at each iteration, and the standard Kalman filter is applied to the 
linearized models. 

In the linear discrete Kalman filter, the state of the system can be updated with a straightforward matrix 
multiplication (F(n+1,n)).  Similarly, converting from the state to measurement space is accomplished with another 
matrix multiplication (C(n)).  Both of these matrices are approximated in the extended Kalman filter using a first-
order Taylor expansion.  To accomplish this, the Jacobian matrix of both the process model and the measurement 
model need to be calculated.  Since the process model is already linear, the calculation is trivial, 
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But, the Jacobian matrix of the nonlinear measurement model is nontrivial, 
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These linearized matrices are incorporated into the extended Kalman filter using the following equations [Haykin, 
1996], 

The Kalman gain is now, 

( ) 1

2 )()()1,()()()1,()(
−

+−−= nnnnnnnnn HH
f QCKCCKG  

The innovations are calculated with, 

))|(ˆ,()()( 1−−= nYnnnn xCy�  

The estimate is updated with the measurements using, 

)()()|(ˆ)|(ˆ 1 nnYnYn fnn �Gxx += −  

The error covariance for this estimate is calculated, 

( ) )1,()()()( −−= nnnnn f KCGIK  

The estimate for the next iteration based on current observations is predicted, 

))|(,()|1(ˆ nn YnnYn xFx =+  

And the error covariance for the next iteration is predicted, 

)(),1()(),1(),1( 1 nnnnnnnn H QFKFK +++=+  

Where F(n+1,n) and C(n) are the Jacobian matrices evaluated at the current state estimate.  Please refer to 
Figure 6 for an illustration of how these equations interact in the Kalman filter.  

The fundamental flaw in the extended Kalman filter is the fact that the probability distributions are no longer 
Gaussian after the non-linear transformation [Welch and Bishop, 2001], violating the assumption in the standard 
Kalman filter. 

9 Unscented Kalman Filter 
Julier, Uhlmann, and Durrant-Whyte identified the following three significant disadvantages in using the EKF 
[Julier et. al., 1995]: 

• Linearization can produce highly unstable filter performance if the discrete time intervals are not 
sufficiently small 

• Derivation of the Jacobian matrices are nontrivial 

• Sufficiently small time intervals usually implies high computational overhead 

The unscented Kalman filter (UKF) is based on the relatively low complexity in approximating a known statistical 
distribution rather than approximating a non-linear function.  When reviewing literature on this technique, very few 
papers exist, and those that do exist include terse explanations or only describe portions of the UKF.  To provide 
a relevant comparison between the algorithm for the UKF and the EKF, the algorithm for the UKF was interpreted 
from several variations mentioned in [Julier et al., 1995], [Janet, 1998], [Julier, 1999], and [Wan and van der 
Merwe, 2000] and presented here.  Direct comparisons between the UKF and EKF equations are made in this 
section, and clarifications or explanations included where appropriate. 
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The extended Kalman filter calculates the Kalman gain and the correlation of the error in the state estimate based 
on a linearization of the measurement (C(n))and process (K(n,n-1)) models about the estimated state, using: 

( ) 1

2 )()()1,()()()1,()(
−

+−−= nnnnnnnnn HH
f QCKCCKG  to calculate the Kalman gain, and 

( ) )1,()()()( −−= nnnnn f KCGIK  to calculate the correlation of the error in the state estimate.  At the same 

time, the actual (non-linear) process and measurement models are used to determine the innovations and state 
estimates.  In contrast, the UKF calculates the correlation of the error in the state estimate, innovations, and state 
estimates together without passing values through the linearized process or measurement models.  This 
significant difference can be observed in Figure 10 and Figure 11. 
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Update State
Estimate

Calculate Correlation of
Error In Estimated State

Initial state
estimate and

correlation of error
in estimated state

Observations

State Estimate /
Prediction

Predict next state estimate

Predict correlation of error
in estimated state

Based on passing the
estimated state through the
actual measurement model

Based on passing the
estimated state through

the actual process model

Based on passing the
previous state error

correlation through the
linearized process model

Based on passing the correlation
of the predicted  state errorthrough
the linearized measurement model

 

Figure 10 – Linearized and actual models used in EKF with estimated means and correlations 
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Figure 11 – Actual models used in UKF with sigma vectors 

9.1 UKF and EKF algorithm comparison 
The basis of the UKF is the unscented transform, where a distribution is approximated using a set of vectors, 
and these vectors are passed through the (non-linear) function to determine the probability distribution of the 
output from the function rather than linearizing the function itself.  The unscented Kalman filter is summarized 
and compared against the EKF in the following set of equations, using the notation in [Haykin, 1996] for 
consistency: 

9.1.1 Kalman Gain 
In the UKF, a series of sigma vectors, or vectors selected to be representative of the probability 
distribution are used to determine the cross-correlation between the error in the estimated state and error 
in the estimated observations, along with the correlation matrix of the error in the estimated observation.  
Since these two matrices are explained later, they will be simplified here by using )1,( −nnP  to 
represent the cross correlation between the error in the estimated state and error in the estimated 
observations at time n, and )1,( −nnR  representing the correlation matrix of the error in the estimated 
observation.  This is  

( ) 1)1,()1,()( −−−= nnnnnf RPG  

9.1.2 Innovations 
In the EKF, the innovations are calculated with, 

)1,(ˆ)())|(ˆ,()()( 1 −−=−= − nnnYnnnn n zyxCy�  

Whereas in the UKF, the innovations are calculated using the set of selected sigma vectors rather than 
the single state estimate, 
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Where the weighted average of 2(2M+N)+1 sigma vectors is used to determine the mean observation.  
This will be described in more detail following the EKF/UKF comparison. 

9.1.3 Update State Estimate 
The estimate for both the EKF and the UKF is updated with the measurements (included in the 
innovations) using, 

)()()|(ˆ)|(ˆ 1 nnYnYn fnn �Gxx += −  

9.1.4 Correlation of Error in State Estimated 
The correlation of the error in the current state estimate is calculated in EKF by passing the correlation of 
the predicted state estimate through the linearized measurement model, 

( ) )1,()()()1,()1,()()()( −−−=−−= nnnnnnnnnnn ff KCGKKCGIK  

Whereas in the UKF, the correlation of the error in the current estimate takes into account the correlation 
of the error in the estimated observation, 

( ) 1)()1,()()1,()( −−−−= nnnnnnn ff GRGKK  

9.1.5 Predict Next State Estimate 
The estimate for the next iteration based on current observations is predicted, 

))|(,()|1(ˆ nn YnnYn xFx =+  

Whereas, using the UKF technique, sigma vectors are passed through the process model to determine 
estimates of the sigma vectors for the next iteration, 

)),(),,(,(),1( 1 nnnnnnn v
iiui ��F� =+  

It should be noted that the sigma vectors passed are based on an augmented system that includes the 
process variables, process noise terms, and observation noise terms and are passed into a slightly 
different process model that includes the relationship between noise and the system state.  This is the 
similar to the technique used when the process and measurement noise is correlated [Brown and Hwang, 
1997], however, the augmented system state is used only in this step rather than maintaining the process 
noise as part of the process state variables.  Representing measurement, process, and state information 
this manner allows the modelling of correlations between them, although we assume they are 
uncorrelated in this project. 
The mean of the estimates of the sigma vectors for the next iteration is then calculated using specified 
weights (please refer to section 9.2 for details) for each of the estimated sigma vectors that were passed 
through the process model, 

� +

=
+=+

)2(2

0

),1()|1(ˆ
NM

i
iin nnWYn �x  

9.1.6 Predict Correlation of Error in Next State Estimate 
The correlation of the error in the estimate for the next iteration is predicted using the linearized process 
model with the EKF, 

)(),1()(),1(),1( 1 nnnnnnnn H QFKFK +++=+  

Whereas the correlation of the error in the estimate calculated using the estimated sigma vectors with the 
UKF, 
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The process noise correlation matrix )(1 nQ does not appear in this equation since it was incorporated 

into an augmented system when estimating the sigma vectors using )),(),,(,( 1 nnnnn v
iiu ��F . 

9.1.7 Predict Next Observation Estimate + Correlation Matrix 
The two new correlation matrices for the error in the introduced to simplify the Kalman gain equation are 
now calculated in the UKF.  The correlation matrix of the error in the estimated observation is calculated 
using the predicted observation sigma vectors and estimated observation mean, 
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Where i

�
is the result of passing the ith sigma point through the augmented observation model as follows, 

)),(),,1(,(),1( 2 nnnnnnn v
iiui ��C

�
+=+  

And the estimated observation was calculated from a weighted combination of the sigma vectors similar 
to how the estimated state was calculated, 
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=

	
z  

The observation noise correlation matrix )(2 nQ does not appear in this equation, although it did appear 
in the EKF equation to calculate the Kalman gain.  This correlation matrix was incorporated into an 

augmented system when estimating the sigma vectors using )),(),,1(,( 2 nnnnn v
iiu 

C + . 

 

The cross-correlation matrix between the error in the estimated state and error in the estimated 
observations is then calculated as follows, 
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=
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It can be seen that the differences between the UKF and the EKF are relatively minor, and are only due to 
using sigma vectors to determine the statistical properties after the process or observation models are 
applied, as illustrated in Figure 10 and Figure 11.   

9.2 Unscented Transform 
Determining the sigma vectors is accomplished using the unscented transform [Julier et al., 1995] as follows: 

)|(ˆ),(0 n
aa Ynnn x� =   

( )( )
i

a
n

aa
i nNMYnnn )(2)|(ˆ),( Kx� λ+++=  for 1<=i<=2M+N 

( )( ) ani
aaa

i nNMnn −++−= )(2ˆ),( Kx� λ  for (2M+N) +1<=i<= 2(2M+N) 

Where, 
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Yn is the augmented state vector of length 2M+N, including the process and 

observation noise terms, and Ka is the correlation matrix for the augmented state vector, 
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and ( )( )
i

a nNM )(2 Kλ++  is the ith column of the matrix square root. λ is an ad-hoc scaling parameter,  

( ) MM −+= κβλ 2 , where β determines how far the sigma vectors are from the mean, κ is an ad-hoc 
scaling parameter, and M is the length of the normal state vector (not augmented with process or observation 
noise). 

The corresponding weights used in the unscented transform are: 

λ
λ

++
=

NM
W

20  when calculating the mean, 

( )2
0 1

2
β

λ
λ −+

++
=

NM
W  when calculating correlations (since the mean should not be scaled using α). 

( )λ++
=

NM
Wi 22

1
 for 1 <= i <=2(2M+N) 

Although the UKF introduces two ad-hoc parameters for tuning, it eliminates the calculation of the Jacobian 
matrices as is required in the EKF since the measurement and process models are not linearized.  The 
elimination of the Jacobian matrices allows discontinuous functions to be used in the measurement and process 
models without any special considerations. 

10 Results 
To evaluate the performance of the EKF and UKF for tracking the hand using the simplified hand model, several 
test cases were developed.  Performance of the filters was evaluated using the Polhemus FasTrack specifications 
for measurement errors, and the measurement noise introduced into the system matched the given measurement 
error statistical properties.  The scaling parameter β was set to 1 (unscaled), and the other tuning parameter, κ 
was set to the recommended value in [Julier, 1999], M – 3.  The initial position of the hand was at 762mm (30”) 
from the transmitter, at ϕ = π/4 and θ = π/4. 

The effects of noise introduced as normally distributed noise to velocity, acceleration, and the effects of a 
discontinuous model on the EKF and UKF for hand tracking are summarized in this section. 

10.1 Velocity Noise 
Linear motion is introduced in this test case, where the x, y, and z velocity of the hand follow a Gaussian 
white noise process.  Both the EKF and UKF are initialized with the same initial parameters and observe the 
same sequence of observations.  Typical results are illustrated in Figure 12, Figure 13, and Figure 14. In 
Figure 12, the solid black line represents the actual position, the dashed red line the EKF estimate, and the 
dashed blue line the UKF estimate.  In Figure 13, the black “+” markers indicate actual hand position, the 
green circles are the measurements, the red line the EKF estimate, and the blue line the UKF estimate.  In 
Figure 14, the solid blue line represents the mean squared error in the UKF estimate, the solid red line the 
mean squared error in the EKF estimate, the dashed blue line the estimated standard deviation of the error in 
the estimate for the UKF, and the dashed red line for the EKF.  If the distinction between the lines is not clear, 
please refer to http://wolfman.eos.uoguelph.ca/~bminers/track for a colour PDF version of this document. 
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Figure 12 – Velocity Noise – Estimated versus Actual position and velocity in Cartesian co-ordinates 
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Figure 13 – Velocity Noise – Estimated versus actual observations in spherical co-ordinates 
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Figure 14 – Velocity Noise – MSE and estimated σσσσ of estimate error for linear perturbation 

It can be observed that the performance of the UKF is very similar to the performance of the EKF in this 
scenario in terms of average mean squared error.  On average after 10 runs, the UKF resulted in a decrease 
of approximately 6% in mean squared error, and a lower standard deviation of the error in the estimate was 
consistently predicted by the UKF.  

10.2 Acceleration Noise 
Since the velocity of the hand does not realistically move with sudden changes in velocity following a 
Gaussian distribution, random noise was introduced as acceleration rather than velocity.  Typical results from 
this are illustrated in Figure 15, Figure 16, and Figure 17. 



Kalman Filtering and Prediction for Hand Tracking 
Ben Miners  April 20, 2001 

 

 
 - 22 - 

0 10 20 30 40 50 60
420

440

460
Estimated versus actual position in Cartesian co-ordinates

P
x

0 10 20 30 40 50 60
350

400

450

P
y

0 10 20 30 40 50 60
400

450

P
z

0 10 20 30 40 50 60
-1

0

1

V
x

0 10 20 30 40 50 60
-5

0

5

V
y

0 10 20 30 40 50 60
-1

0

1

V
z

Iterations (time)

 

Figure 15 – Acceleration Noise – Estimated versus Actual position and velocity in Cartesian co-
ordinates 
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Figure 16 – Acceleration Noise – Estimated versus actual observations in spherical co-ordinates 
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Figure 17 – Acceleration Noise – MSE and estimated σσσσ of estimate error for linear perturbation 

It can be observed that the performance of the UKF is very similar to the performance of the EKF, similar to 
when noise was introduced into the acceleration.  On average after 10 runs, the UKF resulted in a decrease 
of 0.3% in mean squared error, and a lower standard deviation of the error in the estimate was consistently 
predicted by the UKF. 

10.3 Discontinuous Process Model 
One of the weaknesses of the EKF is in the Jacobian matrices that must be calculated.  If the process or 
measurement models are discontinuous, the Jacobian matrix must be calculated for either one side of the 
discontinuity or the other.  With the UKF, the sigma vectors are passed through the model, allowing the 
possibility for some vectors to be evaluated on one side of the discontinuity and some vectors to be evaluated 
on the other side. 

A “bounding box” was implemented in the process function to restrict the hand movement within specified 
Cartesian co-ordinates, and acceleration noise was introduced into the process model.  Typical results appear 
in Figure 18, Figure 19, and Figure 20. 

EKF 

UKF 

EKF UKF 



Kalman Filtering and Prediction for Hand Tracking 
Ben Miners  April 20, 2001 

 

 
 - 24 - 

0 10 20 30 40 50 60
420

440

460
Estimated versus actual position in Cartesian co-ordinates

P
x

0 10 20 30 40 50 60
400

420

440

P
y

0 10 20 30 40 50 60
410

420

430

P
z

0 10 20 30 40 50 60
-2

0

2

V
x

0 10 20 30 40 50 60
-2

0

2

V
y

0 10 20 30 40 50 60
-1

0

1

V
z

Iterations (time)

 

Figure 18 – Discontinuity – Estimated versus Actual position and velocity in Cartesian co-ordinates 
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Figure 19 – Discontinuity – Estimated versus actual observations in spherical co-ordinates 
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Figure 20 – Discontinuity – MSE and estimated σσσσ of estimate error for linear perturbation 

It can be seen from these results that the UKF performs better than the EKF in terms of mean squared error 
when a discontinuous process model is used.  On average after 10 runs, the UKF resulted in a decrease of 
28% in mean squared error over the EKF using this discontinuous process model. 

11 Conclusion 
The evaluation of the performance of the extended Kalman filter and the unscented Kalman filter in the tasks of 
filtering and prediction of hand position is an important step toward hand gesture interpretation.  Using either the 
EKF or the UKF for non-linear filtering and prediction of hand position will aid in gesture interpretation.  Filtering 
the sensory data will improve the quality of the input for interpretation, along with providing a measure of error for 
subsequent processes in hand gesture interpretation. 

The unscented Kalman filter, as proposed in [Julier et. al., 1995] was shown to be suitable for use in tracking the 
hand using a magnetic 6DOF tracker for the purpose of gesture interpretation.  The claims in [Julier and Uhlmann, 
1997] and [Wan and van der Merwe, 2000] that the UKF is consistently better than the EKF are verified in this 
specific application, however, the improvement that the UKF provides is considerably more significant with a 
highly nonlinear or discontinuous model.  As expected, the difference in terms of mean squared error between the 
UKF and EKF is negligible on models that are approximated well using linearization. 

The simplicity of implementing a complex process or measurement model is a definite advantage of the UKF over 
the EKF, however, this simplicity comes at the expense of CPU time.  The Matlab implementation of the UKF 
required almost twice as much CPU time as the equivalent EKF.  It has been noted in literature that the UKF and 
EKF have the same order of complexity [Wan and van der Merwe, 2000], so the observed difference in 
computation time may be due to implementation differences.  
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12 Future Research 
Janet briefly discusses the use of the UKF in his thesis [Janet, 1998], emphasizes its accuracy, and recommends 
future work in the area.  The applicability of this technique to non-linear systems appears very promising, although 
the computational cost was higher than the EKF in manner it was implemented for this project.  A complexity 
analysis should be performed on the two algorithms using models appropriate for hand tracking.  For a more 
accurate CPU time analysis, both algorithms should be implemented using a lower-level language with less 
unknown overhead. 
Although the recommended values from literature used in this project appeared to work well, a sensitivity analysis 
of the UKF to the various ad-hoc tuning parameters should be performed with respect to the process and 
measurement models used to track the hand. 
The range of movements applied in the simulations avoided angular discontinuities, but this may not be possible 
in a practical environment.  Since quaternions can represent angles without the discontinuities found in spherical 
co-ordinates, their applicability to hand tracking using a magnetic tracker should be investigated. 

Future research into developing a more accurate process model for the hand will improve the accuracy of the 
Kalman filter, as will a more accurate measurement model.  It has been shown that the noise is proportional to the 
fourth power of the transmitter-receiver separation [Nixon et al., 1998].  In addition, [Livingston and State, 1997] 
concluded that orientation error is a function of both the receiver position and its orientation.  Incorporating these 
correlations into the model should improve its accuracy.  Use of feedback from the gesture recognition to assist 
the tracking process may also improve the accuracy. 
Use of real-world test cases rather than simulated scenarios will provide a more accurate and practical 
comparison between the UKF and EKF for use in hand gesture interpretation. 

Other alternative techniques that may be useful include use of covariance intersection since the actual correlation 
matrices may not be accurately known, and use of the interacting multiple model (IMM) technique, where several 
simultaneous Kalman filters are used.  Each Kalman filter in the IMM technique uses a different process model 
describing certain dynamics of hand movement.  The state estimate from the Kalman filter with the minimum 
estimation error is used.  Although the computational cost is increased with the use of multiple simultaneous 
Kalman filters, it may improve the accuracy if several different simplified process models together can describe 
the dynamics of most complex hand movements.  Other techniques such as the decentralized Kalman filters and 
use of Kalman filters for fusion may not be directly applicable to magnetic tracking for hand gesture interpretation, 
but may be useful in multimodal interfaces. 
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14 Appendix A – Nomenclature 
The nomenclature followed in [Haykin, 1996] is used wherever possible for consistency.  All variables used are 
described in Table 1.  Note – this table is an augmented version of table 7.1 in [Haykin, 1996] to include all 
additional variables used in this project. 

Table 1 – Nomenclature 

Variable Description Dimension 
x(n) State vector at time n Mx1 

y(n) Observation vector at time n Nx1 

F(n+1,n) Linearized state transition matrix from time n to n+1 MxM 

F(n,x) (non-linear) process model function from time n to time n+1 Returns MxM 

F(n,x,xv) (non-linear) process model function including effects of 
process noise from time n to time n+1 

Returns MxM 

C(n) Linearized measurement matrix at time n NxN 

C(n,x) (non-linear) measurement model function at time n Returns NxN 

C(n,x,xv) (non-linear) measurement model function at time n including 
effects of measurement noise 

Returns NxN 

Q1(n) Correlation matrix of process noise at time n MxM 

Q2(n) Correlation matrix of measurement noise at time n NxN 

)|(ˆ nYnx  Estimated state vector at time n given observations up to time 
n 

Mx1 

)|1(ˆ nYn +x  Predicted estimate of the state vector at time n+1 given 
observations up to time n 

Mx1 

)(ˆ nz  Estimated observation at time n Nx1 

)1,( −nnP   Cross-correlation between the error in the predicted state and 
error in the predicted observations at time n 

MxN 

iW  Weight used in the unscented transform Scalar 

λ Ad-hoc scaling parameter (a function of κ and β) Scalar 

κ Ad-hoc scaling parameter for the UKF based on the size of 
the state vector 

Scalar 

β Ad-hoc scaling parameter for the UKF based on the distance 
between the sigma vectors and the mean 

Scalar 

),1( nni +�  Predicted sigma vector i at time n+1 Mx1 

�
�
�

�

�

�
�
�
�

�

=
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nn

nn

nn
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Augmented sigma vector at time n (represents the statistical 
properties of the state, process, and measurement noise) 

(2M+N) x 1 

G(n) Kalman gain at time n MxN 

αααα(n) Innovations vector at time n Nx1 

R(n) Correlation matrix of the innovations vector at time n NxN 

K(n+1,n) Correlation matrix of the error in the predicted state at time 
n+1 

MxM 

K(n) Correlation matrix of the error in the estimated state at time n MxM 

)(naK  Correlation matrix of the error in the augmented state at time 
n 

(2M+N) x 
(2M+N) 
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15 Appendix B – Maple Code 
The Jacobian matrices required for the linearization of the measurement model in the EKF were calculated in 
Maple using the following commands: 
> assume( R, r eal ) ;  

> assume( x, r eal ) ;  

> assume( y, r eal ) ;  

> assume( z, r eal ) ;  

> assume( R >= 0) ;  

 
> r ( x, y, z)  : = sqr t ( x^ 2 + y^ 2 + z^ 2) ;  

 := ( )r , ,x~ y~ z~  +  + x~2 y~ 2 z~ 2  

> t het a( x, y, z)  : = ar ct an(  y /  x) ;  

 := ( )θ , ,x~ y~ z~
�
���

�
� ��arctan

y~
x~

 

> phi ( x, y, z)  : = ar ccos(  z /  sqr t ( x^ 2 + y^2 + z^ 2) ) ;  

 := ( )φ , ,x~ y~ z~
�
����

	

 ���arccos

z~

 +  + x~2 y~2 z~2
 

> Di f f ( r , y)  = di f f ( r ( x, y, z) , y) ;  

> Di f f ( r , z)  = di f f ( r ( x, y, z) , z) ;  

> Di f f ( r , x)  = di f f ( r ( x, y, z) , x) ;  

 = ∂
∂
y~

r
y~

 +  + x~2 y~2 z~2
 

 = ∂
∂
z~

r
z~

 +  + x~2 y~2 z~2
 

 = ∂
∂
x~

r
x~

 +  + x~2 y~2 z~2
 

> Di f f ( t het a, x)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( t het a( x, y, z) , x) ) ) ;  

> Di f f ( t het a, y)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( t het a( x, y, z) , y) ) ) ;  

> Di f f ( t het a, z)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( t het a( x, y, z) , z) ) ) ;  

 = 
∂

∂
x~

θ −
y~

−  + z~2 R~ 2
 

 = 
∂

∂
y~

θ
x~

−  + z~2 R~ 2
 

 = ∂
∂
z~

θ 0  

> Di f f ( phi , x)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( phi ( x, y, z) , x) ) ) ;  

> Di f f ( phi , y)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( phi ( x, y, z) , y) ) ) ;  
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> Di f f ( phi , z)  = al gsubs( x^ 2+y^ 2+z^ 2 = R̂ 2, si mpl i f y( di f f ( phi ( x, y, z) , z) ) ) ;  

 = ∂
∂
x~

φ
z~ x~

−  + z~2 R~ 2 R~ 2
 

 = ∂
∂
y~

φ
z~ y~

−  + z~2 R~ 2 R~ 2
 

 = ∂
∂
z~

φ −
−  + z~2 R~ 2

R~ 2  

 

16 Appendix C – Matlab Code 

16.1 Kalman_extended.m 
% kal man_ext ended 
% 
% The Ext ended Kal man Fi l t er  
%  
% I nput  Par amet er s:  
% z = Cur r ent  obser vat i on 
% F = pr ocess model  f unct i on name,  accept i ng a  
%     st at e vect or  ( Mx1) ,  a pr ocess noi se vect or  ( Mx1) ,  and 
%     a t i me i nt er val  and r et ur ns t he r esul t i ng st at e vect or   
%     as pr edi ct ed by t he pr ocess model  af t er  t he gi ven t i me i nt er val  
% 
% C = measur ement  model  f unct i on name,  accept i ng a st at e vect or  ( Mx1) ,  
%     a measur ement  noi se vect or  ( Nx1) ,  and r et ur ns t he r esul t i ng 
%     measur ement  f or  t he gi ven st at e vect or  
% 
% Q1 = pr ocess noi se cor r el at i on mat r i x  
% Q2 = measur ement  noi se cor r el at i on mat r i x  
% K_pr edi ct ed = Cor r el at i on mat r i x  of  t he er r or  i n t he pr edi ct ed  
%               st at e est i mat e f or  t he cur r ent  t i me st ep 
% x_hat _pr evi ous = Pr evi ous est i mat e of  t he syst em st at e 
% 
% t i mest ep = el apsed t i me bet ween i t er at i ons 
 
f unct i on [ x_hat ,  K_pr edi ct ed_next ]  = . . .  
    kal man_ext ended( z,  F,  C,   
        Q1,  Q2,  K_pr edi ct ed,  x_hat _pr evi ous,  t i mest ep)  
 
  m = l engt h( x_hat _pr evi ous) ;  % Lengt h of  st at e vect or  
   
  % Li near i ze t he measur ement  model  
  C_l i near i zed = eval ( [ C ' _j acobi an(  x_hat _pr evi ous )  ' ] ) ;  
 
 
  % Kal man Gai n 
  Gf  = K_pr edi ct ed *  C_l i near i zed'  *  i nv(  C_l i near i zed *  K_pr edi ct ed *  C_l i near i zed'  + Q2 
) ;  
 
   
  % I nnovat i ons 
  al pha = z -  eval ( [  C '  (  x_hat _pr evi ous,  [ ]  )  ' ] ) ;  
 
  % Est i mat i on 
  x_hat _cor r ect ed = x_hat _pr evi ous + Gf  *  al pha;  
  x_hat  = eval ( [  F '  (  x_hat _cor r ect ed,  [ ] ,  t i mest ep )  ' ] ) ;  
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  % Li near i ze t he syst em model  
  x_hat _cor r ect ed;  
  F_l i near i zed = eval ( [  F ' _j acobi an(  x_hat _cor r ect ed,  t i mest ep )  ' ] ) ;  
 
  % Er r or  Cor r el at i on 
  K_f i l t er ed = ( eye( m)  -  Gf  *  C_l i near i zed)  *  K_pr edi ct ed;  
  K_pr edi ct ed_next  = F_l i near i zed *  K_f i l t er ed *  F_l i near i zed'  + Q1;  
 
  % Just  pr edi ct i on:  
  % x_hat  = eval ( [  F_f unct i on '  (  x_hat _cor r ect ed )  ' ] ) ;  
 
% Li near i zat i on of  t he pr ocess model  
% ( yes,  t hi s  one i s al r eady l i near . . . )  
f unct i on F_j acobi an = hand_pr ocess_model _j acobi an(  x_st at e,  dt  )  
  F_j acobi an = [ 1 0 0 dt  0  0;   
                0 1 0 0  dt  0;   
                0 0 1 0  0  dt ;  
                0 0 0 1  0  0;  
                0 0 0 0  1  0;  
                0 0 0 0  0  1 ] ;  
 
 
% Li near i zat i on of  t he measur ement  model  
f unct i on C_j acobi an = hand_measur ement _model _j acobi an(  x_st at e )  
%  Jacobi an:  dh/ dx = [  dh1/ dx1 dh1/ dx2 dh1/ d3 .  .  .  ;  dh2/ dx1 dh2/ dx2 .  .  .  ] ;  
 
  x = x_st at e( 1) ;  
  y = x_st at e( 2) ;  
  z = x_st at e( 3) ;  
  r  = sqr t ( x^2 + y^2 + z^2) ;  
  i f  ( r  == 0)  
      C_j acobi an = [  0 0 0 ;  0 0 0 ;  0 0 0] ;  
  el se 
      % Par t i al  der i vat i ve of  r  wi t h r espect  t o x ,  y,  and z  
      dr dx = x  /  r ;  
      dr dy = y  /  r ;  
      dr dz = z  /  r ;  
      % Par t i al  der i vat i ve of  t het a wi t h r espect  t o x ,  y,  and z  
      i f  ( ( r  == 0)  & ( z == 0) )  
          dt het adx = 0;  
          dt het ady = 0;  
      el se 
          dt het adx = y  /  ( z^ 2- r ^ 2) ;  
          dt het ady = x  /  ( - z^2 + r ^2) ;  
      end 
      dt het adz = 0;  
      % Par t i al  der i vat i ve of  phi  wi t h r espect  t o x ,  y,  and z  
      i f  ( z == 0)  
          dphi dx = 0;  
          dphi dy = 0;  
      el se 
          dphi dx = z  *  x  /  (  sqr t ( -  z^ 2 + r ^ 2 )  *  r ^2 ) ;  
          dphi dy = z  *  y  /  (  sqr t ( -  z^ 2 + r ^ 2 )  *  r ^2 ) ;  
      end 
      dphi dz = - sqr t (  -  z^ 2 + r ^ 2 )  /  r ^ 2;  
      
      C_j acobi an = [  dr dx     dr dy     dr dz     0 0 0;   
                     dt het adx dt het ady dt het adz 0 0 0;   
                     dphi dx   dphi dy   dphi dz   0 0 0 ] ;  
  end 
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16.2 Kalman_unscented.m 
% kal man_unscent ed 
% 
% Based on [ Jul i er  et  al . ,  1995]  ( ht t p: / / www. r obot s. ox. ac. uk/ ~si j u/ wor k/ wor k. ht ml )  
% 
% I nput  par amet er s:  
% z = Cur r ent  obser vat i on 
% F = pr ocess model  f unct i on name,  accept i ng a  
%     st at e vect or  ( Mx1) ,  a pr ocess noi se vect or  ( Mx1) ,  and 
%     a t i me i nt er val  and r et ur ns t he r esul t i ng st at e vect or   
%     as pr edi ct ed by t he pr ocess model  af t er  t he gi ven t i me i nt er val  
% 
% C = measur ement  model  f unct i on name,  accept i ng a st at e vect or  ( Mx1) ,  
%     a measur ement  noi se vect or  ( Nx1) ,  and r et ur ns t he r esul t i ng 
%     measur ement  f or  t he gi ven st at e vect or  
% 
% Q1 = pr ocess noi se cor r el at i on mat r i x  
% Q2 = measur ement  noi se cor r el at i on mat r i x  
% K_pr edi ct ed = Cor r el at i on mat r i x  of  t he er r or  i n t he pr edi ct ed  
%               st at e est i mat e f or  t he cur r ent  t i me st ep 
% x_hat _pr evi ous = Pr evi ous est i mat e of  t he syst em st at e 
% 
% t i mest ep = el apsed t i me bet ween i t er at i ons 
% 
f unct i on [ x_hat ,  K_pr edi ct ed_next ]  = . . .  
    kal man_unscent ed( z,  F,  C,  Q1,  Q2,  K_pr edi ct ed,  x_hat _pr evi ous, t i mest ep)  
 
% Ad- hoc scal i ng par amet er  t hat  can be used t o adj ust  t he  
% di st ance bet ween t he mean and t he si gma vect or s  
% bet a = 1 t o el i mi nat e t he ef f ect s of  t he scal i ng par amet er  
bet a = 1;     
 
% Ad- hoc scal i ng f act or  based on t he di mensi ons i n t he st at e 
% As r ecommended i n [ Jul i er ,  1999] ,  kappa = M- 3 wor ks wel l .  
kappa = l engt h( z)  -  3;   
 
M = l engt h( x_hat _pr evi ous) ;  % Si ze of  st at e vect or  
N = l engt h( z) ;  % Si ze of  measur ement  vect or  
i f  ( sum( Q1)  > 0)   
    v1_si ze = M;     % Pr ocess noi se exi st s  
el se 
    v1_si ze = 0;     % No pr ocess noi se 
    Q1 = [ ] ;  
end 
i f  ( sum( Q2)  > 0)   
    v2_si ze = N;     % Measur ement  noi se exi st s  
el se 
    v2_si ze = 0;     % No measur ement  noi se 
    Q2 = [ ] ;  
end 
 
% l ambda i s an ad- hoc scal i ng par amet er  based on  
% bet a,  kappa,  and t he s i ze of  t he st at e vect or  ( M)  
l ambda = ( bet a^2) * ( M + kappa)  -  M;  
 
% Tot al  number  of  si gma vect or s  
nsp = 2* ( M + v1_si ze + v2_si ze) +1;  
 
% Cal cul at e si gma poi nt s  and t hei r  wei ght s  
 
% The si gma poi nt s  ar e f or med by st acki ng up PEst  and Q t o gi ve 
% t he augment ed si gma poi nt  set .  
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i f  ( v1_si ze + v2_si ze > 0)  
    % Noi se exi st s,  so an augment ed mat r i x  t hat  i nc l udes 
    % t he pr ocess noi se,  measur ement  noi se,  and st at e est i mat i on 
    % cor r el at i on i nf or mat i on must  be const r uct ed.  
    % I t  i s assumed t he pr ocess noi se and measur ement  noi se i s uncor r el at ed,  
    % as ar e t he noi ses wi t h t he st at e est i mat i on cor r el at i on.  
 Q1_Q2 = [  Q1                       zer os( v1_si ze, v2_si ze) ;  . . . .  
              zer os( v2_si ze, v1_si ze)    Q2                     ] ;  
 K_augment ed = [  K_pr edi ct ed                   zer os( M,  v1_si ze + v2_si ze) ;  . . .  
                    zer os( v1_si ze + v2_si ze,  M)    Q1_Q2                       ] ;  
el se 
    % No noi se,  so an augment ed mat r i x  does not  need t o be used.  
 K_augment ed = K_pr edi ct ed;  
end;  
 
% Cal cul at e t he mat r i x  squar e r oot  
K_augment ed_sqr t m = r eal (  sqr t m(  . . .  
    ( M + v1_si ze + v2_si ze + l ambda)  *  K_augment ed)  ) ;  
 
% Cal cul at e t he si gma vect or s t hat  wi l l  be i nput  t o t he pr ocess and 
% measur ement  model s  
Chi _augment ed = [ zer os( M + v1_si ze + v2_si ze,  1)  . . .  
                - K_augment ed_sqr t m K_augment ed_sqr t m] ;  
 
% Ar r ay of  t he wei ght s  f or  each si gma poi nt  
W = [ l ambda 0. 5* ones( 1,  2* ( M + v1_si ze + v2_si ze) ) ]  /  . . .  
    ( M + v1_si ze + v2_si ze + l ambda) ;  
 
% I ni t i al i se i nt er medi at e val ues 
xPr ed         = zer os(  M,  1) ;  
xPr edSi gmaPt s = zer os(  M,  nsp) ;  
zPr ed         = zer os(  N,  1) ;  
zPr edSi gmaPt s = zer os(  N,  nsp) ;  
KPr ed         = zer os(  M,  M) ;  
al phaPr ed     = zer os(  N,  N) ;  
PPr ed         = zer os(  M,  N) ;  
 
% Pass t he s i gma poi nt s t hr ough t he pr ocess and measur ement  model s 
% t o det er mi ne t he st at i st i cal  pr oper t i es of  t he out put s f r om 
% t hese model s  
f or  count =1: nsp,  
    % Pass t he s i gma vect or s  t hr ough t he pr ocess model  t o get  
    % est i mat es of  wher e t he s i gma vect or s  wi l l  be based on t he model  
 xPr edSi gmaPt s( : , count ) =eval ( [ F ' ( Chi _augment ed( 1: M,  count ) +x_hat _pr evi ous,  
Chi _augment ed( M+1: M+v1_si ze, count ) ,  t i mest ep) ' ] ) ;  
    % The mean val ue i s t he wei ght ed sum of  each si gma vect or  
    xPr ed=xPr ed+W( count ) * xPr edSi gmaPt s( : , count ) ;  
 
    % Pass t he est i mat es of  t he si gma vect or s based on t he pr ocess model  
    % t hr ough t he measur ement  model  
 zPr edSi gmaPt s( : , count ) =eval ( [ C ' ( xPr edSi gmaPt s( : ,  count ) ,  
Chi _augment ed( M+v1_si ze+1: M+v1_si ze+v2_si ze, count ) ) ' ] ) ;  
    % The mean val ue i s t he wei ght ed sum of  each si gma vect or  
    zPr ed=zPr ed+W( count ) * zPr edSi gmaPt s( : , count ) ;  
end;  
 
% The wei ght s ar e adj ust ed her e t o adj ust  t he di s t ance of  t he s i gma vect or s  
% f r om t he mean 
W( 1)  = W( 1)  + ( 1 -  bet a^ 2) ;  
 
% Wor k out  t he cor r el at i ons and t he cr oss cor r el at i ons 
f or  count =1: nsp,  
        % Di st ances beween t he s i gma vect or s  and t he mean 
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        exSi gmaPt =xPr edSi gmaPt s( : , count )  -  xPr ed;  
        ezSi gmaPt =zPr edSi gmaPt s( : , count )  -  zPr ed;  
         
        % Pr edi ct i on covar i ance  
        KPr ed = KPr ed + W( count )  *  exSi gmaPt  *  exSi gmaPt ' ;  
         
        % I nnovat i on covar i ance  
        al phaPr ed = al phaPr ed + W( count )  *  ezSi gmaPt  *  ezSi gmaPt ' ;  
         
        % Cr oss- cor r el at i on bet ween obser vat i ons and st at es 
        PPr ed = PPr ed + W( count )  *  exSi gmaPt  *  ezSi gmaPt ' ;  
end;  
 
% Cal cul at e Kal man gai n 
G = PPr ed *  i nv(  al phaPr ed ) ;  
 
% Updat e t he st at e est i mat e 
x_hat  = xPr ed + G *  (  z -  zPr ed ) ;  
 
% Updat e t he cor r el at i on of  er r or  i n t he est i mat e 
K_pr edi ct ed_next  = KPr ed -  G *  al phaPr ed *  G' ;  

16.3 Kalman_standard.m 
% Kal man Fi l t er  
% 
% Fol l owi ng wi t h t he convent i ons of  [ Hayki n,  1996] ,  
% 
% y = ( n x  k)  obser vat i ons ( n x 1)  f or  each sampl e at  t i me k 
% F = ( m x m)  mat r i x  of  t he syst em model  
% C = ( n x  m)  mat r i x  of  t he measur ement  model  
% Q1 = ( m x m)  syst em noi se covar i ance 
% Q2 = ( n x n)  measur ement  noi se covar i ance 
%  
% x = ( m x k)  pr ocess st at e vect or  at  t i me k  
% P = ( m x m x k)  er r or  covar i ance mat r i x at  t i me k  
%  
f unct i on [ x_hat ,  K_pr edi ct ed_next ]  = . . .  
    kal man_st andar d( y,  F,  C,  Q1,  Q2,  K_pr edi ct ed,  x_hat _pr evi ous)  
 
  % Kal man Gai n 
  G = F *  K_pr edi ct ed *  C'  *  i nv(  C *  K_pr edi ct ed *  C'  + Q2 ) ;  
  % I nnovat i ons 
  al pha = y -  C *  x_hat _pr evi ous;  
  % Est i mat i on 
  x_hat  = F *  x_hat _pr evi ous + G *  al pha;  
  % Er r or  Cor r el at i on 
  K_f i l t er ed = K_pr edi ct ed -  F *  G *  C *  K_pr edi ct ed;  
  K_pr edi ct ed_next  = F *  K_f i l t er ed *  F'  + Q1;  
 
  % Just  pr edi ct i on:  
  % x_hat ( : , t +1)  = F *  x_hat _pr evi ous( : , t ) ;  

16.4 Hand_measurement_model.m 
% hand_measur ement _model  
% 
% Tr ansl at e f r om st at e mat r i x t o measur ement  mat r i x  
% 
% I nput  par amet er s:  
% x_st at e           = st at e of  syst em 
% measur ement _noi se = noi se i nt r oduced i nt o t he non- l i near  model  ( UKF)  
% 
% Ret ur ns a measur ement  cor r espondi ng t o t he gi ven syst em st at e 
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% 
f unct i on C = hand_measur ement _model (  x_st at e,  measur ement _noi se )  
  % Conver t  x, y, z t o r ,  t het a,  phi  
  x = x_st at e( 1) ;  
  y = x_st at e( 2) ;  
  z = x_st at e( 3) ;  
   
  % di st ance f r om t r ansmi t t er  t o r ecei ver  on f or ear m 
  r  = sqr t ( x^2 + y^2 + z^2) ;  
 
  % A bi t  of  a pr obl em i f  t he separ at i on i s not  f ar  enough,  
  % but  most  specs st at e t hat  t her e must  be at  l east  a  
  % 30cm separ at i on 
  i f  ( r  == 0)  
      di sp( ' zer o r ' ) ;  
      C = [  0 ;  0 ;  0 ] ;  
  el se 
      t het a = at an(  y /  x) ;  
      phi  = acos(  z /  r  ) ;  
       
      C = [ r  ;  t het a ;  phi  ] ;  
  end 
   
  % I ncor por at e measur ement  noi se.   I t ' s  addi t i ve and uncor r el at ed.  
  i f  ( l engt h( measur ement _noi se)  > 0)  
      C = C + measur ement _noi se;  
  End 

16.5 Hand_process_model.m 
% Pr ocess model  f or  hand t r acki ng 
% 
% I nput  par amet er s:  
% x_st at e = st at e of  syst em 
% syst em_noi se = noi se i nt r oduced i nt o nonl i near  model  ( UKF)  
% t i me_st ep = l engt h of  i nt er val  bet ween now and t he r et ur ned val ue 
% 
% r et ur ns t he st at e of  t he syst em at  t i me now + t i me_st ep 
% 
f unct i on F = hand_pr ocess_model (  x_st at e,  syst em_noi se,  t i me_st ep )  
 
  i f  ( l engt h( syst em_noi se)  > 0)  
    x_st at e = x_st at e + syst em_noi se;  
  % I mpl ement  a " boundi ng box"  i n whi ch t he hand must  r emai n 
  %  f or  i  = 1: 3 
  %      i f  ( x_st at e( i )  > 424 + 10)  & ( x_st at e( i +3)  > 0)  
  %          x_st at e( i +3)  = 0;  
  %      el sei f  ( x_st at e( i )  < 424 -  10)  & ( x_st at e( i +3)  < 0)  
  %          x_st at e( i +3)  = 0;  
  %      end 
  %   end 
  end 
 
  px = x_st at e( 1) ;  
  py = x_st at e( 2) ;  
  pz = x_st at e( 3) ;  
  vx  = x_st at e( 4) ;  
  vy  = x_st at e( 5) ;  
  vz  = x_st at e( 6) ;  
   
  F = [  px + t i me_st ep* vx ;   
        py  + t i me_st ep* vy;   
        pz  + t i me_st ep* vz;   
        vx  ;   
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        vy  ;   
        vz  ] ;  

16.6 Hand_tracking.m 
% hand_t r acki ng 
% 
% Run si mul at i ons t o eval uat e t he EKF and UKF 
% 
% 
 
f unct i on hand_t r acki ng 
 
% I t er at i ons:  
max_t  = 50;  
 
% Syst em St at e 
% - - - - - - - - - - - - - - - - -  
 
% Act ual  syst em st at e ( x , y, z,  vx,  vy,  vz)  
x_act ual  = zer os( 6, max_t +1) ;  
% Hand at  735mm di st ance f r om t r ansmi t t er ,  s t at i onar y 
x_act ual ( : , 1)  = [ 424; 424; 424; 0; 0; 0] ;    
 
% I ni t i al  st at e 
x_hat _e = zer os( 6, max_t +1) ;  
x_hat _e( : , 1)  = x_act ual ( : , 1) ;  
x_hat _u = x_hat _e;  
 
% Syst em noi se covar i ance  
Q1 = [  0. 025 0 0 0 0 0 ;  . . .  
       0 0. 025 0 0 0 0 ;  . . .  
       0 0 0. 025 0 0 0 ;  . . .  
       0 0 0 0. 5 0 0 ;  . . .  
       0 0 0 0 0. 5 0 ;  . . .  
       0 0 0 0 0 0. 5 ] ;  
 
% Obser vat i ons 
% - - - - - - - - - - - - - - - - -  
 
% Act ual  Obser vat i ons ( r ,  t het a,  phi )  
y_act ual  = zer os( 3, max_t +1) ;     % Act ual  uncor r upt ed measur ement  
y  = zer os( 3, max_t +1) ;            % Cor r upt ed wi t h noi se ( as measur ed)  
y( : , 1)  = hand_measur ement _model ( x_act ual ( : , 1) , [ ] ) ;  
 
y_hat _e = zer os( 3, max_t +1) ;        % Measur ement  as pr edi ct ed by Kal man f i l t er  
y_hat _u = zer os( 3, max_t +1) ;        % Measur ement  as pr edi ct ed by Kal man f i l t er  
 
% Measur ement  noi se covar i ance:  
% ( based on t he Pol hemus FasTr ack = 0. 03"  posi t i onal  = 0. 762mm,  0. 15 degr ees) :  
Q2 = [  0. 762    0         0       ;   
       0    . 15/ 180* pi     0       ;   
       0        0       . 15/ 180* pi  ] ;  
 
% I ni t i al  cor r el at i on of  er r or  i n pr edi ct i on 
K_pr edi ct ed_e = zer os( 6, 6, max_t +1) ;  
K_pr edi ct ed_e( : , : , 1)  = [  1 0 0 0 0 0 ;  . . .  
                         0 1 0 0 0 0 ;  . . .  
                         0 0 1 0 0 0 ;  . . .  
                         0 0 0 1 0 0 ;  . . .  
                         0 0 0 0 1 0 ;  . . .  
                         0 0 0 0 0 1 ] ;  
K_pr edi ct ed_u = K_pr edi ct ed_e;  
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% Cont i nue f r om t he end of  a pr evi ous f i l t er  r un 
%l oad( ' f i l t er ed. mat ' , ' max_t ' , ' y_hat * ' , ' x_hat * ' , ' K_pr edi ct ed* ' ) ;  
%K_pr edi ct ed( : , : , 1)  = K_pr edi ct ed( : , : , max_t ) ;  
 
% Gener at e a sequence of  measur ement s and act ual  
% posi t i ons t hat  can be used t o empi r i cal l y  
% eval uat e each f i l t er  t ype 
a = zer os( 3, 1) ;  
f or  t  = 1: max_t  
    y_act ual ( : , t )  = hand_measur ement _model ( x_act ual ( : , t ) , [ ] ) ;  
     
    % I nt r oduce measur ement  noi se 
    y( : , t )  = hand_measur ement _model ( x_act ual ( : , t ) , sqr t ( Q2)  *  ( r and( 3, 1)  -  0. 5) ) ;  
 
    % Use act ual  measur ement  ( no noi se)  
    % y( : , t )  = y_act ual ( : , t ) ;  
     
    % I nt r oduce pr ocess noi se 
 
    % Based on act ual  covar i ance 
    x_act ual ( : , t +1)  = hand_pr ocess_model ( x_act ual ( : , t ) , sqr t ( Q1)  *  ( r and( 6, 1)  -  0. 5) ,  1) ;  
     
    % Based on movement  of  t he hand,  accel er at i ng and decel er at i ng 
    % ( Accel er at i on noi se)  
    %a = a + 0. 05 *  ( r and( 3, 1)  -  0. 5) ;  
    %noi se = [ 0;  0;  0 ;  a ] ;  
    %x_act ual ( : , t +1)  = hand_pr ocess_model ( x_act ual ( : , t ) , noi se,  1) ;  
 
    % Use act ual  pr ocess model  ( no noi se)  
    %x_act ual ( : , t +1)  = hand_pr ocess_model ( x_act ual ( : , t ) , [ ] , 1) ;  
end 
save( ' t est . mat ' , ' max_t ' , ' y ' , ' x_act ual ' , ' y_act ual ' ) ;  
 
%cov( ( y -  y_act ual ) ' )  
 
l oad( ' t est . mat ' ) ;  
 
% Pass t he s i mul at ed measur ement s t hr ough t he f i l t er s  
% 
f or  t  = 1: max_t  
     
    % St andar d Kal man Fi l t er  
    %[ x_hat ( t +1) ,  K_f i l t er ed,  K_pr edi ct ed]  = . . .  
    %    kal man_st andar d( y( t ) ,  F,  C,  Q1,  Q2,  K_pr edi ct ed,  x_hat ( t )  ) ;  
 
    % Ext ended Kal man Fi l t er  
    [ x_hat _e( : , t +1) ,  K_pr edi ct ed_e( : , : , t +1) ]  = . . .  
        kal man_ext ended( y( : , t ) ,  ' hand_pr ocess_model ' ,  . . .  
                        ' hand_measur ement _model ' ,  Q1,  Q2,  . . .  
                        K_pr edi ct ed_e( : , : , t ) ,  x_hat _e( : , t ) ,  1 ) ;  
     
    % Unscent ed Kal man Fi l t er  
    [ x_hat _u( : , t +1) ,  K_pr edi ct ed_u( : , : , t +1) ]  = . . .  
        kal man_unscent ed( y( : , t ) ,  ' hand_pr ocess_model ' ,  . . .  
            ' hand_measur ement _model ' ,  Q1,  Q2,  . . .  
            K_pr edi ct ed_u( : , : , t ) ,  x_hat _u( : , t ) ,  1 ) ;  
 
    % Cal cul at e wher e t he Kal man f i l t er  est i mat ed i t s  
    % measur ement  
    y_hat _e( : , t )  = hand_measur ement _model ( x_hat _e( : , t ) , [ ] ) ;  
    y_hat _u( : , t )  = hand_measur ement _model ( x_hat _u( : , t ) , [ ] ) ;  
 
end 
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save( ' f i l t er ed. mat ' , ' max_t ' , ' y_hat * ' , ' x_hat * ' , ' K_pr edi ct ed* ' ) ;  
 
% Pl ot  est i mat ed ver us act ual  posi t i on.  
y l ab = [ ' Px' ; ' Py ' ; ' Pz' ; ' Vx ' ; ' Vy' ; ' Vz ' ] ;  
f or  i  = 1: 6 
    subpl ot ( 6, 1, i ) ;  
    pl ot ( 1: max_t +1, x_hat _e( i , : ) , ' r : ' , . . .  
     1: max_t +1, x_hat _u( i , : ) , ' b: ' , . . .  
     1: max_t +1, x_act ual ( i , : ) , ' k- ' ) ;  
    i f  i  == 1  
        t i t l e( ' Est i mat ed ver sus act ual  posi t i on i n Car t es i an co- or di nat es ' ) ;  
    end 
    yl abel ( y l ab( i , : ) ) ;  
end 
x l abel ( ' I t er at i ons ( t i me) ' ) ;  
pause 
 
% Pl ot  est i mat ed ver sus act ual  measur ement  
y l ab = [ '   r   ' ; ' t het a' ; '  phi  ' ] ;  
f or  i  = 1: 3 
    subpl ot ( 3, 1, i ) ;  
    pl ot ( 1: max_t , y_hat _e( i , 1: max_t ) , ' r - ' , . . .  
     1: max_t , y_hat _u( i , 1: max_t ) , ' b- ' , . . .  
     1: max_t , y_act ual ( i , 1: max_t ) , ' k+' , . . .  
     1: max_t , y( i , 1: max_t ) , ' go' ) ;  
    i f  i  == 1  
        t i t l e( ' Est i mat ed ver sus act ual  obser vat i on i n spher i cal  co- or di nat es' ) ;  
    end 
    yl abel ( y l ab( i , : ) ) ;  
end 
x l abel ( ' I t er at i ons ( t i me) ' ) ;  
pause 
 
%subpl ot ( 4, 2, [ 7 8] ) ;  
%el l i psoi d( K_pr edi ct ed( : , : , max_t ) ) ;  
 
mse_e = ( x_hat _e- x_act ual ) . * ( x_hat _e- x_act ual ) ;  
mse_u = ( x_hat _u- x_act ual ) . * ( x_hat _u- x_act ual ) ;  
 
y l ab = [ ' Px' ; ' Py ' ; ' Pz' ; ' Vx ' ; ' Vy' ; ' Vz ' ] ;  
f or  i  = 1: 6 
    subpl ot ( 6, 1, i ) ;  
    st at s = pl ot st uf f (   mse_e( i , : ) ,  mse_u( i , : ) ,  . . .  
            K_pr edi ct ed_e( i , i , : ) ,  K_pr edi ct ed_u( i , i , : ) ) ;  
    i f  i  == 1  
        t i t l e( ' Mean squar ed er r or  and est i mat ed st andar d devi at i on of  est i mat e er r or ' ) ;  
    end 
    yl abel ( y l ab( i , : ) ) ;  
    di sp( st at s)  
end 
x l abel ( ' I t er at i ons ( t i me) ' ) ;  
        
         
f unct i on st at s  = pl ot st uf f ( mse_e,  mse_u,  cov_e,  cov_u)  
l en = l engt h( mse_e) ;  
% Pl ot  MSE ver sus est i mat ed covar i ance 
pl ot ( 1: l en, mse_e, ' r - ' , . . .  
     1: l en, cov_e( : ) , ' r : ' , . . .  
     1: l en, mse_u, ' b- ' , . . .  
     1: l en, cov_u( : ) , ' b: ' ) ;  
 
% Peak and aver age MSE 
mse_peak_e = max( mse_e) ;  
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mse_avg_e = sum( mse_e)  /  l engt h( mse_e) ;  
mse_peak_u = max( mse_u) ;  
mse_avg_u = sum( mse_u)  /  l engt h( mse_e) ;  
 
% Peak and aver age covar i ances 
K_peak_e = max( cov_e) ;  
K_avg_e = sum( cov_e)  /  l engt h( cov_e) ;  
K_peak_u = max( cov_u) ;  
K_avg_u = sum( cov_u)  /  l engt h( cov_u) ;  
 
s t at s = [ mse_peak_e,  mse_avg_e,  mse_peak_u,  mse_avg_u,  . . .  
        K_peak_e,  K_avg_e,  K_peak_u,  K_avg_u] ;  

 


