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Index

2PL model, 135
3PL model, 136

ability space curve, 132–135
acceleration of stature, 86–89
ADHD, 7–8, 69–79
adult crime level

as principal component, 28–31
agonist, 146
American College Testing Program,

131
amplitude variation, 10, 91–96,

101–114
analysis of variance (ANOVA), 74–76
antagonist, 146
arc length

as nonlatent trait, 140–143
parameterization by, 117–120

arthritis, 6, 10–11, 57, 62–63, 120–130
attention deficit hyperactive disorder,

see ADHD
average shape, see mean shape

basis expansions
definition, 33–35

fitting to observed data, 35–36, 60,
106

for bivariate regression function,
150

for log density, 80
for periodic trend, 107
for periodic weight function, 178
for relative acceleration, 98
for univariate regression function,

151
principal components as, 125

Berkeley Growth Study, 84, 98
bimodality of reaction time

distributions, 72
biomechanics, 57, 65, 128, 170
bone shapes, 6–7, 10–11, 57–66,

115–130
B-splines, definition, 34–35

canonical correlation analysis, 129
charting variable, 134
Choleski decomposition, 38
climate data, see weather data
coarticulation, 145
condyle, 58
contemporary linear model, 149
coupled differential equations, 177
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crime data, 3–4, 17–18
criminology, key issues, 4
cyclical spline interpolation, 60

density estimation, 80–81
Depression, the Great, 43, 48–49
depressor labii inferior muscle (DLI),

146
desistance

as principal component, 28
definition, 17

differential equation model, 54,
162–165, 176–180

differential item functioning (DIF),
139

difficulty of a test item, 135
discrete values

turning into functional data, 19–21
discriminability of a test item, 135
discriminant analysis, 123–130
dynamic linear model

for classification, 166–169
for handwriting, 162–165
for juggling, 176–180
general introduction, 158–160

eburnation, 57
economic data, see nondurable goods

index
electromyography, see EMG
EM algorithm, 136
EMG, 146
evaluation point, 35

fair score, 139
false negative, 130
false positive, 130
feedforward model, 147
Fels Institute, 83
finite element method, 150
forcing function, 160, 162, 164, 178
F-test

of functional linear models, 155
functional canonical correlation

analysis, 129
functional data analysis

definition, 15
functional discriminant analysis, see

discriminant analysis

functional linear model, 148
functional linear regression, 148
functional mean, 21
functional observations

independence assumptions, 3, 15
functional parameter of growth, 90
functional principal components

analysis, see principal
components analysis

gender differences
in growth, 94
in test performance, 138–140

goods index, see nondurable goods
index

growth
functional parameter of, 90

growth spurt, 84

handwriting, 9–10, 101, 104–105,
157–170

harmonic motion, 159
harmonic process, 45
harmonics, see principal components

analysis
high desistance/low adult score

(HDLA), 30–31
historical linear model, 149
homogeneous differential equation,

160

infrared emitting diode (IRED), 172
intercept function, 148, 160
intercondylar notch, 58
intrinsic metric, 141
irregular data, 36
item characteristic curves, 134
item response function, 134

jerk function, 162, 171
juvenile crime level

as principal component, 28

kinetic energy, 45–46

landmark-free methods, 116–120
landmarks, 59–60, 115
latent trait, 134



Index 189

least squares, penalized, see roughness
penalty smoothing

leaving-one-out error rate (for
classification), 130, 166

life course data, 17–19
linear discriminant analysis, see

discriminant analysis
linear regression, functional, see

functional linear regression
lip acceleration, 146–147
loading vector, 23
log densities, 74
log odds-ratio function, 135–138
logistic model, 135–136
long-term desistance

as principal component, 28
longitudinal data, 17
LOWESS smoother, 156

mean shape, 61, 120
mean, functional, 21
midspurt, 89
monotone curve

differential equation for, 89–91
estimation by penalized likelihood,

98–99
Mont Royal, 103
motoneuron, 145
motor control, 157, 171–172
multimodality, 76–77

neural control of speech, 145
nondurable goods index, 4–6, 41–56
nonhomogeneous differential

equation, 160
nonlatent trait, see arc length
nonparametric density estimation, see

density estimation

odds ratio, 135
OPTOTRAK system, 172
osteoarthritis, see arthritis
outlines, see shapes

paleopathology, 57
patellar groove, definition, 58
PCA, see principal components

analysis
penalized EM algorithm, 136

penalized maximum likelihood
density estimation, 72, 80–81
see also roughness penalty

smoothing
periodic cubic spline, 60
phase variation, 10, 91–96, 101–114
phase-plane plot, 5, 44–47
physiological time, 92
polygonal basis, 34
potential energy, 45–46
prepubertal growth spurt, 87, 89,

94–96
principal component scores, 23
principal components analysis

algorithm for functional, 37–38
of densities, 76–79
of growth curves, 95–96
of log odds-ratio, 136–138
of shape variation, 61–65, 120–123
of warping function, 95–97
regularized, 26
scatter plots of components, 28–29
unsmoothed, 23–25, 61
varimax rotation, 63–65
visualizing components, 25, 27

principal differential analysis, 13, 163
probability density estimation, see

density estimation
Procrustes transformation, 61
pubertal growth spurt (PGS), 84

registration, 91–96, 101–114
regularization

by restricting the basis, 181
of discriminant analysis, 125–127
see also roughness penalty

smoothing
relative acceleration, 90
resubstitution error rate (in

classification) 130
roughness penalty smoothing

based on fourth derivative, 55
for log density functions, 80
for mean function, 21
for monotone functions, 98–99
for warping functions, 113–114
in PCA context, 26
in terms of basis functions, 36
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saltation, 86
scores, see principal component scores
Second World War, 41, 42, 48, 50
shape variation

principal components of, 61–65,
120–123

shapes
definition of mean, 61, 120
parameterization of, 59–60, 117

simple harmonic motion, 45, 159
smoothed sample mean, 21–23

algorithm for, 36–37
smoothing parameter choice

cross-validation, 38–40
informed subjective choice, 23, 26,

55–56, 81, 91, 99, 113–114
space curve, 132
speech, 145
spline interpolation, 60
St. Lawrence River, 103
St. Peter’s Church, Barton-upon-

Humber, 57
stature

acceleration of, 86–89
measurement of, 83–84

stock market crash, 41
system time, 102

tangential acceleration, 104–105, 173
tangential velocity, 173
temperature patterns, 105–110
three-parameter logistic model, 136
time deformation function, 108–109
time series, functional, 6
time warping, see registration
triangular basis, 34, 150–151
two-parameter logistic model, 135

variance-stabilizing transformation,
21

varimax rotation
definition, 63–64
vector form, 67

varying coefficient model, 156
Vietnam War, 48

warping, see registration
weather data, 105–110
Web site, 2

weight vector, 23


