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Abstract

This paper describes a new approach for modeling the human hand by considering the dynamics and the natural constraints of the motion
and the shape of hands. This hand model consists of a dynamic model and a surface model. The dynamic model is used to generate the posture
of a hand. We show that the natural hand posture can be generated even when only a few hand parameters are available. The surface model is
used to generate the hand shape based on the posture given by the dynamic model. The surface model is built based on the digitized three-
dimensional shape of a real hand.q 1999 Elsevier Science B.V. All rights reserved.

Keywords:Computer graphics; Hand model; Dynamic model; Range data

1. Introduction

As computer technology advances, we have obtained new
environments constructed by computers [1]. To make com-
puters more human-friendly, we need the computers to act
like humans in many systems and applications. For exam-
ple, in virtual reality (VR) applications, we need some
human-like agents to do the job with users, or to play the
opponent roles for game users.

This paper describes a three-dimensional hand model that
can be used to make computer graphics (CG) animation and
many other applications such as hand shape recognition.
Using CG technology, one can create images of various
objects from their three-dimensional models. However,
because the motion information is difficult to be obtained
from moving object, or to be synthesized without significant
artifacts, it is not easy to create CG animation that looks
natural. The above is also true in the case of the human
hand. The human hand has over 10 joints which are freely
movable, and can create numerous positions and generate
complex movements.

Recently, motion captors such as data gloves have been
widely used to capture the motion sequence of the hand that
can be used for hand animation. Although the hand anima-
tion generated in this way is smooth and natural, it can only

replay the recorded hand motion, thus it will not be able to
be used in a computer synthesized hand animation system.
Even when there are many degrees of freedom in a human
hand, the fingers’ motions are not completely independent
[2,3]. The angle of each finger joint is influenced by the
angles of the neighboring joints and those of the adjacent
finger joints. We explored the motion constraints between
the joints in the same finger and the relation between the
motions in different fingers. We then built a dynamic model
to describe these motion constraints and used it to generate
the natural hand motions. When we want to generate a par-
ticular posture of hand, we give ‘force’ to the finger to be
moved. The postures of one or several of the fingers with a
given force are first determined with the model. The
postures of the rest of the fingers are then computed with
the dynamic model by using the information of the deter-
mined posture. The proposed model can also be used to
predict the posture of the whole hand when there is only
part of the information of the fingers available. The
unknown posture parameters of the hand can be determined
by the known parameters and the dynamic model by con-
sidering the ‘inner force’ between fingers.

A skin model of the hand was also built for generating the
three-dimensional shape of the hand, which can be used to
synthesize images of a hand that look real. The skin is
modeled as a continuous surface which covers a whole
hand. The initial shape of the skin model is constructed
based on the three-dimensional shape data of a real hand,
and is represented as a polygonal model. The skin shape of a
given posture is produced by a deformation of the initial
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one. Once the hand posture is determined by the dynamic
model, the posture parameters are used to adjust the posi-
tions of the control points of the surface model to generate
the shape of the surface of the hand.

2. Skeleton model

The proposed hand model is composed of a skeletal
model and a skin model. We describe the posture of a
hand with the position of the bone and the joint in it. The
structure of the bones in a hand is described by a skeletal
model based on the anatomical aspects. We modeled the
hand skeleton with rigid links and joints.

2.1. The skeleton of a human hand

Fig. 1 illustrates the real hand skeleton [4]. The hand
skeleton consists of eight carpal bones, five metacarpal
bones and five phalanges which can be divided into
proximal, middle and distal phalanges. Only the thumb
has two phalanges. The carpus has a delicate deformation
since its eight elements articulate subtly with each other.
However, since its effect on the surface deformation is
small, we neglect it and model the carpus as a rigid link.

2.2. The structure of the skeleton model

We model the skeleton of human hand with a hierarchical
structure [2] that consists of rigid links and joints. Each joint
has one or two rotational degrees of freedom. This hier-
archical structure can be represented by a tree, where the
root is the wrist.

We use a three-dimensional coordinates systems shown
in Fig. 2 to describe the joint’s position. The position of the
hand is described by the three-dimensional coordinates of
the wrist (root) relative to the world coordinate system.
Then the posture of each link, where one end is connected

to the root (wrist), is described by a vector, represented
under a local coordinate system fixed at the wrist. We put
a local coordinate system on each link to describe the posi-
tion of the next link sequentially. The origin is set at the
joint that connects the link and its previous link.

The unit base vector of the world coordinate system is
represented asa¹ 11, a¹ 12, a¹ 13.

So we can express the bases vector system as:

[a¹ 1]T ¼ [a¹ 11 a¹ 12 a¹ 13] (1)

Similarly, we settle a local coordinate system on each link of
the fingers. The origin of the coordinate system on thejth
joint of fingerk (k is one ofT (the thumb),I (the index),M
(the middle),R (the ring), andL (the little)) is put at the joint
C(k)

j and the base vector of the coordinate system is repre-
sented as:

[a(k)
j ]T ¼ [a(k)

j1 a(k)
j2 a(k)

j3 ] (2)

We define the vector on each link as:r ¹1 ¼ the position of
the carpus described under [a¹1] coordinate system;r(k)

j ¼

the vector from the jointC(k)
j to the joint C(k)

j þ 1 described
under [a(k)

j ] coordinate system.
The position of each joint can be calculated by perform-

ing a coordinate transformation with 3-2-1 Euler angular
matrices. In this transformation, the local coordinate systems
are first rotated around the third axis by anglev3, then around
the second axis by anglev2, and around the first axis by angle
v1. The transformation from the coordinate system [aj¹1] to
[aj] can be expressed by the following equation.

[aj ]T ¼ A jj ¹ 1[aj ¹ 1]T (3)

whereA jj¹1 is the transformation matrix:

A jj ¹ 1 ¼ A1(vj1)A2(vj2)A3(vj3) (4)

The matrix for the transformation from local coordinates to
the world coordinates can be obtained with the equation:

A(k)
j ¹ 1 ¼

∏j

l ¼ 0
A(k)

ll ¹ 1 (5)

Fig. 1. Diagram for the human hand skeleton.

Fig. 2. Coordinate systems.
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The three-dimensional position of the jointC(k)
(j) described in

world coordinates system can be calculated by the following
equation:

x(k)
n ¼ r ¹ 1 þ

∑n

j ¼ 0
A(k)T

j ¹ 1r(k)
j , (k¼ T, I ,M,R,L) (6)

where the suffixn stands for the index of the joint in each
finger, from 1 to 4 for the thumb, 1 to 3 for the other fingers.

2.3. The degrees of freedom in each joint

With the equations described in the previous subsection,
the whole posture of the hand skeleton can be determined by
giving the position of the wrist and the Euler angles of each
joint. The angle of the jointC(k)

j is expressed asv(k)
(j) , which is

used as the state variable of the hand skeleton. The direction
of theY-axis is set to be parallel to the axis ofjth link, and
the direction ofX-axis is parallel to the rotational axis of the
flexion movement of the joint. We assume that the joint (1)
of thumb and the joint (2) of all the other fingers have two
degrees of freedom (rotational components aroundX andZ
axes), and the other joints have only one (rotational compo-
nent aroundX-axis) (see Table 1 and Fig. 3).

3. Posture determination process

This section describes a dynamic system that models the
natural motion constraints in a human hand. Since the

fingers in a hand are connected with tendons, muscles,
other tissues and covered by skin, the movements of them
are not completely independent. There are some rules that
determine the interactions of joint motions. We explore
these rules, and build a model to describe them. From this
model, we can tell whether a given posture is natural, and if
the given posture is unnatural, we can estimate the degree of
difference between the posture and the natural one. Then the
natural posture can be generated by adjusting the given
posture in a way that the unnaturalness of the result posture
decreases.

In this research, the unnaturalness of a hand posture is
modeled by a potential energy function. Thus, the goal of
generating natural hand posture can be achieved by produ-
cing a hand posture of which the potential energy is zero, or
as small as possible. The potential energy can give forces to
decrease itself. We apply these forces to the skeletal model
to adjust the joint angles. As a result, the hand posture will
have less potential energy, and thus become more natural.
We use these ‘forces’ as natural motion constraints and call
them ‘inner forces’.

The posture determination system is composed of the
skeletal model and the dynamic system. We put virtual
springs on joints in the skeletal model to express the rigidity
of the joints. Once the user input is given to the system,
potential energy is changed and inner forces are generated.
The output of the process is determined as a equilibrium
state of the dynamic system. The computed posture is
expressed by the joint angles and is used to generated a
hand shape in the skin model.

3.1. System equation

We assign a virtual spring to each rotational degree of
freedom of a joint (Fig. 4). State variables (angles of the
joints) are determined by equilibrium between the elastic
torque of virtual springs and the input torque. This is
expressed as the following equation.

Kv ¼ t (7)

wherev ¼ state variable vector,t ¼ input torque vector,
K ¼ stiffness matrix. The matrixK is a diagonal matrix that
indicates the stiffness of the virtual springs.

Table 1
Degrees of freedom in the model

The
wrist

TM HM MCP PIP, DIP,
IP

Number of joints 1 1 2 5 9
Translate 3 — — — —
Rotate 3 2 2 2 1
Sum of DOF 6 2 4 10 9

Fig. 4. Virtual spring.Fig. 3. Hand skeleton model.
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3.2. Natural posture

Based on the idea that the joints of the fingers do not
move independently (Fig. 5), we represent the rules that
describe the natural posture by a linear combination of the
state variables of the system.

av1 þ bv2 þ g ¼ 0 a,b,g : const: (8)

We construct a potential energyJ1 to describe the degree of
the unnaturalness of a given posture. This potential energy is
defined as a quadratic form derived from Eq. (8) as

J1 ¼
1
2
w(av1 þbv2 þ g)2 (9)

where w is a parameter of elasticity that determines the
strength of the inner force. The potential energyJ for the
whole hand is defined as the linear summation of the poten-
tial energies of all the relational joint pairs.

J ¼
1
2

QTWQ (10)

whereQ ¼ Av þ b is the linear combination ofv, the state
variables. The components ofW express the gains of inner
forces.

The inner forces to create the natural posture are derived
by calculating the partial differentiation respect to the state
variables as the following.

tc1 ¼ ¹
dJ1

dv1

� �
¼ ¹ wa(av1 þ bv2 þ g) (11)

Similarly, the inner force of the whole hand,tc, is derived
by calculating the partial differentiation of energy with
respect to the state variable vector as the following.

tc ¼ ¹
dJ
dv

� �
¼ ¹

dJ

dvT

� �
þ

dJ
dv

� �T� �
¹ ATW(Av þ b)

(12)

3.3. Determination of hand posture

We call the user input the direct input. Total inputs to the
system are the sum of two inputs, the direct inputs and the

inner forces:

t ¼ t̂ þ tc (13)

wheret̂ ¼ direct input vector,tc ¼ inner force vector.
At first, we assume that the inner forces are zero and

estimate the angles of all the joints with Eq. (7). Then the
potential energy is calculated with Eq. (10). In order to bring
the hand system to a state of equilibrium, we derive the
inner forces with Eq. (12) and adjust the input assigned to
each joint with Eq. (13) then estimate the angles of all the
joints with Eq. (7) again (see Fig. 6). The state variable
vector v in an equilibrium state can be determined by the
following equations.

Kv ¼ t

t ¼ t̂ þ tc

(
(14)

Kv ¼ t̂ þ tc (15)

¼ t̂ ¹ ATW(Av þ b)

↓

(K þ ATWA )v ¼ t̂ ¹ ATWb

When there are only some of the direct inputs given, we
assign the direct inputs not given as zero, and estimate the
hand posture similarly as above. By doing this, we can
generate natural posture of the hand even when some of
the direct inputs are not available.

3.4. Determination of energy parameters

The parameters in the Eq. (8) are determined using the
captured motion data from a real hand. We use a video
camera to capture the image sequence of the hand motion.
The calibration of the camera is done before we take the
pictures. We attached tiny color markers to each joint of a
hand. The angle of each joint is obtained from the positions
of the markers extracted from the image sequence.

We draw line segments connecting the markers in each
image and calculate the angles at the joints. We get sequences
of joint angles (Fig. 7) and then use them to estimate
the parameters in Eq. (8) by fitting a linear function to the

Fig. 5. Natural posture.
Fig. 6. Diagram of posture determination.
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dots that indicate the angles of the relational joints when the
fingers move. We grab 10–30 images of finger motion for
one cycle of flex and extension. The result of the estimation
of the linear function give the values of the components of
matrix A in Eq. (10).

At the same time the dispersion of the linear approximation
is also estimated. The weight parameterswk of constraints in
the matrixW are calculated as the normalized values of the
dispersion of the linear approximation as follows,

wk ¼

∑n

i
l2i

nwmax
(16)

where, l i ¼ Euclidean norm between data point and esti-
mated line,n ¼ number of data,wmax ¼ maximum value of
wk.

4. Surface generation

The three-dimensional surface model of the hand is gen-
erated based on a digitized three-dimensional shape infor-
mation of a real human hand. The surface model is a
polygon based model. To make it useful, we combine the
polygon model with the skeletal model, so we can generate
the continuous surface of the hand when we change the
posture of the hand skeleton.

4.1. Range data

We measured the three-dimensional shape of a replica of
a hand made of plaster. We used a laser range-finder with

Fig. 8. Plaster replica of a hand. Fig. 9. Range data of a whole hand.

Fig. 7. Some data of joint angles of the finger motion used to determine the parameters in Eq. (8).
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linear motion platform to obtain shape data set of the palmar
and the back side separately. Each range data set is com-
posed of 5123 512 three-dimensional points. The hand
shape is extracted by removing the three-dimensional points
of motion platform with a proper threshold of height value.
Nine markers were attached to the replica (Fig. 8) before
measurement. We transformed the dorsal aspect data set to
the coordinate system of the palmar side and adjusted the
three-dimensional positions of the markers included in both
data sets, minimizing the quadratic error. In this way, we
could get the range data of a whole hand (Fig. 9).

4.2. Data construction

In order to deform the hand surface properly, according to
a given posture of the hand skeleton, we had to establish the
relationship between the range data and the skeletal model,
indicating which point of the range data belongs to which
link of the skeletal model.

First, we assigned a hand posture similar to the one of the
digitized hand of the skeletal model, and positioned the
skeletal model into the digitized three-dimensional shape
of the hand manually. As described in the previous
subsection. the data set of the digitized hand shape is com-
posed of palmar side data and dorsal data. We had to trans-
form the dorsal data to the coordinate system of the palmar

side in order to obtain the range data of the whole hand.
After this process, the scanning lines of palmar and dorsal
sides will become unaligned. We construct the polygon
model to describe the hand surface as follows (also see
Fig. 10).

1. Settle 50 section planes (x ¼ const.plane in the world
coordinate).

2. Project all points of range data onto the nearest section
plane.

3. Assign the projected points to the nearest link on each
section plane.

4. For each group of the projected points belonging to the
same link, transform the coordinate of each point to a
polar coordinate system, where the origin is set at the
link. In order to create the polygon vertices (see Fig. 11),
we first select the points with the maximum anglevmin

and the one with the minimum anglevmin. Then we create
10 new points of which angles are defined on even inter-
vals, as following.

vp
i ¼ vmin þ

(vmax¹ vmin)
10

i (i ¼ 0, 1,2, …,9) (17)

To obtain the radius value of each newly created point,
we find the two nearest original points. One has an angle

Fig. 13. Deformation of the skin model.

Fig. 12. Wire framed model.

Fig. 11. Resampling to make vertex.

Fig. 10. Procedure to get the polygon vertices.
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greater thanvp
i , (r b, vb) and the other has an angle less than

vp
i , (r a, va). Then the radius of the newly created point is

calculated by linear interpolation as follows,

rp
i ¼ ra þ

rb ¹ ra

vb ¹ va
(vp

i ¹ va) (18)

After setting the skeletal model into range data and com-
puting 50 section planes manually, the polygon vertices are
automatically produced (see Fig. 12 for a wire framed
model).

4.3. Deformation of the surface model

Now we have the polygonal surface that corresponds to the
skeletal links. When a skeletal link moves, the surface of the
link should deform to follow the moved link simultaneously.
Each link surface moves rigidly according to the motion of
the skeletal posture, rotating around the joints. We set the
edge lines to be shared by the neighboring link surfaces, so
that the surfaces around the joints will always stay continuous
even when the fingers move. In this way, we can generate the
hand surface naturally for various hand postures (Fig. 13).

5. Experiment

We built the skeletal model and the surface model using
the method we proposed. In order to evaluate the effective-
ness of the hand model, we built a simple GUI (graphic user
interface) (Fig. 14) to allow a user to assign the desired
angles of the joints and a model rendering engine to gener-
ate the hand images. At first, we input the sequence of the
angles of the joints (Fig. 7) we want to move. The angles of
the joints that we did not give are determined by the
dynamic model. After that, the hand surface is generated
with the surface model based on pre-determined angle of
the joints, which is then sent to model rendering engine to
generate the hand animation. The system is implemented on
a SGI Indigo2 workstation.

The hand surface is composed of about 8000 triangle
meshes (Fig. 15). Fig. 16 illustrates sample images of the
generated hand motion animation. The posture of the hand
with zero inputs is shown in the upper frame. The middle
and the bottom frame show the deformed hand images in the
hand animation, where we only assigned the angles of the

Fig. 15. Polygon surface.

Fig. 14. GUI—scale widgets of inputs.
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joints of the thumb and the middle finger. The animation is
generated in real time corresponding to the user operation of
the GUI.

6. Discussion

We obtain sufficient reality for both the shape and the
motion (Figs. 15 and 16). The model can be used as an
agent in a VR (virtual reality) environment, indicating,
touching or grasping something, as well as creating hand
animation. We consider that the posture determination
process can be applied to biomedical engineering dealing
with prosthetics. It will be extremely useful for utilizing the
limited inputs that control an object like an artificial hand
for disabled people.

As you can see in the figures, the skin surface shape is
coarse and noisy in the current implementation. We are
thinking of refining it using a curved surface model in
stead of polygon model to represent the hand skin.

7. Conclusions

We introduced dynamics to a human hand model by using
virtual springs and an ‘inner force’ energy in a skeletal
model. Moreover, we built a surface model of human
hand based on the digitized three-dimensional shape infor-
mation of a real hand and used it to synthesize photo-realis-
tic images. The natural posture of a hand is defined as the
equilibrium state of the dynamic model, which can express
the complicated effects of the interference between finger
motions. The desired natural posture of the hand can be
generated by only assigning a few key angles of the joints.
The experiment showed that the hand animation can be
created easily and the generated hand animation is natural
and smooth.
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