Chitchat: Efficient and Reliable Decoding of Two-transmitter Superimposed Signals for IoT

Wen Cui, Student Member, IEEE, Chen Liu, and Lin Cai, Fellow, IEEE

Abstract—The need for wireless communication is growing at an unprecedented pace, making the wireless spectrum at a premium. To use the spectrum more efficiently, a promising solution was proposed to enable two concurrent users to transmit their signals in the same frequency at the same time, and then decode the superimposed signal. In current systems, the superimposed signal is decoded by Successive Interference Cancellation (SIC) that requires strict power control upon each individual user. However, this requirement is infeasible for many IoT devices that are heterogeneous and often low-cost. For other superimposed signal decoding technologies that require no power control, a reliable performance can be only achieved by introducing repetitive information in each transmission, which in turn reduces the spectrum efficiency. In this paper, we introduce Chitchat, a new solution to decode the superimposed signal from two concurrent transmitters without any power control nor repetitive transmissions. Chitchat presents a rotation-code based idea to provide both the diversity gain and the coding gain, so that it can achieve high reliability while preserving the spectrum efficiency. We implement Chitchat on a software-defined radio platform, and evaluate its performance in various scenarios.
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I. INTRODUCTION

Wireless communications are growing at an unprecedented pace, considering the enormous interests of Internet-of-Things (IoT), with important applications including smart home, smart building, retail business, and machine to machine (M2M) communication. Since the wireless spectrum is at a premium, how to improve the spectrum efficiency becomes a major challenge. Traditionally, dedicated wireless resources, such as the time/frequency/space/code domain resource, are allocated orthogonally to each wireless user by using Carrier Sense Multiple Access (CSMA), Time Division Multiple Access (TDMA), Frequency Division Multiple Access (FDMA), etc. [1] showed that the superposition coding reaches the capacity limit of two-transmitter Gaussian broadcast channel, and [2] proved that superposition coding can achieve a higher-rate region than orthogonal schemes. When we investigate the broadcast channel in a reciprocity manner, concurrent transmissions from two transmitters to one receiver, if designed appropriately, can also achieve higher-rate region than orthogonal schemes, which leads to the increasing interests in Non-Orthogonal Multiple Access (NOMA), by allowing more than one users to transmit signals in the same frequency at the same time, and then decode the superimposed signals at the receiver. As a toy example shown in Fig. 1, NOMA enables concurrent transmissions which outperforms TDMA that requires two time slots to complete the transmission of two UEs. Most NOMA implementations are for two-transmitter cases [3], [4], [5], which is also the focus of this paper.

Decoding the superimposed signal for NOMA can be mainly divided into two categories: signal-level approaches and modulation-level approaches. Both focus on decoding two-user superimposed signals. For the signal-level approaches, such as Successive Interference Cancellation (SIC) [6], [7], [8], they rely on dedicated infrastructure to guarantee strict power control, which may not be feasible for low-cost and heterogeneous IoT devices. The modulation-level approaches, such as SigMix [9] and NCMA [10], [11], [12], can decode the superimposed signals from the modulation domain without power control, desirable for IoT scenarios. Although promising, they are inherently limited, by design, in boosting the spectrum efficiency and network throughput: the modulation-level approaches need to either increase the diversity gain or the coding gain for a reliable performance by adding repetitive symbols in each transmission (e.g. SigMix requires to transmit each signal twice). However, the repetitive transmission in turn affects spectrum efficiency negatively. Moreover, their error recovering capability is constrained by the number of repetitive symbols [10], [11], [12]. When more errors happen, their error recovering performance would be severely impaired, resulting in poor reliability.

Fig. 1: Time-division multiple access v.s. Non-orthogonal multiple access.
First, although the rotation code helps to improve the spectrum efficiency and reliability, the code size and the number of constellation points are increased exponentially, making it difficult to decode superimposed signals. Considering the previous example again, there are 4 codes and 4 corresponding constellation points for BPSK modulation after using the rotation code. However, when two transmitters transmitting signals concurrently, the code size and the number of constellation points will be increased to $4^2 = 16$. When the number of constellation points increases, the system will face fundamental difficulties in obtaining clearly distinguishable constellation points at the receiver side which are essential for demodulation [9].

Second, for a concurrent transmission, we observe that the distinguishable constellation points are mainly depend on the phase difference $\gamma$ between transmitters. Furthermore, when using the rotation code, there are $\gamma_1$ and $\gamma_2$ from the two consecutive concurrent transmissions. Then, the difference between $\gamma_1$ and $\gamma_2$ (denoted as $\Delta\gamma$) is the key factor to obtain distinguishable constellation points. However, due to the dynamic environment and hardware imperfection in practice, $\gamma$ varies and is uncontrollable at each concurrent transmission. Therefore, it is non-trivial to guarantee a $\Delta\gamma$ for a reliable decoding performance by directly manipulating $\gamma_1$ and $\gamma_2$ at each concurrent transmission, respectively.

To deal with all the above challenges, we propose the following solutions:

- For the first time, we understand the potential of using the rotation code in the concurrent transmissions to substantially improve the spectrum efficiency and achieve a reliable performance without requiring any repetitive transmissions.
- To truly implement the rotation code for concurrent transmissions in practice, we analyze the relationship between the decoding performance and the phase differences $\gamma_1$ and $\gamma_2$. Based on that, we derive the best value of the difference between $\gamma_1$ and $\gamma_2$ (i.e., $\Delta\gamma$) to achieve a lower decoding error rate. Hence, although the number of constellation points becomes larger (e.g., 16) when using the rotation code, Chitchat can still avoid indistinguishable constellation points through the $\Delta\gamma$ for a reliable performance.
- According to the analysis result, we propose a weighted rotation code (WRC) for concurrent transmissions by creating a ‘virtual’ $\Delta\gamma$ that can be easily manipulated in practice. Specifically, instead of using two consecutive packets, we leverage the stability of $\gamma$ within one packet and move $\gamma_1$ and $\gamma_2$ to one superimposed packet. So we can guarantee a suitable $\Delta\gamma$ by adding a specific weight to the transmitted symbol from one transmitter.

To summarize, we first present the benefit of using rotation code in decoding superimposed signals; second, we reveal the underlying reasons of decoding errors—indistinguishable constellation points; third, we design a newly proposed rotation code specifically for superimposed signals; last, we implement Chitchat on a software-defined radio platform and evaluate its performance across various scenarios. Our extensive experimental results demonstrate that Chitchat outperforms the state-
of-the-art concurrent transmission scheme with lower BERs and a higher throughput gain in static and dynamic channel environments.

II. BACKGROUND

A. A Single Transmitter Communication

The wireless signal is a complex and discrete function of time. For a single transmitter, at each discrete time, the received symbol \( Y \) can be represented as

\[
Y = HX + N,
\]

where \( H \) is the wireless channel coefficient, \( X \) the transmitted symbol, and \( N \) the Gaussian noise with a zero-mean.

Specifically, if we have a binary digit \( S \) that needs to be transmitted, where \( \forall S \in \{1, 0\} \), we first need to modulate it to a specific complex number \( X \) from the code set \( C \), say \( C = \{(1,0), (-1,0)\} \) for BPSK modulation. So, we will have \( X = (1,0) \) for “1” and \( X = (-1,0) \) for “0” as shown in Fig. 3(a). Then, this symbol \( X \) will transverse the wireless channel and this channel can cause signal variations on \( X \). The signal variations can be represented by the channel coefficient \( H \) which is a complex number \( Ae^{j\alpha} \). Here, \( A \) is the signal strength attenuation and \( \alpha \) is the signal shifting in the phase part. The received symbol \( Y \) is the varied \( X \), which will be either \( Ae^{j\alpha} + N \) or \( -Ae^{j\alpha} + N \) based on Eq. 1. Here, we define \( HC \) as constellation points. For instance, \( Ae^{j\alpha} \) and \( -Ae^{j\alpha} \) are constellation points for codes \((1,0)\) and \((-1,0)\), respectively. Note that the constellation points in the constellation map are actually the codes shifted by the channel coefficient (see as shown in Fig. 3(b)).

Demodulating \( Y \) is to identify \( Y \) belonging to which code that the constellation point refers to. This can be achieved by calculating the shortest Euclidean distance to these constellation points as shown in Fig. 3(b).

B. The Concurrent Communication

Similar to the single transmitter case, the received superimposed signal for a concurrent communication is still a complex function at each discrete time. The major difference is that the symbols from different transmitters will transverse different wireless channels. For simplicity, we use two concurrent transmitters Alice (A) and Bob (B) as an example, hence, we have

\[
Y = H_{A}X_{A} + H_{B}X_{B} + N
= A_{A}e^{j\alpha_{A}}X_{A} + A_{B}e^{j\alpha_{B}}X_{B} + N,
\]

where \( H_{A} \) and \( H_{B} \) are the channel coefficients for \( X_{A} \) from Alice and \( X_{B} \) from Bob, respectively. For the transmitter side, the modulation requires no change at this moment, but the demodulation part at the receiver has two notable changes as shown below.

- The size of the constellation points have grown from 2 to 4, i.e., \( A_{A}e^{j\alpha_{A}} + A_{B}e^{j\alpha_{B}}, -A_{A}e^{j\alpha_{A}} + A_{B}e^{j\alpha_{B}}, -A_{A}e^{j\alpha_{A}} - A_{B}e^{j\alpha_{B}}, \) and \( A_{A}e^{j\alpha_{A}} - A_{B}e^{j\alpha_{B}} \). As a result, to demodulate the received symbol \( Y \), the receiver needs to calculate the Euclidean distances to 4 constellation points instead of 2. Generally, if we have \( M \) codes and \( n \) concurrent transmitters, we will have \( M^n \) constellation points.

- Some of the constellation points may be indistinguishable to each other. For example, if \( H_{A} = H_{B} \), then two of the constellation points are identical to each other, i.e., \( -A_{A}e^{j\alpha_{A}} + A_{B}e^{j\alpha_{B}} = A_{A}e^{j\alpha_{A}} - A_{B}e^{j\alpha_{B}} \). Hence, the receiver cannot demodulate the symbol \( Y \) correctly as there is no difference between the two constellation points. This implies that the distinguishable constellation points are essential for demodulation.

Note that the constellation points mainly depends on the difference between the channel coefficients (denoted as channel difference for short). This provides us an opportunity to obtain distinguishable constellation points by manipulating the channel difference.

III. THE DESIGN OF CHITCHAT

The design of Chitchat starts with a question: how can we ensure a ‘good’ channel difference, so that the constellation points are distinguishable? Intuitively, each transmitter can transmit the same packet multiple times, so there is a high chance to have at least one ‘good’ channel difference among all transmitted packets. Then, the packets with the ‘good’ channel difference can be used for decoding, while other packets are discarded. Apparently, this solution offers a diversity gain to achieve reliable decoding performance, but at the cost of a lower spectrum efficiency.

Chitchat aims to obtain ‘good’ channel difference without sacrificing the spectrum efficiency. We are inspired by the rotation code used for the single transmitter communication. The purpose of the rotation code is to exploit the degrees of freedom available in the wireless channel effectively. Specifically, the rotation code can not only offer a diversity gain, but also a coding gain to ensure both the reliability and spectrum efficiency. In the traditional rotation code, the diversity gain is 2 as each symbol has been transmitted twice and the coding gain is 3.5 dB for a Rayleigh fading channel condition. Chitchat shares the same design principle of the traditional rotation code, hence we see it is clear that both the diversity gain and coding gain can be obtained. For the diversity gain, which is also 2 for Chitchat, as we use the same diverse transmission scheme. For the coding gain, given the much higher complexity in analyzing the error

\[1\]We use the words ‘good’ and ‘bad’ to vividly describe the situations of distinguishable constellation points and indistinguishable constellation points, and we keep the definition consistent in the following context.
Mathematically, this encoding procedure is given by

\[ \theta \]

consecutive packets, respectively. Without the rotation code, the demodulation result is \( C_3 \), as the summation \( d_{13} + d_{23} \) is the smallest.

probability boundary of a superimposed signal \( \theta \), we leave it as an important further research issue.

A. The Rotation Code in a Single Transmitter Communication

The rotation code has been used in the single transmitter communication as follows.

**Encoding.** Suppose \( X_1 \) and \( X_2 \) are two symbols from two consecutive packets, respectively. Without the rotation code, they will directly transverse different channels represented by \( H_1 \) and \( H_2 \). When applying the rotation code, as shown in Fig. 4 these two symbols will be encoded to two new symbols \( \tilde{X}_1, \tilde{X}_2 \) with a rotation matrix \( R \),

\[
R = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix},
\tag{3}
\]

where \( \theta \) is the rotation angle that belongs to \([0, 360^\circ] \). Mathematically, this encoding procedure is given by

\[
\begin{bmatrix}
\tilde{X}_1 \\
\tilde{X}_2
\end{bmatrix} = R \begin{bmatrix}
X_1 \\
X_2
\end{bmatrix} = \begin{bmatrix}
\cos \theta X_1 - \sin \theta X_2 \\
\sin \theta X_1 + \cos \theta X_2
\end{bmatrix}.
\tag{4}
\]

Then, the transmitter transmits the new symbols \( \tilde{X}_1, \tilde{X}_2 \) through different channels \( H_1 \) and \( H_2 \). The received symbols \( Y_1 \) and \( Y_2 \) can be represented as

\[
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = \begin{bmatrix}
H_1 & 0 \\
0 & H_2
\end{bmatrix} \begin{bmatrix}
\tilde{X}_1 \\
\tilde{X}_2
\end{bmatrix}.
\tag{5}
\]

For simplicity, we omit the Gaussian noise in the above equation.

Note that given \( X_1, X_2 \in \{(1,0),(-1,0)\} \) for BPSK modulation, if we substitute \( X_1 \) and \( X_2 \) into Eq. 4 then there are 4 unique codes for each encoded symbol, \( X_1 \) or \( X_2 \), i.e.,

\[
\begin{bmatrix}
\tilde{X}_1 \\
\tilde{X}_2
\end{bmatrix} \in \begin{cases}
\begin{bmatrix}
\cos \theta - \sin \theta, 0 \\
\sin \theta + \cos \theta, 0
\end{bmatrix} \\
\begin{bmatrix}
-\cos \theta - \sin \theta, 0 \\
-\sin \theta + \cos \theta, 0
\end{bmatrix}
\end{cases}.
\]

\[
\begin{bmatrix}
\tilde{X}_1 \\
\tilde{X}_2
\end{bmatrix} \in \begin{cases}
\begin{bmatrix}
-\cos \theta + \sin \theta, 0 \\
-\sin \theta - \cos \theta, 0
\end{bmatrix} \\
\begin{bmatrix}
\cos \theta + \sin \theta, 0 \\
\sin \theta - \cos \theta, 0
\end{bmatrix}
\end{cases}.
\]

**Decoding.** From the receiver side, these 4 codes refer to 4 constellation points in the constellation map. As shown in Fig. 5, the two received symbols \( Y_1 \) and \( Y_2 \) have different constellation maps. According to Section III-A, \( \tilde{X}_1 \) can be demodulated by calculating the shortest Euclidean distance from the received symbol \( Y_1 \) to these 4 constellation points. \( \tilde{X}_2 \) can be also demodulated in the same way. However, due to the dynamic environment in practice, either \( Y_1 \) or \( Y_2 \) may suffer from the ‘bad’ channel difference, resulting in an unreliable decoding performance. To solve this problem, in the design of the rotation code, the decoding procedure is to jointly consider both \( Y_1 \) and \( Y_2 \) and employ the combining approach. This combining approach is to minimize the summation of \( d_{1i} \) and \( d_{2i} \) \((i = 1, 2, 3, 4)\) as shown in Fig. 5 which can be calculated by the maximum likelihood (ML) as

\[
\hat{X} = \arg \min_{X=\{X_1,X_2\}} \|Y - HX\|^2.
\tag{7}
\]

Apparently, once \( \hat{X} \) can be demodulated correctly, both wanted symbols \( X_1 \) and \( X_2 \) can be decoded. Similarly, other symbols in packet #1 and packet #2 can be pairwise encoded and decoded.

**Benefits.** With rotation code, the two transmissions contain two different symbols (\( \tilde{X}_1 \) and \( \tilde{X}_2 \)). So the average information rate is 2/2, preserving the spectrum efficiency. More importantly, the combining decoding approach provides a higher reliability. For example, even if one of the received symbols, say \( Y_2 \), is impaired, we can still successfully decode both wanted symbols \( \tilde{X}_1 \) and \( \tilde{X}_2 \). We just need to avoid the situation when both \( Y_1 \) and \( Y_2 \) are impaired.

The above analysis reveals that for a single transmitter, by using the rotation code, we can achieve the reliable performance and preserve the spectrum efficiency simultaneously without transmitting the same packets multiple times.

B. The Rotation Code in the Concurrent Communication

In Chitchat, we adopt the rotation code in the concurrent communication to ensure a high reliability without sacrificing efficiency.

Consider two transmitters, Alice and Bob, transmitting signals simultaneously to one receiver. Each transmitter encodes its symbols with the rotation code described in Section III-A. Hence, as shown in Fig. 6, the received symbol \( Y_1 \) and \( Y_2 \) are superimposed symbols which can be represented as

\[
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = \begin{bmatrix}
H_{A_1} & H_{B_1} & 0 & 0 \\
0 & 0 & H_{A_2} & H_{B_2}
\end{bmatrix} \begin{bmatrix}
\tilde{X}_{A_1} \\
\tilde{X}_{B_1} \\
\tilde{X}_{A_2} \\
\tilde{X}_{B_2}
\end{bmatrix}.
\tag{8}
\]
Similar to a single transmitter, when adopting the rotation code for concurrent transmissions, it can offer a diversity gain for a reliable performance and also a coding gain to preserve the spectrum efficiency. However, recall that in the design of the rotation code, we need to avoid the situation when both $Y_1$ and $Y_2$ are failed to be demodulated. Hence, a question is raised naturally: how can we avoid this situation happening in concurrent transmissions?

Recall that for the concurrent transmissions, obtaining the distinguishable constellation points depends on the ‘good’ channel difference, which is essential for the demodulation. Therefore, to answer the above question, we need to understand the relationship between the decoding performance and the channel difference. Specifically, which values of the channel difference are ‘good’ for decoding and which are ‘bad’.

**Understanding the errors.** The channel difference contains two parts: the attenuation ratio ($\eta = \frac{\|H_A\|}{\|H_B\|} = \frac{A_A}{A_B}$) and the phase difference ($\gamma = |\angle H_A - \angle H_B| = |\alpha_A - \alpha_B|$). Manipulating the attenuation ratio requires dedicated devices for a strict power control is infeasible for low-cost IoT devices. Therefore, in Chitchat, we focus on manipulating the phase difference $\gamma$ to control the channel difference. We use the bit-error-rate (BER) as the metric for decoding performance. For each received symbol, $Y_1$ or $Y_2$, there is a corresponding phase difference, i.e., $\gamma_1$ or $\gamma_2$. Thus, we start by understanding the relationship between BER and the phase difference ($\gamma_1$ and $\gamma_2$). Specifically, we conducted Monte-Carlo simulation to emulate all the possible values of $\gamma_1$ and $\gamma_2$ within $[0^\circ, 360^\circ]$. The rotation angle $\theta$ is fixed as $30^\circ$ which has been proved optimal \[14\]. Here, we use one of the simulation results as an example shown in Fig. 7 to explain our observations, where the SNR for Alice and Bob are 10 dB and 15 dB, respectively. Clearly, the error peaks (i.e., the highest BER) appear at certain values of $\gamma_1$ and $\gamma_2$, such as $\gamma_1 = 180^\circ$, $\gamma_2 = 180^\circ$, and $\gamma_1 = 0^\circ (360^\circ)$, $\gamma_2 = 360^\circ (0^\circ)$. This is the ‘bad’ situation that we need to avoid in our design. One thing worth noting here is that we also tested different values of SNR for Alice and Bob, and we notice that the varying pattern of the BER is the same with arbitrary SNRs. One key feature is revealed from this observation: the BER varying pattern is dominated by the $\gamma_1$ and $\gamma_2$, and it is independent of the SNRs. Therefore, we can ignore the influence of the SNR which cannot easily be controlled, and focus on manipulating the phase difference $\gamma$.

To further understand why these errors happen, we zoom into the constellation points of the received symbols. Note that since each transmitted symbol (either from Alice or Bob) has 4 possible codes after using the rotation code, the received superimposed symbol will have 16 possible codes corresponding to 16 constellation points. Taking $\gamma_1 = 180^\circ$, $\gamma_2 = 180^\circ$ as an example, we plot the 16 constellation points for $Y_1$ and $Y_2$ as shown in Fig. 8(a) and Fig. 8(b), respectively. Our observations are as below. The similar observation can be obtained in other cases, such as $\gamma_1 = 0^\circ (360^\circ)$, $\gamma_2 = 360^\circ (0^\circ)$.

- **Distinguishable constellation points:** some constellation points are clearly distinguishable, such as points 8 and 14 for $Y_1$, and 3 and 9 for $Y_2$.
- **Close constellation points:** some constellation points are too close to the nearby constellation points, such as points 3 and 9 for $Y_1$, and 8 and 14 for $Y_2$.
- **Indistinguishable constellation points:** some constellation points are overlapped and merge to one point, resulting in indistinguishable cases, such as points 1/6/11/16, 2/15, 4/7, 5/12 and 10/13 for both $Y_1$ and $Y_2$.

The above observations reveal two properties: (1) **complementary property:** the close constellation points for $Y_1$ are actually distinguishable for $Y_2$, and vice versa; (2) **consistent property:** the overlapped constellation points are the same for both $Y_1$ and $Y_2$. The complementary property can help the combining decoding approach, so that the close constellation points problem can be solved. But the consistent property makes the overlapped constellation points unsolvable and causes decoding errors, such as the BER peak shown in Fig. 7.

We conclude that the **main reason for decoding errors is the overlapped or close constellation points, and they are caused by a ‘bad’ difference between $\gamma_1$ and $\gamma_2$, i.e., a ‘bad’ $\Delta \gamma$, where $\Delta \gamma = |\gamma_1 - \gamma_2|$. Thus, we need to obtain a ‘good’ $\Delta \gamma$ and avoid the ‘bad’ $\Delta \gamma$.

**The value of ‘good’ $\Delta \gamma$.** According to the relationship between the BER and $\gamma_1$, $\gamma_2$ shown in Fig. 7 the BER can be considered as a function of $\gamma_1$, $\gamma_2$, notated as $P(\gamma_1, \gamma_2)$. For simplicity, we rewrite it as $P(\Delta \gamma)$. Thus, the ‘good’ $\Delta \gamma$ that
refers to a lower BER can be calculated by
\[
\Delta \gamma_{good} = \arg \min_{\Delta \gamma \in \{0^\circ, 180^\circ\}} P(\Delta \gamma).
\]  
(9)

To obtain the ‘good’ $\Delta \gamma$, we further plot the BER curve under different $\Delta \gamma$ in Fig.9, which is the statistical result from the above Monte-Carlo simulations (Fig. 7). Note that different values of $\gamma_1$ and $\gamma_2$ may result in the same $\Delta \gamma$. Hence, the BER under a particular $\Delta \gamma$ shown in Fig. 9 is an average result. Apparently, there are two valleys when $\Delta \gamma = 117^\circ$ and $\Delta \gamma = 243^\circ$, and they are symmetrical with $\Delta \gamma = 180^\circ$. Thus, the best choice of a ‘good’ $\Delta \gamma$ is centered around $117^\circ$ or $243^\circ$. We choose $\Delta \gamma = 117^\circ$ in our following experiments and this value performs well. Also note that the ‘good’ value of $\Delta \gamma$ may be slightly different given different hardware and channel environments.

**C. Put it together**

Next, given the ‘good’ value of $\Delta \gamma$, how can we guarantee this value in the practical system?

In practice, the phase difference $\gamma$ varies at each concurrent transmission due to the dynamic environments caused by the moving objects [15], [16], [17] and the system level noises caused by the hardware imperfections [18], [19], [20]. Recall that $\gamma_1$ and $\gamma_2$ are originally from two concurrent transmissions, so it is very challenging to guarantee a ‘good’ $\Delta \gamma$ by directly manipulating $\gamma_1$ and $\gamma_2$, respectively.

**Weighted encoding.** To solve this problem, we observe that although $\gamma$ is different among different superimposed packets, it is stable and measurable within a packet transmission time. Therefore, when $\gamma_1$ and $\gamma_2$ are from the same superimposed packet, we can add a weight (i.e., a phase shift) to the transmitted symbol to create a ‘virtual’ $\Delta \gamma$. Apparently, this virtual $\Delta \gamma$ can be easily manipulated to the ‘good’ value. To this end, we propose the Weighted Rotation Code (WRC) for concurrent transmissions as follows. For each transmitter, instead of encoding two symbols from two consecutive packets, we encode two consecutive symbols within one packet. For example, with the typical rotation code, Alice encodes two symbols $\tilde{X}_A$, and $\tilde{X}_A$, from packet #1 and packet #2 (see Fig. 3). But when employing our proposed weighted rotation code, Alice will encode two consecutive symbols $\tilde{X}_A$, and $\tilde{X}_A$ from the same packet as shown in Fig. 10. Bob will encode the symbols in the same way. Then, Alice adds a weight $e^{j\Delta \gamma_{good}}$ to its second symbol, i.e., $\tilde{X}_A = e^{j\Delta \gamma_{good}} \tilde{X}_A$. For the receiver side, $Y_1$ and $Y_2$ are two consecutive symbols in the same superimposed packet. Thus, we have $\gamma_1 = \gamma_2 = |\angle H_A - \angle H_B|$. However, since the second encoded symbol from Alice is a weighted symbol, this weight can be considered as a ‘virtual’ phase shift to the channel coefficient $H_A$, so we will have a new channel coefficient $e^{j\Delta \gamma_{good}}H_A$. Therefore, $\gamma_1$ and $\gamma_2$ can be rewritten as

\[
\gamma_1 = |\angle H_A - \angle H_B| \\
\gamma_2 = |\angle H_A + \Delta \gamma_{good} - \angle H_B|.
\]  
(10)

Apparently, by doing so, we will have a ‘virtual’ $\Delta \gamma = |\gamma_1 - \gamma_2| = \Delta \gamma_{good}$. That is to say, we can now guarantee a ‘good’ $\Delta \gamma$ by adding a specific weight ($\Delta \gamma_{good}$) to the second symbol from one transmitter (Alice). Note that the remaining symbols within the same packet from Alice and Bob can be pairwise encoded in the same way, such as the third and fourth symbols, and the fifth and sixth symbols, etc.

**Smart decoding scheme.** The decoding scheme in Chitchat is similar to the decoding procedure in the rotation code introduced in Section II-A. Suppose there are $2n$ symbols in each packet, any two consecutive symbols from Alice and Bob, i.e., $\tilde{X}_{A,i}, \tilde{X}_{A,i+1}, \tilde{X}_{B,i}, \tilde{X}_{B,i+1}$, where $i \in [1, 2n]$ can be demodulated by the combining approach as below. Note that if there are odd number symbols, we will pad a 0 at the end of the packet.

\[
\arg \min_{\tilde{X}_{A,i}, \tilde{X}_{A,i+1}, \tilde{X}_{B,i}, \tilde{X}_{B,i+1}} \left[ Y_i - (H_A\tilde{X}_{A,i} + H_B\tilde{X}_{B,i}) \right]
\]  
(11)

Note that the channel coefficient $H_A$ ($H_B$) slightly varies within each packet, but the two consecutive symbols have the similar channel coefficients. Thus, it is safe to use $H_A$ ($H_B$) for both $\tilde{X}_{A,i}$ ($\tilde{X}_{B,i}$) and $\tilde{X}_{A,i+1}$ ($\tilde{X}_{B,i+1}$) in Eq. [11]. Now, we have the demodulation results $\tilde{X}_{A,i}, \tilde{X}_{A,i+1}, \tilde{X}_{B,i}, \tilde{X}_{B,i+1}$, and then the original wanted symbols $X_{A,i}, X_{A,i+1}, X_{B,i}$, and $X_{B,i+1}$ can be decoded according to the possible 16 codes.

To conclude, the understandings of the superimposed signals motivate our proposed solutions. In particular, first we understand the underlying reason for decoding superimposed signals in the constellation map—indistinguishable constellation points; second, we study the phase relations between the two concurrent transmission signals, and propose to use the rotation code the avoid the indistinguishable constellation points; last, according to our understandings, we design a weighted encoding and smart decoding scheme for superimposed signals.

**IV. THE EXTENSION AND PERFORMANCE ANALYSIS**

**A. Beyond Two Transmitters**

Our design has focused on two concurrent transmitters. When more transmitters are involved, we can divide all the transmitters into several pairs and each pair contains two transmitters. Then, each pair transmits signals simultaneously, and different pairs transmit at different time slots. For example, if an Access-Point (AP) can schedule four users into two pairs by making Alice and Bob transmit concurrently first, and then Carol and David. Based on that, these two pairs of users can share the spectrum via alternately transmitting in the time
domain. To implement this idea, we need a lightweight MAC layer protocol to coordinate the users. The protocol can be similar to existing time-domain multiple access protocols, and we believe it is feasible to off-the-shelf devices. It is worth noting that the scheduling of the transmission can be implemented in a distributed or centralized manner. Specifically, a distributed scheme can be applied by having a master node that can call up a concurrent transmission from two neighbor nodes, and those who replied to the master node will be transmitting at the next time slot [21]. A centralized scheme can be applied by having a controller, such as a sink node in wireless sensor networks [22], to broadcast the controlling messages and enable two suitable end nodes to join in the transmission, and the selection process may depend on the link quality or application needs. As it is out of the scope of this paper, we leave a detailed discussion as our future work. Note that the existing modulation-level approaches for NOMA all focused on implementing 2 concurrent transmitters, such as SigMix and NCMA. While even with fine-designed devices that are capable of strict power control, the signal-level approaches, e.g., SIC, are limited to 2 transmitters due to the challenge of maintaining an obvious power gap between users [3, 4, 5, 23, 24, 25, 26, 27]. Normally, the number of concurrent transmitters can be controlled in advance via grouping strategies. This is much different from the collision scenario where dozens of transmitters may naturally collide when a massive number of devices are deployed.

B. Analysis

Capacity regions for NOMA with Chitchat and NOMA with SIC.

The capacity region of OMA and NOMA has been studied extensively in existing work [13]. In particular, for AWGN channels and using two users as an example, the communication rate (bit per second per Hz) constrains \( R_1 \) and \( R_2 \) for user 1 and user 2 are shown below.

\[
\begin{align*}
R_1 &\leq \log_2(1 + \frac{P_1}{N_0}), \\
R_2 &\leq \log_2(1 + \frac{P_2}{N_0}),
\end{align*}
\]

where \( N_0 \) refers to the power spectral density of the white Gaussian noise, and \( P_1 \) and \( P_2 \) are the received power for user 1 and user 2, separately. Considering existing OMA solutions are sharing the spectrum with different users, we can see the capacity region marked as the green color for OMA as shown in Fig. 12.

When it comes to NOMA, it aims at enabling concurrent transmissions and then decode the superimposed signal, which would offer a higher capacity gain than OMA,

\[
R_1 + R_2 \leq \log_2(1 + \frac{P_1 + P_2}{N_0}), \tag{13}
\]

also as shown in the orange region of Fig. 12. Here, we can use an numerical example to describe it more clearly. Given \( \frac{P_1}{N_0} = 10 \) dB and \( \frac{P_2}{N_0} = 5 \) dB, and then we would have

\[
\begin{align*}
\text{OMA} &\left\{ \begin{array}{l}
R_1 = a \log_2(1 + \frac{P_1}{N_0}) = 3.46a, \\
R_2 = (1 - a) \log_2(1 + \frac{P_2}{N_0}) = 2.06(1 - a),
\end{array} \right. \\
\text{NOMA with SIC} &\left\{ \begin{array}{l}
R_1 = \log_2(1 + \frac{P_1}{N_0 + P_2}) = 1.77, \\
R_2 = \log_2(1 + \frac{P_2}{N_0}) = 2.06,
\end{array} \right.
\end{align*}
\]

where \( 0 \leq a \leq 1 \), and the sum rate of NOMA with SIC is greater than the OMA schemes.

However, the implementation of SIC in practice has a strong assumption that the concurrent signals should be separable in the power domain, and when it is not, the SNR of one user would be decreased significantly, leading to an undesirable communication performance. For example, given \( \frac{P_1}{N_0} = \frac{P_2}{N_0} = 5 \) dB, and then we would have

\[
\begin{align*}
\text{OMA} &\left\{ \begin{array}{l}
R_1 = a \log_2(1 + \frac{P_1}{N_0}) = 2.06a, \\
R_2 = (1 - a) \log_2(1 + \frac{P_2}{N_0}) = 2.06(1 - a),
\end{array} \right. \\
\text{NOMA with SIC} &\left\{ \begin{array}{l}
R_1 = \log_2(1 + \frac{P_1}{N_0 + P_2}) = 0.815, \\
R_2 = \log_2(1 + \frac{P_2}{N_0}) = 2.06.
\end{array} \right.
\end{align*}
\]

Note that although NOMA with SIC still has a better capacity gain in theory, but the SNR for user 1, \( \frac{P_1}{N_0 + P_2} \), would be decreased to -1.1 dB. Most of communication systems cannot maintain reliable communications in such a low SNR. Therefore the dark region marked in the Fig. is not reachable for SIC in practice. To conclude, NOMA schemes aim to approach the capacity boundary of the two-user case, \( R_1 + R_2 \leq \log_2(1 + \frac{P_1 + P_2}{N_0}) \), however, given the strong power assumption of SIC, traditional NOMA schemes can hardly reach to that boundary when the power level of two users are close to each other. But for a modulation-level superimposed signal decoding scheme, Chitchat, it requires no power control, and it has the potential to approach the theoretical capacity constraints.
region of NOMA, resulting in a better performance for low-cost devices when compared with SIC.

**Spectrum efficiency/throughput.** Current superimposed signal decoding approaches in modulation-level (e.g., SigMix [9] and NCMA [10], [11], [12]) either require to add one repetitive signal copy or several repetitive symbols to achieve a reliable decoding performance. Hence, their throughput upper bound is equal or similar to that of sequential transmissions. Unlike the state-of-the-art modulation-level approaches, Chitchat can decode the superimposed signal without requiring any repetitive transmissions. The theoretical throughput of Chitchat is actually doubled compared to sequential transmissions. Hence, Chitchat can truly enable concurrent transmissions in the same frequency at the same time and substantially boost the spectrum efficiency.

**Complexity.** At the transmitter side, Chitchat introduces a weighted encoding scheme. This scheme can be seen as a patch of the existing modulation block, and its overhead is growing linearly and limited by the number of transmitted symbols. That is to say the use of Chitchat will cause no notable extra energy consumption on the transmitter, making it friendly to IoT devices. Similarly, the receiver decodes the superimposed signal by using a maximum-likelihood solution as the existing WiFi decoder does, which causes no notable extra complexity energy consumption. The experiment of energy consumption is out of the scope of this work and we leave it as future work.

**Influence by the dynamic fading channel conditions.** In contrast to SIC that strictly requires a power gap between the two concurrent signals, which can be achieved by frequent channel condition inquiries, Chitchat does not require any channel feedback for prior knowledge, because we use the diversity gain to avoid the indistinguishable constellation points under varying channel conditions. We have conducted experiments under different channel conditions, and we present the results in the following experiment section. In particular, the results reveal that the increased power to noise ratio does reduce BER, but there is no correlation between channel conditions of the two concurrent signals and the BER, which represents a robust performance of Chitchat to the dynamic fading channel conditions.

V. IMPLEMENTATION

Note that the modulation-level superimposed signal decoding implementation is not trivial, given the frequency and phase offsets in practical systems. Next, We implement Chitchat by using three USRPs embedded with XCVR2450 daughter boards. For each USRP, we employ an ECOM9-5500 mag-mount antenna with 9 dBi gain or an HG2458RD-SM omni-directional antenna with 3 dBi gain, and the selection of the antenna depends on the deployment requirement as the mag-mount antenna is preferred to be placed on the ground or on metal surfaces. Chitchat is built upon a recent project programmed in GNU-radio [28], which follows IEEE 802.11p standard with 5.9 GHz carrier frequency and 10 MHz bandwidth. The program is running on PCs operating on Ubuntu 16.04, and each PC processes the data streams coming from the USRP. To focus on our design, we remove other schemes along with the Wi-Fi protocol for simplicity, such as scrambling, channel coding, etc.

**Practical issues.** Decoding the superimposed signals for NOMA demands symbol-level time synchronization, frequency synchronization and phase synchronization [29], which can guarantee different transmitters transmit signals in the same frequency at the same time. For the time synchronization, fortunately, there have been extensive studies recently to provide the symbol-level time synchronization with low-cost solutions, such as by using GPS clocks in outdoor scenarios [30], and by using WiFi devices in indoor scenarios [21], [31]. For simplicity, we use a central clock as a solution in this paper for time synchronization, and focus on the other unsolved synchronization problems in the frequency and phase domains. In practice, due to the differences between oscillators and signal detection failures [20], three types of signal offsets exist, including the Carrier Frequency Offset (CFO), the Sampling Frequency Offset (SFO) and the Sampling Time Offset (STO). These offsets will influence the required synchronization accuracy negatively. In Chitchat, we employ and implement a precise offsets tracking scheme at the receiver to correct these offsets. Specifically, this mechanism introduces orthogonal preambles in the packet header to track the offsets of each transmitted signal. After that, the detected offsets can be added up to the channel coefficient for further demodulation.

**The transmitters.** Two USRP N210s connect to a PC through a Gigabit Ethernet router as two transmitters, Alice and Bob. For the time synchronization, each USRP is connected to a central clock (i.e., NI CDA-2990) via SMA cables. Each transmitted packet has a total length of 1500 bytes payload and a preamble, which follows the Wi-Fi standard. Specifically, after the BPSK modulation, every two consecutive symbols within the packet from Alice are encoded by the proposed weighted rotation code, and Bob follows the rotation code without weighting. We then transform the frequency domain BPSK symbols into the time domain samples via the IFFT. The time domain samples are ordered by the parallel-to-serial converter and passed through a DAC converter, resulting in the baseband OFDM signal which is then upconverted to the carrier frequency.

**The receiver.** One USRP N210 connects to another PC through Ethernet cable as the receiver. The received superimposed signal is downconverted to baseband and filtered to remove the high-frequency components. Then, the ADC converter samples the signal. The receiver detects the beginning of a superimposed packet by extracting the long training sequence, and tracks CFO, STO and SFO. These time samples are serial-to-parallel converted and passed through the FFT. The FFT output is passed through the demodulator. Then, the proposed smart decoding scheme is implemented to decode the original data. Note that we omit some detailed descriptions, e.g., the cyclic prefix, due to space limit. The block diagram is shown in Fig. [13]
VI. Evaluation

We conduct experiments in an office building including labs, offices and corridors as shown in Fig. 14. The transmitted signal may transverse a metal/glass door which contributes to a Non-Line-of-Sight (NLoS) communication scenario. The distances among the three nodes vary from 1 m to 8 m according to the size of each region. Fig. 15 shows the setup in one of the corridors. The sending rate is 1 pkt/s and we collect 500 concurrent transmissions in each region.

Compared schemes. We compare the performance of Chitchat with two state-of-the-art NOMA schemes.

- **PhyCode.** PhyCode [32] requires no change at the transmitter side, assuming the constellation points are distinguishable when decoding the superimposed signals.

- **SigMix.** SigMix [9] requires transmitting two same signal copies within each packet and adds a phase shift between the two copies. It then decodes the superimposed signal by selecting a good copy and discards the other for a reliable decoding performance. Note that SigMix uses a ‘rotation code’ to add this phase shift, but the ‘rotation code’ is not the same rotation code as in our design.

Note that we use the same offset tracking mechanism as SigMix and PhyCode to address the signal offset problem, i.e., CFO, SFO, and STO. Compared with existing NCMA schemes [10], [11], [12] that focused on homogeneous devices, the offset tracking mechanism we are using can handle the diverse offsets from heterogeneous devices, which is more desirable for IoT devices.

Metrics. We employ the following metrics:

- Bit Error Rate (BER): The BER refers to the raw BER without considering channel error coding.

- Packet Reception Rate (PRR): The ratio of successfully received packets. We use the bit error information from all the packets received by the USRP and then apply the CRC-32 algorithm along with convolutional codes at 1/2 code rates to calculate the PRR.

- Throughput gain: the ratio of throughput in Chitchat to the throughput in the existing scheme (i.e., SigMix or PhyCode).

A. Impact of the Signal Strength

To demonstrate that Chitchat can perform well without power control, we evaluate the impact of both the SNR and the SNR gap of two transmitted signals. To focus on the influence of SNR and SNR gap, we use 30 dB attenuators to connect two transmitters to the receiver, which can emulate a stable wireless channel and avoid the impact of the dynamic environment and uncontrollable wireless. This experiment was conducted in an ordinary office. We collect 500 packets for each setting.

**Impact of the SNR.** As shown in Fig. 16(a), we manually tune the SNR of Alice and Bob from 9.5 dB to 18 dB. We present the BER results in Fig. 17. Clearly, for different SNRs setting, Chitchat outperforms PhyCode significantly. Chitchat achieves
comparable performance with SigMix in most cases. As the SNR increases, the performance of Chitchat is much higher than PhyCode and even better than SigMix. For example, as shown in Fig. [17c], when the SNR is around 15 dB, the BER results of Chitchat, SigMix and PhyCode are $4.34 \times 10^{-5}$, $8.68 \times 10^{-5}$ and $2.6 \times 10^{-4}$, respectively. This experiment result reveals that Chitchat performs well within the typical SNR range.

**Impact of the SNR gap.** Recall that in current NOMA technique—SIC, in order to decode the superimposed signal, it requires a clear power domain gap between the transmitted signals, i.e., SNRs with a large difference, which may limit the accessibility of many IoT devices. In contrast, Chitchat is designed without such requirement. Here, we use SNR ratio as a metric to represent the SNR gap between transmitters. To evaluate the influence of a small SNR gap, we keep the ratio close to 1. Specifically, $SNR_B$ is around 16 dB and $SNR_A$ is gradually changed as shown in Fig. [16(b)]. We plot the BER in Fig. [18]. Apparently, Chitchat still outperforms PhyCode and has the comparable performance of SigMix with the varying SNR ratio. The results reveal that Chitchat can perform well under a small SNR gap between transmitters, so Chitchat does not need the power control.

**PPR.** We then evaluate the impact of the signal strength from the packet level. We calculate the PPR according to the bit error rate from the above two experiments. As plotted in Fig. [19(a)], Chitchat can achieve a comparable PPR of SigMix with a median value of 1, while PhyCode only has a median value of 0.77. Hence, Chitchat can achieve a reliable performance under the typical signal strength.

**Throughput gain.** Fig. [19(b)] shows that Chitchat achieves a median $1.3 \times$ higher throughput gain than PhyCode. Importantly, although Chitchat and SigMix have the comparable reliability performance, Chitchat achieves a median $2 \times$ higher throughput gain than SigMix. This is because SigMix requires transmitting two signal copies within one packet and only use one copy for decoding. The amount of information is therefore reduced to half. In contrast, Chitchat can achieve reliable performance without repetitive symbols, which represents a significant improvement of the spectrum efficiency.

### B. Performance in Dynamic Environment

We next evaluate Chitchat in dynamic environments with 5 test regions as shown in Fig. [14]. During the experiments, people in the environment worked as usual (e.g., walking around), which contributes to a dynamic channel condition. We plot the SNR of two concurrent transmitted signals in Fig. [20]. As we can see, although the average SNR can be achieved to 14.97 dB and 17.12 dB for Alice and Bob, respectively, the variance of the SNR is very high as some outliers are below 0 dB, resulting in a highly dynamic channel condition. The overall performance is as follows.

**BER and PRR.** From Tabel. [1], we can see that Chitchat obtains a better average BER $(6.6 \times 10^{-4})$ when compared with PhyCode $(1.19 \times 10^{-3})$. Further, Chitchat obtains a lower standard deviation $(3.34 \times 10^{-5})$ when compared with PhyCode $(2.67 \times 10^{-5})$. The results contribute to a higher median PRR as shown in Fig. [21(a)], 0.94 for Chitchat compared with 0.8 for PhyCode in the dynamic environment. Note that both the BER and PRR of Chitchat are not as good as that of SigMix. This is reasonable since the SNRs vary below 0 dB in the dynamic environment. SigMix actually transmitted the same symbol twice within each packet for a reliable performance, but at a cost of a much lower throughput. In contrast, Chitchat can decode the superimposed signal without repetitive symbols. **Throughput gain.** Fig. [21(b)] shows that Chitchat achieves a median $1.88 \times$ and $1.18 \times$ higher throughput gain than SigMix and PhyCode, respectively. This is expected as Chitchat can achieve a reliable performance without introducing repetitive transmissions. Note that these results are slightly lower than the above experiments in the static environment. The reason is that the dynamic environment will cause more signal variations and SNR fluctuations. Overall, Chitchat can still outperform the state-of-the-art schemes even in the dynamic environment.

### VII. Related Work

Decoding the superimposed signals has been applied to a wide range of wireless communication scenarios including NOMA, two-way relay networks and general collisions. Although different scenarios are designated for different applications, they all benefit from the use of superimposed signals, and these three categories are the most commonly seen scenarios in the literature. We describe the related work separately in the following context.

(a) NOMA: Successive Interference Cancellation (SIC) is a major NOMA technology, which requires strict power control to guarantee the power differences among transmitted signals. Thus SIC can decode the strongest signal first while treating others as noise, and then cancel the decoded signal out. By repeating this procedure, other signals can be decoded separately [33]. Although SIC is promising, it relies on dedicated infrastructure and channel feedback for the strict power control [34], which may not be desirable for low-cost and heterogeneous IoT devices [35] and may cause extra delay [36]. Instead of strict power control, other works were proposed to either increase the diversity gain or coding gain to decode the superimposed signals. For the diversity gain, SigMix [2] transmits each signal twice back-to-back to guarantee a low error rate. Although SigMix provides high reliability, its throughput upper bound is equal to that of sequential transmissions, which limits its gain in the network throughput. NCMA [10], [11], [12] employs error correction code by adding repetitive transmissions to recover the decoding error in the MAC layer. However, the spectrum efficiency cannot be fully utilized due to the repetitive transmissions. More importantly, their error recovering performance is severely impaired when the raw error rate is high, resulting in a poor reliability. In contrast to the previous works, Chitchat does not need power control and can obtain both diversity.

<table>
<thead>
<tr>
<th>Metric</th>
<th>PhyCode</th>
<th>SigMix</th>
<th>Chitchat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average BER</td>
<td>$1.19 \times 10^{-2}$</td>
<td>$2.8 \times 10^{-2}$</td>
<td>$6.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>$3.34 \times 10^{-5}$</td>
<td>$2.47 \times 10^{-2}$</td>
<td>$2.67 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
gain and coding gain without any repetitive transmissions. The theoretical throughput of Chitchat is doubled compared to sequential transmissions without sacrificing reliability can be improved significantly.

(b) Two-way relay networks: In two-way relay networks, two end nodes are scheduled to transmit signals concurrently, so signals are superimposed at the relay, and then the relay node broadcasts this superimposed signal back to the end nodes. Each end node can decode the signal transmitted from the other end node by canceling out its own signal [37], [38]. Several systems have been proposed to implement this idea including Physical-layer Network Coding (PNC) [29], [39], [40], Analog Network Coding (ANC) [41] and full duplex [42], [43], [44], [45]. More recent works extended these systems to be more robust [40] and scalable to a long-hop scenario [46], [47]. However, these works were designed for relay networks and required knowing one of the two concurrent transmitted packets in decoding, making them incompatible to decode the superimposed signals for multiple access. In contrast, Chitchat can be applied for multiple access scenarios where the superimposed signals can be decoded without knowing one of the concurrently transmitted packets.

(c) General collisions: Due to the hidden terminals problem, multiple users may transmit packets to the same receiver simultaneously, which creates interference at the receiver. Unlike NOMA and bidirectional relay networks, this concurrent transmission collides naturally without any synchronization scheme. Past work leveraged time offsets among collisions to separate multiple packets which contain two copies of each signal (e.g., ZigZag [48]). Given the redundancy of two copies per signal, ZigZag’s throughput upper bound is limited to that of sequential transmissions. Decoding collisions in other IoT techniques, such as LoRa [49], [50], RFID [51], [52], [53], [54] and ZigBee [55], has attracted many research interests. These approaches leverage some notable features, often associated with a lower rate, are not spectrum efficient. Motivated to achieve high efficiency and reliability for two-transmitter concurrent transmissions, we design Chitchat, which is applicable for high-rate wireless systems such as Wi-Fi with OFDM. Note that diverse wireless technologies have been proposed for these IoT applications including Bluetooth, ZigBee, LoRa, narrow band-IoT, etc. Among these technologies, Wi-Fi based systems are attractive thanks to the pervasive availability of Wi-Fi devices and their high data rate property [56].

VIII. DISCUSSION

Other modulation schemes Currently, our proposed scheme has been implemented with BPSK modulated signals that provide a sufficient data rate for many IoT applications. Compared with traditional low-date-rate IoT communication schemes, such as LoRa and RFID, our system owns a superior advantage in offering a higher data rate. Furthermore, to meet an even higher communication demand, our scheme is
compatible with the extension of other modulation schemes, e.g., QAM. However, such a high data rate may increase the decoding complexity, which should be studied in future work.

A larger-scale implementation To reveal more performance details of our system, a larger scale of implementation is needed. In particular, more communication units are required to construct a network that contains diverse and practical communication features. We see this as a promising future work to verify our performance and enhance our system through real-world feedback.

Compatibility with related techniques The growth of IoT is drawing so much attention recently. The compatibility of our system to related techniques is crucial for truly applying Chitchat in practice. Fortunately, we have witnessed a rapid development of Cross Technology Communication (CTC) [57], [58] that enables popular technologies, e.g., Wi-Fi and ZigBee, to communicate freely. Because Chitchat is based on Wi-Fi, it can also be used for CTC which would boost the compatibility of Chitchat to many related techniques.

Promising applications Chitchat aims to obtain the wireless transmission reliability while increasing the efficiency. By doing this, many wireless applications can use Chitchat to enhance their performance. For example, the wireless sensor network can reduce data uploading time so that the energy can be saved for both the transmitter and the receiver; vehicle networks can update critical information more frequently to achieve a safer and robust driving environment; abundant smart home devices can communicate with AP with fewer signal collisions and then the user would experience a stable connection.

IX. CONCLUSION

Guided by the seminar work of Cover [1], both academia and industry are inspired to apply superimposed signals to achieve a higher spectrum efficiency, and SIC-type decoding has been proposed as a candidate radio access technology for 5G cellular systems. As SIC is limited to deal with the situations that two concurrent transmitted signals have a significant SNR difference, in this paper, we propose and implement Chitchat, a rotation based encoding and decoding system for two-transmitter concurrent transmissions, without the SNR difference constraint. It is inherently challenging to decode superimposed signals given the uncontrollable and time-varying channels which may make the constellation maps of the superimposed signals difficult and sometimes even infeasible to decode. By addressing the design and implementation challenges, this work nevertheless demonstrates the feasibility in this promising direction. It is anticipated that the modulation-level superimposed signal decoding will lead to a wide range of applications, from radio access for infrastructure-based wireless systems to two-way relay for multi-hop wireless mesh networks, and even for collision resolution in random-access networks, which can be seen as further research directions.
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