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A B S T R A C T

Given the maturity of Unmanned Aerial Vehicle (UAV) technologies, UAVs have been widely used in many areas
such as surveillance system. Thanks to the UAV’s high mobility, not only the dynamic coverage is now achievable
for surveillance systems but also the cost of building (thermal-)camera towers is reduced. The UAV surveillance
system includes a UAV mesh network providing seamless monitoring. The target will be tracked down to a
warning area which is a triangle formed by the three closest UAVs. A new supplementary UAV is proposed
to be deployed inside the warning area to achieve a better monitoring quality. In this paper, we identify the
best location of the supplementary UAV by minimizing the maximum service distance in an acute triangle. A
closed-form solution is derived for the isosceles acute triangle. For arbitrary acute triangles, a real-time algorithm
with low complexity, i.e., the equal service distance (ESD) algorithm, is proposed. Simulation results show that
the proposed ESD algorithm can reduce the maximum service distance by up to 35.71%, 15.91%, and 21.74%
compared to the incenter, circumcenter, and centroid, respectively. The optimality of the proposed approach is
then validated by comparing with the exhaustive search. More simulations considering network dynamics are
performed and the impacts of UAV’s speed and processing time on monitoring quality are revealed.

1. Introduction

The technologies of Unmanned Aerial Vehicle (UAV) became
mature recently. They are light, flexible and have a longer battery
life than ever before (Saha et al., 2011), and thus enable the in-depth
reconnaissance and surveillance of major incidents, such as uncon-
trolled emissions of liquid or gaseous contaminants in the cases of
volcanic eruptions, wildfires, industrial incidents, crimes, and terrorist
attacks. The use of UAV systems for monitoring targets in possible
incident areas can greatly facilitate the tasks in police departments,
fire brigades, and other homeland security organizations (Daniel and
Wietfeld, 2011), (Lilien et al., 2014).

There are two operating stages in the UAV surveillance system. In
the first stage, multiple UAVs fly in the mid-air to monitor the incoming
incidents, and each of them monitors a certain area. They also interact
with each other to ensure good coverage. Because the occurrences of
incidents have a low frequency, considering the power consumption
and other maintenance costs, it may not be worthy to deploy many
UAVs flying simultaneously and waiting for the random incident. There-
fore, forming a sparse UAV surveillance mesh network maximizing the
monitoring area, i.e, using a limited number of UAVs to provide the
maximized coverage, is the guideline of the first-stage UAV deployment.
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Given the purpose of the first-stage UAV deployment, the topol-
ogy plays an important role. An appropriate topology of UAVs helps
to achieve a better performance in terms of coverage and cost (Li et al.,
2017). Given the fact that the hexagonal mesh topology maximizes the
coverage, it is desirable to be used in the first-stage UAV deployment.
Once an incident happens, the target can be tracked down to an area
formed by the nearest three UAVs. In the hexagonal mesh topology, for
any location, the nearest three UAVs forms an equilateral triangle as
shown in Fig. 1 (a). Because the incident is inside this triangle, in this
paper, we denote this triangle as the warning area, i.e., the area needs
to pay extra attention to.

However, given practical issues including geographical constraints,
obstacles, and other possible factors like wind, it is difficult for the first-
stage UAV mesh network to maintain the perfect hexagonal mesh topol-
ogy. It also leads to in-equilateral but likely acute triangular warning
areas as shown in Fig. 1 (b). Besides, it is still possible for the surveil-
lance system to set different monitoring qualities in different parts of
the monitoring area. This makes the first-stage UAV mesh network
become denser in the high-quality monitoring area and sparser in other
areas, which also results in the in-equilateral warning areas. All of these
issues motivate us to design the proposed algorithm to find the optimal
location for the new supplementary UAV in an arbitrary acute triangle.
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Fig. 1. A triangle warning area.

When a warning area is identified, the surveillance system shall
respond quickly and enter the second stage, where it can moni-
tor the area more closely. The first-stage UAV mesh network is
sparsely deployed to save the cost, so it may not be sufficient to sat-
isfy the requirement of monitoring quality inside the warning area.
Also, because the surveillance tasks in other areas should be main-
tained, a new supplementary UAV will be sent to the warning area
to support the surveillance tasks. Monitoring inside the warning area
is critical, and thus the point with the worst monitoring quality,
i.e., the worst point, greatly affects the performance of the surveil-
lance system because it determines the existence of blind spots. In
this paper, we optimize the location of the newly added UAV in
the warning area to improve the monitoring quality to the worst
point.

Typically, the monitoring quality depends on the distance, i.e., the
distance from the camera mounted on a UAV to the target. If we define
the monitoring quality as the resolution of the target in an image or
a video, the shorter the distance, the better the quality, especially for
thermal cameras. Considering the importance of target monitoring, e.g.,
tracking down criminals and some severe industrial incidents, we want
to ensure that no matter where the target is, the monitoring quality can
be guaranteed to be above a certain threshold, i.e, the maximum service
distance is below a certain threshold. Even though it may be less likely
to see the target in some specific areas, as long as the probability is not
zero, we need to consider these areas with the same criteria. Therefore,
in this paper, we need to consider every location inside the warning
area with equal priority.

Given the equal priority on every location, and the fact that a tar-
get is always monitored by the nearest UAV, the problem can be con-
verted to minimizing the longest monitoring distance inside an acute
triangle determined by three nearest UAVs in the mesh. The location
of the target varies time by time and the tracked target may be mov-
ing constantly, so the first-stage UAV swarm may move around an
area or along a trace for the optimal coverage. For example, a UAV
mesh surveillance network may be moving along an important vehi-
cle to monitor all the potential threats within a one-kilometer radius.
As a result, each triangular warning area in the mobile mesh back-
bone has a dynamic shape and the supplementary UAV should be
added to the optimal location which is also time-varying. Hence, a
real-time algorithm with low complexity is required to quickly find
the optimal location for the newly added UAV given the changing
topology.

Besides the UAV surveillance system, similar geometry problems
may be raised in other fields as discussed in Sec. 6. Without los-
ing generality, we denote each UAV as a service node and define
the distance from a certain location to the nearest UAV as the ser-
vice distance. The main contributions of this paper are summarized as
follows:

∙ Considering the two-stage UAV surveillance system, a min-max opti-
mization problem is formulated to minimize the longest service dis-
tance in an arbitrary acute triangle.

∙ For the newly added service node, the closed-form expression of the
optimal location within an isosceles acute triangle is derived.

∙ A real-time algorithm with low complexity, i.e., the equal service
distance (ESD) algorithm, is proposed to find the optimal location
of the new service node within an arbitrary acute triangle.

∙ Comparisons with the exhaustive search and triangle’s existing cen-
ters, including incenter, circumcenter, and centroid, are conducted.
By simulations, the optimality of the proposed approach is validated
and the impacts of UAV’s speed and processing time on the perfor-
mance are investigated.

The rest of paper is organized as follows. In Sec. 2, the related work
is described. Sec. 3 presents the system model and problem formulation.
The optimal location of the new service node in an isosceles triangle is
theoretically derived in Sec. 4.1. The non-isosceles case is then studied
in Sec. 4.2. Simulation and Verification are provided in Sec. 5, followed
by possible future works and the concluding remarks in Sec. 6.

2. Related work

The use of UAV in the surveillance system has been studied exten-
sively. HAWK, a programmable mini unmanned helicopter armed with
a wireless sniffer, was proposed and implemented in (Liu et al., 2014)
to conduct surveillance and localization tasks. In (Nigam et al., 2012),
multiple UAVs cruise in a target area following optimized trajectories
and thus minimize the maximum uncovered time duration of each cell.
A feasible distribution of the UAV swarm to properly cover the target
area and the trajectory for each UAV to reach the surveillance loca-
tion were proposed in (Saska et al., 2016). A novel metric to depict the
quality of UAVs’ deployment, i.e., the deployment entropy, was intro-
duced in (Li et al., 2017), and different deployments were evaluated
accordingly. Most of the existing work focused on how to achieve bet-
ter surveillance coverage while minimizing the number of UAVs, such
as (Zorbas et al., 2016), which is the first stage described in Sec. 1.

The UAV surveillance system shares some similarities with the
mobile sink in the wireless sensor network (WSN). The main purpose
of introducing mobile sinks is to balance energy consumption. Routing
methods and data collection strategies were proposed in (Alkesh et al.,
2011; Yun and Xia, 2010; Luo et al., 2006; Xu et al., 2010; Abo-Zahhad
et al., 2015; Pan et al., 2005) to increase the lifetime of the network.
The trade-off between energy saving and traffic delay was analyzed
in (Chatzigiannakis et al., 2008). UAVs’ topology was kept stable by
the gateway selection in (Luo et al., 2015). We also find the similar-
ity of the UAV surveillance system to other UAV’s applications, such
as the coverage problem in the cellular network (Li and Cai, 2017).
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(Alzenad et al., 2017), (Bor-Yaliniz et al., 2016), and (Mozaffari et al.,
2016a) focused on maximizing the number of covered users (Tuna et
al., 2014). used a team of UAVs in the post-disaster scenario. The inter-
ference and backhaul constraints were considered in (Mozaffari et al.,
2016b) and (Kalantari et al., 2017), respectively, and users’ energy con-
sumption was further optimized in (Mozaffari et al., 2016c) and (Mozaf-
fari et al., 2017). In both of the UAV surveillance system and other
UAV-related systems, many existing works can be applied to the first
stage of the surveillance system introduced in Sec. 1, but none of them
can guide the procedure of the second stage.

In this paper, we focus on the second stage of the UAV surveillance
system and optimize the location of the newly added UAV within a tri-
angular warning area. By using the general concept, i.e., service nodes,
instead of UAVs, the problem can be mathematically abstracted as find-
ing the optimal location to add a point inside a triangle, which is similar
to the facility location problem. In the past decades, the facility loca-
tion problem had been extensively studied based on different objec-
tives. Most of them are minimizing the sum of the transportation costs
from one point to multiple destinations, which is known as the Fer-
mat problem (Tellier, 1972), the Weber problem (Weber, 1929), and
the attraction-repulsion problem (Tellier, 1993) according to different
definitions of the transportation cost, respectively. Different from these
classic problems, we aim to minimize the maximum service distance
from any point inside the triangle to its nearest service node, rather
than that between two service nodes.

The operation cost of a service node was then considered with the
objective of minimizing the overall cost. Depending on whether a ser-
vice node has limited capacity, the problem can be classified as capac-
itated and uncapacitated cases (Mirchandani and Francis, 1990). In
(Gendron et al., 2017) and (Krishnaswamy and Sviridenko, 2016), the
two-level and multi-level uncapacitated facility location problem were
studied, respectively. A linear programming-based algorithm was pro-
posed for capacitated case in (An et al., 2017), the financial costs and
carbon emission were further considered in (Harris et al., 2014). Instead
of assuming fixed sets of locations (or candidates of locations) for facil-
ities and clients in the existing works, we target the scenario where the
location of the newly added service node is selected from a continuous
plane. The worst point, which can be considered as the client in capac-
itated/uncapacitated facility location problems, may change according
to the different locations of the new service node.

3. System model

3.1. Preliminary

As shown in Fig. 1, once the warning area is determined, a new sup-
plementary UAV, i.e., a new service node, will try to keep staying at the
optimal location within the area regardless of the change of topology.
The new service node updates its location periodically. We define one
period as a slot. At the beginning of each slot, the optimal location is
updated according to the latest topology of the mesh. The new service
node moves to the updated location directly after the calculation and
stays until the next slot. Due to the altitude regulation of UAV system
and complex terrain in low altitude area, the UAV surveillance system
is likely to operate at an altitude lower than 120 m (the maximum alti-
tude (FAA, 2016)) but still high enough to avoid most obstacles. For
simplicity, we assume all the UAVs in the surveillance system have the
same altitude.

Given the same altitude, the plane formed by the UAVs is paral-
lel with the ground. We can either project all the UAVs to the ground
(where targets are) or project all possible targets to the UAV plane.
It is because no matter how we project, the projected longest service
distance always represents the longest service distance in reality. Mini-
mizing the projected maximum service distance can help us to achieve
the same purpose but the objective is simplified to improve the moni-
toring/service quality of the worst point inside a 2-D triangle area. The

Fig. 2. A triangle formed by three existing service nodes.

monitoring/service quality is determined by the service distance, i.e.,
the shorter the distance, the better the quality. We only focus on the
acute triangle in this paper, and a monitoring target selects the service
node based on the shortest service distance.

The first-stage UAVs and supplementary UAVs have different tasks,
i.e., coverage and intensive monitoring, respectively. In this paper,
we assume that the warning area will only be identified by the first-
stage UAV mesh network, and the supplementary UAV will not par-
ticipate in forming new warning areas. One supplementary UAV will
never be selected as the nearest service node by the targets on differ-
ent warning areas. Therefore, no matter how the supplementary UAV
changes its location inside a warning area, the topology outside this
warning area will not be changed. If we have multiple warning areas,
each warning area will be added a supplementary UAV, and they work
independently.

To find out the worst point and the longest service distance, we use
Fig. 2 as an example. The point O represents the newly added supple-
mentary UAV, and the points A,B,C represent the existing UAVs in the
first-stage surveillance system forming the warning area. Given 𝛼, 𝛽, the
angles of the altitude through vertex A and two sides ‖AB‖, ‖AC‖, the
length of ‖AB‖, a triangle △ABC can be determined. Any point O inside
△ABC can be denoted as a function of 𝜙1 and 𝜙2. 𝜙1 denotes the angle
of segment OA to the altitude. 𝜙2 denotes the angle between segment
OB and BC. Given the principle of service node selection, the triangle
area is divided into several Voronoi cells, and dashed line segments
MN, LK, and QP are the cell edges. Voronoi cells are obtained by parti-
tioning the area into regions based on the distance to service nodes, and
each corresponding region (cell) consisting of all points closer to that
service node than to any other. In Fig. 2, △AMN, △BLK, △CPQ, and
the hexagon MNQPKL are four Voronoi cells. For the monitoring target
in a Voronoi cell, the service node in the same cell can provide the min-
imum service distance. For example, for any target in △AMN, point A
is the closest service node. Other dashed line segments like AO,BO, and
CO are auxiliary lines representing how we obtain these Voronoi edges.
For example, we obtain the edge LK by drawing the mid-perpendicular
line of OB.

It is obvious that max(‖OM‖, ‖ON‖) ≥ ‖OX‖, where X is any point on
MN. Similar observations can be found on LK and QP as well. Therefore,
we can conclude that all the vertexes of Voronoi cells are candidates of
the worst point because one of them lead to the longest service distance.
As shown in Fig. 2, there are 6 candidate points, i.e., M, L,K,P,Q, and
N. They are on sides of the triangle and are defined as on-boundary
vertexes.

Besides that, in some cases, two adjacent vertexes on the triangle’s
boundary may converge to one vertex inside the triangle. In Fig. 3,
we show examples where the vertexes K, P and N, Q converge to the
inner vertexes (vertexes inside the triangle) K′ and N′, respectively.
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Fig. 3. Examples of K′ and N′.

Similarly, M, L may also converge to M′. In total, there are 9 vertexes
considered as the candidates of the worst point. We divide them into
three vertex sets: 𝕍 (1) = {M, L,M′}, 𝕍 (2) = {K,P,K′}, 𝕍 (3) = {N,Q,N′}.
Each set consists of two on-boundary vertexes and one inner vertex.
When the inner vertex exists, the on-boundary vertexes in the same
set are no longer the valid Voronoi vertexes because it conflicts with
the property of Voronoi cells, i.e., the distances from a Voronoi vertex
to adjacent service nodes should be the same. Therefore, we have the
following Lemma 1.

Lemma 1. For a vertex set 𝕍 (i), i = 1,2,3, the Voronoi vertexes can be
either the one inner vertex if existed, or the two on-boundary vertexes other-
wise.

Lemma 2. For 𝕍 (1), 𝕍 (2), and 𝕍 (3), the inner vertexes, i.e., M′,K′,N′,
exist only if ∠AOB ≤

𝜋

2 , ∠BOC ≤
𝜋

2 , and ∠AOC ≤
𝜋

2 , respectively.

Proof. Taking Fig. 3 (a) as an example, given the property of Voronoi
cells, K′ is the circumcenter of △BOC. When ∠BOC ≤

𝜋

2 , the circum-
center is inside △BOC and thus K′ exists. Similar conclusions can be
made for M′ and N′ as well. □

Lemma 3. In an arbitrary acute triangle, at least one vertex from each
vertex sets, i.e., 𝕍 (i), i = 1,2,3, exist, regardless of the location of the new
service node.

Proof. In some cases, any vertexes from a certain set cannot be found
in a triangle. An example is shown in Fig. 4 (a), where N,Q,N′ are
missing. Two new Voronoi vertexes S and T have been introduced and
determined only by the existing service nodes A and C. Furthermore,
OA’s mid-perpendicular line no longer has the intersection with AC (in
the triangle), and a new intersection with BC, vertex E, is introduced.

In Fig. 4 (b), It is observed that N′ is the circumcenter of △AOC.
It will be outside △AOC and below OC only if 𝜙1 + 𝛽 >

𝜋

2 . Given that
△AOC is an acute triangle,𝜙1 + 𝛽 is always smaller than 𝜋

2 . Therefore,
N′ can never move across OC and BC. The situation in Fig. 4 (a) will
never happen in an acute triangle. Thus, given OC and OA are in the
triangle, N′ always exists if ∠AOC is acute, N,Q always exist if ∠AOC
is obtuse. Similarly, the existence of vertexes from other sets can be
proved in the same way. □

Lemma 4. In an arbitrary acute triangle, at most one of the inner vertexes,
i.e., M′, K′, or N′, exists.

Proof. According to the proof of Lemma 2, if two vertexes from M′, K′,
and N′ exist, two of the angles ∠AOB, ∠BOC, and ∠AOC are smaller
than 𝜋

2 . Given ∠AOB + ∠BOC + ∠AOC = 2𝜋, the rest one angle is
larger than 𝜋, which means the point O is outside the triangle. All of
∠AOB, ∠BOC, and ∠AOC cannot be smaller than 𝜋

2 as well. Therefore,

Fig. 4. Example of the disappearance of 𝕍3.

at most one vertex from M′, K′, and N′ exists. □

3.2. Problem formulation

In an arbitrary acute triangle formed by three existing service nodes,
we want to minimize the service distance of the worst point by optimiz-
ing the location of one newly deployed service node. Therefore, the
original problem can be transformed to a Min-Max problem of the ser-
vice distance. Given Lemma 1, 2 and 3 in Sec. 3.1, the optimization
problem is given by

min
O

max
(‖OZ(1)

i ‖, ‖OZ(2)
j ‖, ‖OZ(3)

k ‖) , (1)

i = 1,… ,Γ(1), j = 1,… ,Γ(2), k = 1,… ,Γ(3),

s.t. O ∈ △ABC,

[Z(1)
1 ,… ,Z(1)

Γ(1)
] =

⎧⎪⎨⎪⎩
M′, ∠AOB ≤

𝜋

2
,

[M, L], ∠AOB >
𝜋

2
,

[Z(2)
1 ,… ,Z(2)

Γ(2)
] =

⎧⎪⎨⎪⎩
K′, ∠BOC ≤

𝜋

2
,

[K,P], ∠BOC >
𝜋

2
,

[Z(3)
1 ,… ,Z(3)

Γ(3)
] =

⎧⎪⎨⎪⎩
N′, ∠AOC ≤

𝜋

2
,

[N,Q], ∠AOC >
𝜋

2
,

where Γ(1),Γ(2),Γ(3) represent the number of currently existing Voronoi
vertexes coming from vertex sets 𝕍 (1),𝕍 (2),𝕍 (3), respectively. For exam-
ple, when △AOB ≤

𝜋

2 , there is only one Voronoi vertex M′ coming from
𝕍 (1), Γ(1) = 1, and thus ‖OZ(1)

i ‖ denotes only one distance, i.e., ‖OM′‖.
If △AOB >

𝜋

2 , there are two Voronoi vertexes, M and L, coming from
𝕍 (1), Γ(1) = 2, and ‖OZ(1)

i ‖ denotes two distances, i.e., ‖OM‖ and ‖OL‖.
In the problem formulation, we put ∠AOB, ∠BOC, and ∠AOC in the

condition to study different cases. For example, the objective function
is min max(‖OM′‖, ‖OK‖, ‖OP‖, ‖ON‖, ‖OQ‖) only if the location of O
makes ∠AOB ≤

𝜋

2 , ∠BOC >
𝜋

2 , and ∠AOC >
𝜋

2 . The objective function
will change to min max(‖OM‖, ‖OL‖, ‖OK′‖, ‖ON‖, ‖OQ‖) if the loca-
tion of O makes ∠AOB >

𝜋

2 , ∠BOC ≤
𝜋

2 , and ∠AOC >
𝜋

2 .
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Table 1
Global minimizer.

𝛼 ∈ Global minimizer

[0,0.106𝜋] ‖OM‖∗
𝜙2=A′(𝛼)

= ‖OK′‖∗
𝜙2=A′ (𝛼)

= ‖AB‖ cos(𝛼+A′ (𝛼))
2 cos(A′ (𝛼)) cos(𝛼) ;

[0.106𝜋, 𝜋

6 ] ‖OM‖∗
𝜙2=A(𝛼) = ‖OK‖∗

𝜙2=A(𝛼)

= ‖AB‖ cos(𝛼+A(𝛼))
2 cos(A(𝛼)) cos(𝛼) ;

[ 𝜋6 ,
𝜋

4 ] ‖OL‖∗
𝜙2=

𝜋
4 − 𝛼

2
= ‖OK‖∗

𝜙2=
𝜋
4 − 𝛼

2
= ‖AB‖ sin(𝛼)

1+sin(𝛼) ;

4. Optimal algorithm design

4.1. Isosceles acute triangle

As a starting point, we assume △ABC is an acute isosceles triangle,
i.e. ‖AB‖ = ‖AC‖, and thus 𝛼 = 𝛽.

Lemma 5. If K′ exists in the acute isosceles triangle △ABC where‖AB‖ = ‖AC‖, it is always on BC ’s mid-perpendicular line.

Proof. Given K′ is the circumcenter of △BOC, ‖K′B‖ = ‖K′C‖. There-
fore, K′ is on BC’s mid-perpendicular line. □

Theorem 1. Given an arbitrary acute isosceles triangle △ABC where‖AB‖ = ‖AC‖, the optimal location of a new service node to minimize
the longest service distance is on BC ’s mid-perpendicular line.

Proof. See Appendix A. □

Lemma 6. Given an acute isosceles triangle △ABC where ‖AB‖ = ‖AC‖,
if the location of a new service node O is on BC ’s mid-perpendicular line
and inside △ABC, inner vertexes M′ and N′ do not exist.

Proof. Given O is on BC’s mid-perpendicular line, it is easy to prove
∠AOB >

𝜋

2 and ∠AOC >
𝜋

2 . Therefore, the circumcenters of △AOB and
△AOC are outside the triangles, and thus there is neither M′ nor N′

inside △ABC. □
Given Theorem 1 and Lemma 6, 𝜙1 = 0, ‖OM‖ = ‖ON‖,‖OL‖ = ‖OQ‖, ‖OK‖ = ‖OP‖ and only the inner vertex K′ possibly

exists in an acute isosceles triangle. We only focus on ‖OM‖, ‖ON‖,‖OK‖, and ‖OK′‖ in this section. The service distances to these four
candidates of the worst point are derived as follows,

‖OM‖ = ‖AB‖ cos(𝛼 + 𝜙2)
2 cos(𝜙2) cos(𝛼) , (2)

‖OL‖ = ‖AB‖ sin(𝛼)
2 cos(𝜙2) sin(𝛼 + 𝜙2)

, (3)

‖OK‖ = ‖AB‖ sin(𝛼)
2cos2(𝜙2)

, (4)

‖OK′‖ = ‖AB‖ sin(𝛼)
sin(2𝜙2)

. (5)

Theorem 2. Given an arbitrary acute isosceles triangle, △ABC, where‖AB‖ = ‖AC‖ and ∠OBC = 𝜙2, the optimal location of a new service
node (the global minimizer of 𝜙2) and the corresponding minimized service
distance to the worst point are summarized in Table 1.
Proof. See Appendix B. □

It can be observed from Theorem 2 that 𝜙2 is the bisector of ∠ABC
when 𝛼 ≥

𝜋

6 . Therefore, given the isosceles triangle, the optimal loca-
tion is consistent with the incenter of △ABC if 𝛼 ≥

𝜋

6 . For 𝛼 <
𝜋

6 ,
the optimal location is not any of the existing centers, e.g., incenter,
centroid, and circumcenter. Besides, if 𝛼 ≤ 0.106𝜋, there are 3 worst
points with the longest service distance, i.e., M,N, and K′. Otherwise,
there are 4 worst points. This observation is generalized by Theorem 3
in the following section.

4.2. Non-isosceles acute triangle

For a non-isosceles acute triangle, we have to consider all of the
nine possible vertexes discussed in Sec. 3.1. Given an arbitrary location
of O in △ABC, i.e., given 𝜙1 and 𝜙2, the service distances to the nine
vertexes are derived as follows,

‖OM‖ = ‖AB‖ cos(𝛼 + 𝜙2)
2 cos(𝜙1 + 𝜙2) cos(𝛼 − 𝜙1)

, (6)

‖ON‖ = ‖AC‖ cos(𝛽 + 𝜙3)
2 cos(𝜙3 − 𝜙1) cos(𝛽 +𝜙1)

, (7)

‖OL‖ = ‖AB‖ sin(𝛼 − 𝜙1)
2 cos(𝜙1 + 𝜙2) sin(𝛼 + 𝜙2)

, (8)

‖OK‖ = ‖AB‖ sin(𝛼 − 𝜙1)
2 cos(𝜙1 + 𝜙2) cos(𝜙2)

, (9)

‖OP‖ = ‖AC‖ sin(𝛽 + 𝜙1)
2 cos(𝜙1 − 𝜙3) cos(𝜙3)

, (10)

‖OQ‖ = ‖AC‖ sin(𝛽 + 𝜙1)
2 cos(𝜙1 − 𝜙3) sin(𝛽 + 𝜙3)

, (11)

‖OK′‖ = ‖AB‖ sin(𝛼 + 𝛽)
2 sin(𝜙2 + 𝜙3) cos(𝛽) , (12)

‖OM′‖ = ‖AB‖
2 cos(𝜙1 + 𝜙2)

, (13)

‖ON′‖ = ‖AC‖
2 cos(𝜙1 − 𝜙3)

, (14)

where

‖AC‖ = ‖AB‖ cos(𝛼)
cos(𝛽) ,

‖OA‖ = ‖AB‖ cos(𝛼 +𝜙2)
cos(𝜙1 +𝜙2)

,

and 𝜙3 is ∠OCB and is given by

𝜙3 = arctan
[‖AC‖ cos(𝛽) − ‖OA‖ cos(𝜙1)‖OA‖ sin(𝜙1) + ‖AC‖ sin(𝛽)

]
.

Theorem 3. Given a non-isosceles triangle, △ABC, the service distances
from the optimal location of a new service node to at least three different
Voronoi vertexes are equal to the longest service distance in △ABC.

Proof. See Appendix C. □
Given Theorem 3, we can pick up three different service distances

from (6)–(14), make them equal to each other and obtain the result
by solving the equation system. A candidate for the longest distance
is obtained if the selected distance is the longest compared with other
possible distances. After comparing the candidates of all possible com-
binations, the minimum of the longest distance and the corresponding
optimal location (𝜙1, 𝜙2) can be identified.

According to Lemma 4, at most one service distance from (12)–(14)
exists. We propose an equal service distance (ESD) algorithm shown in
Algorithm 1 to search the optimal location. The ESD is optimal because
all the possible combinations are analyzed.
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Algorithm 1 The ESD searching algorithm
Require: ‖AB‖, 𝛼, and 𝛽;
1: for Every case that chooses three from (6)–(11) do
2: Solve the equation system
3: if The selected distance is the longest among other possible distances then
4: Record the result as a candidate
5: end if
6: end for
7: for Everyone from (12)–(14) do
8: Remove the distances to the on-boundary vertexes in the same vertex set defined in Sec. 3.1 from (6)–(11), denote the rest as set 𝔻
9: for Every case that chooses two from 𝔻 do
10: Combine with the selected one from (12)–(14)
11: Solve the equation system
12: if The selected distance is the longest among other possible distances then
13: Record the result as a candidate
14: end if
15: end for
16: end for
17: Compare all the candidates and find out the minimum of the longest service distance and identify the corresponding optimal location
Ensure: the optimal location (𝜙1, 𝜙2)

Because of the difficulty to derive the closed-form solution of the
equation system consisting of three equations from (6)–(14), the numer-
ical method should be adopted, which contributes the major part of the
computational load. According to Algorithm 1, we need

(
6
3

)
= 20 iter-

ations for on-boundary vertexes and an additional
(

4
2

)
× 3 = 18 itera-

tions to further consider inner vertexes. Overall, 38 equation systems
need to be solved to find the optimal location, which greatly reduces
the complexity comparing with searching all the points exhaustively
inside a triangle.

There are two possible approaches for the supplementary UAV to
further obtain the precise optimal location inside the warning area.
The first one is to allow the supplementary UAV to communicate with
nearby UAVs, and thus it continuously receives the real-time locations
of the UAVs forming the warning area. In this way, the supplementary
UAV calculates and updates the optimal location, i.e., run the Algo-
rithm 1 by itself. In the second approach, all the UAVs periodically
report their GPS coordinates to the control center. The control center
runs the Algorithm 1, calculates and updates the optimal location for
the supplementary UAV and sends the corresponding GPS coordinate to
it. These two approaches are distributed and centralized, respectively.
Our proposed algorithm can be realized in either distributed or central-
ized approaches.

5. Simulation and Verification

To the best of our knowledge, there are no existing solutions to solve
the problem formulated in Sec. 3.2. Therefore, in this section, we com-
pare the proposed algorithm with a few benchmarks, such as using the
incenter, circumcenter, and centroid as the new service node’s loca-
tions. The comparisons in term of the maximum service distance are
shown to verify the optimality of the proposed solution. Then, we con-
duct the simulations of a UAV surveillance system to reveal the impacts
of the processing time and UAV’s speed. We also compare the proposed
scheme with the exhaustive search in terms of both the maximum ser-
vice distance and complexity.

As explained in Sec. 1, the monitoring quality is a function of dis-
tance. Given different camera models or other types of monitoring
devices like sensors, the functions may vary a lot. Therefore, in this
paper, we optimize the distance instead of monitoring quality. As long
as the monitoring quality is monotonically decreasing with the increas-
ing of the distance, the longest service distance always represents the
worst point. Improving the longest service distance is equivalent to
improving the worst monitoring quality which is our objective of this
paper. Thus, in Sec. 5, all the performance gains on maximum service
distance can directly reflect the gains on monitoring quality.

5.1. Isosceles case

The exhaustive search results have been used to verify the optimal
location in an acute isosceles triangle, i.e., Theorem 2. We put BC on the
x-axis and let its middle point be the origin point. The height of △ABC
is fixed to 100, and we try to find the optimal location given different
𝛼. Because the optimal location is always on BC’s mid-perpendicular
line, which means the x-axis of the optimal location is 0. Thus, we
only show the results of the y-axis in Fig. 5. As shown in the figure,
the results applying Theorem 2 perfectly match the exhaustive search
results.

5.2. Non-isosceles case

For the non-isosceles case, we examine the performance of the pro-
posed scheme in a mobile UAV mesh backbone, i.e., a dynamic tri-
angular warning area. The changing triangle and the trajectory of the
optimal location to add the FR are shown in Fig. 6 (a). For compari-
son, the trajectories of other existing centers of a triangle, including the
incenter, circumcenter, and centroid, are shown as well. We start from
the equilateral triangle where all the existing centers consistent with
the optimal location. With the changing of the triangle, they deviate
from each other. We divide the whole time duration of the procedure

Fig. 5. A triangle formed by three existing service nodes.
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Fig. 6. Simulation of a dynamic warning area.

Fig. 7. Comparisons with existing centers of a triangle.
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Fig. 8. Simulation of flight paths given different slot length (tp = 0.4s).

Fig. 9. Simulation of flight paths given different tp (slot length is 2s).
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Fig. 10. Simulation of flight paths given different tp (slot length is 4s) and exhaustive search given different searching granularities.

in Fig. 6 (a) into 20 equal slots, and record the maximum service dis-
tance of each slot in Fig. 6 (b). It can be observed that the proposed
scheme can always achieve a better performance than other existing
centers. On average, it can reduce the maximum service distance by
9.52%, 6.79%, and 2.86% compared to the incenter, circumcenter, and
centroid, respectively.

In order to have a more comprehensive investigation, we compare
the maximum service distance achieved by the proposed approach with
that of other existing centers exhaustively. 𝛼 and 𝛽 are adjusted to cover
all the possible cases. The height of △ABC, i.e., BC’s perpendicular
line passing through service node A, is fixed to 100 m. The maximum
service distances according to different locations of the newly added
service node are summarized in Fig. 7 𝛼 is equal to 0.1𝜋, 0.2𝜋, and
0.3𝜋 in Fig. 7 (a), (b), and (c), respectively. It can be observed that the
maximum service distance achieved by the proposed scheme is always
the lower-bound, and thus verifies the optimality. The proposed ESD
algorithm can reduce the maximum service distance by up to 35.71%,
15.91%, and 21.74% compared to the incenter, circumcenter, and cen-
troid, respectively.

5.3. Performance evaluation regarding to UAV’s flight path

In this subsection, we examine the maximum service distance along
the UAV’s flight path. The results based on different slot duration,
i.e., how long the UAV updates its location, are shown in Fig. 8. We
apply the same changing mesh backbone in Fig. 6 (a) and assume
the procedure lasts for 80 s. The maximum actual speeds of three
existing service nodes, i.e., three vertexes of the changing trian-
gle, are 3.54 m/s, 2.80 m/s, and 4.83 m/s, respectively. A maximum
speed limit of 5 m/s is assumed for the newly added UAV which
always updates the location based on the latest information of the
mesh.

The flight paths with 2-s and 4-s slot durations are almost the same
with the trace strung by optimal locations, as shown in Fig. 8 (a). The
maximum service distances along their flight paths are quite different
as shown in Fig. 8 (b). Compared with 4-s slot, 2-s slot reduces the
average gap to the optimal result from 6.15 m to 3.03 m. It is because
a smaller slot duration results in a smaller deviation to the optimal
location before the UAV’s next update.
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However, the slot duration is not always the smaller the better. The
processing time tp, i.e., the time needed by a UAV to calculate the
updated location, also plays an important role. We use tp = 0.4s in
Fig. 8 and the effects of different tp are revealed in Fig. 9. A smaller tp
means a longer time for moving, and thus the UAV has a higher chance
to reach the newly updated location. Given a fixed tp, a small slot dura-
tion means a shorter moving time, the UAV may be unable to catch
up the speed of the optimal location, e.g., tp = 1s in Fig. 9 (a) and
(b).

Given tp = 1s, one way to improve the performance is to increase
the UAV’s speed. In Fig. 9 (c) it shows that the UAV keeps pace with
the updated location well if the speed is increased to v = 10 m/s.
Considering mechanical issues, however, it may be difficult to fur-
ther enhance the speed given the cost of a UAV. So, the slot dura-
tion needs to be prolonged to reduce the proportion of processing
time. In Fig. 10 (a) and (b), the system can support up to tp = 1.2s
if the slot length is 4s. But the average gap of the maximum service
distance to the optimal result is enlarged to 6.49 m. This observa-
tion justifies the necessity of the proposed low-complexity ESD algo-
rithm, by which a smaller slot duration can be used to achieve better
performance.

Exhaustive search results with different granularities are shown in
Fig. 10 (c). A coarser granularity reduces the complexity but signifi-
cantly increases the gap between the updated locations and the opti-
mal ones. Otherwise, it results in a large tp and is not suitable for
real-time updating especially when the size of the warning area, i.e.,
the triangle, is large. For example, in Fig. 10 (c), when we choose a
1-m granularity for the exhaustive search, 5000–10,000 points needs
to be searched in each slot according to the dynamic shape of the
triangle. In practice, if a finer granularity and/or a bigger triangle
area are used, the number can be even larger. Comparing with the
heavy workload of the exhaustive search, only 38 equation systems
need to be solved to find the optimal location in the proposed ESD
algorithm as analyzed in Sec. 4.2, which will greatly reduce tp and
thus provide a better performance as shown in Fig. 9 (b), (c), and
Fig. 10 (b).

6. Conclusion

For the UAV surveillance system, we have proposed a second stage
in addition to the existing seamless surveillance (the first stage), where
a supplementary UAV is introduced to provide high-quality monitoring
in the warning area. A min-max optimization problem has been for-
mulated to minimize the longest service distance in an arbitrary acute
triangle. For the newly added service node, the closed-form expression
of the optimal location within an isosceles triangle has been theoret-
ically derived. An ESD algorithm with low complexity has been pro-
posed to find the optimal location of the new service node within a non-
isosceles triangle as well. The numerical comparisons with the exhaus-
tive search results and triangle’s existing centers, including incenter, cir-
cumcenter, and centroid, have been conducted, according to which the
optimality of the proposed approach has been validated. The impacts
of UAV’s speed and processing time on the performance have been
studied.

This work can be applied to other areas. In summary, when a new
facility needs to be added to improve the experience of the worst user,
this work is applicable. The worst user is the customer with the low-
est quality of service (QoS), which can be the slowest response time
in police, ambulance, or fire services, the longest travel distance to a
supermarket, a postal office, or a recreation center, or the lowest signal
strength in the wireless communication system such as cellular and Wi-
Fi networks. Though it is not the surveillance system, the worst possible
experience is also important for a service provider because it determines
the guaranteed QoS advertised. For example, in the cellular system, the
cell edge user throughput, which is defined as the 5% point of cumula-
tive distribution function (CDF) of the user throughput normalized with
the overall cell bandwidth, has been applied as a critical performance
metric to evaluate the system (3GPP, 2017).

Some possible future works have been identified. In this paper,
we focus on the acute triangle, which may impose restrictions on
UAVs’ deployment for the first-stage coverage, i.e., ensuring all the
warning areas are acute triangles. Obtuse triangles can be studied
and thus provide higher flexibility. The homogeneous service node
has been assumed in this paper which means all the service node
have the same capability and the monitoring/service quality only
depends on the service distance. Heterogeneous service nodes and
differentiated areas, i.e., areas with different weights, are worth for
research. Based on a newly defined optimizing objective combining
the service node’s capability, the area weight, and the service dis-
tance, the solution will be applicable to more scenarios. Besides, only
one new service node in a 2-D plane has been considered in this
paper. How to coordinate multiple supplementary service nodes in 3-
D space for the same purpose beckons for further investigation. In
the 3-D case, no matter how the UAVs change their altitudes, the
triangular warning area forms one plane. It is always possible to
project targets and supplementary UAV on that plane and remodel the
service distances accordingly. This projection requires careful future
research.

In addition to the theoretical research, the implementation aspects
need to be considered as well. This paper is based on the assumption
that the UAV can move to the designated location once it obtains the
command (received from the control center or calculated by itself).
How to adjust aerodynamic power to achieve this target and how to
avoid possible obstacles are still open issues. The mature platform like
Microsoft AirSim can be used to evaluate the performance before the
prototype phase.
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Appendix A. Proof of Theorem 1

As shown in Fig. A.11 (a), we assume a point O1 in the left side of BC’s mid-perpendicular line, and five vertexes are marked as M1, L1, K′
1, Q1,

and N1. If O1 moves horizontally to O0, which is on BC’s mid-perpendicular line, the vertexes change to M1, L1, K′
1, Q1, and N1. We consider K′ in

this figure, and the case of K and P is shown in Fig. A.11 (b).
Given the property of Voronoi cells, M1N1, M0N0, and AO1 intersect at the same point, It is easy to get ‖AM1‖ < ‖AN1‖, ‖AM1‖ < ‖AM0‖,

and ‖AN1‖ > ‖AN0‖. Because ‖M1O1‖ = ‖AM1‖, ‖N1O1‖ = ‖AN1‖, ‖M0O0‖ = ‖AM0‖, ‖N0O0‖ = ‖AN0‖, we have ‖M1O1‖ < ‖N1O1‖,‖M1O1‖ < ‖M0O0‖, and ‖N1O1‖ > ‖N0O0‖. Therefore, we can conclude that once point O locates in the left side of BC’s mid-perpendicular
line, ‖ON‖ is always longer than ‖OM‖, and when O moves horizontally toward the mid-perpendicular line, the difference between ‖ON‖ and ‖OM‖
is reduced.

Fig. A 11 Changes of the vertexes when O moves horizontally.

‖LK‖ and ‖QP‖ will intersect at K′ which locates on the mid-perpendicular line or its extension line (outside △ABC). Given the topology in
Fig. A.11 (a), ∠L1K′

1O0 > ∠Q1K′
1O0. Thus ‖BL1‖ < ‖CQ1‖ and ‖O1L1‖ < ‖O1Q1‖. If O1 moves to O0, it is easy to prove ‖BL1‖ < ‖BL0‖ and‖CQ1‖ > ‖CQ0‖, so that ‖O1L1‖ < ‖O0L0‖ and ‖O1Q1‖ > ‖O0Q0‖. Therefore, when O is in the left side of BC’s mid-perpendicular line, ‖OQ‖ is

always longer than ‖OL‖, and the difference decreases while O moving from O1 to O0.
We use Fig. A.11 (b) to discuss the case of K and P. It is easy to find out ‖OK‖ = ‖BC‖

2 − ‖DK‖, ‖OP‖ = ‖BC‖
2 − ‖DP‖, ∠KK′D = 𝜙2, and

∠PK′D = 𝜙3. Given that O is in the left side of BC’s mid-perpendicular line, such as O1 in the figure, 𝜙2 > 𝜙3. Thus, ‖KD‖ > ‖DP‖, and‖OK‖ < ‖OP‖. If O moves horizontally from O1 to O0, 𝜙2 gets close to 𝜙3, so do ‖OK‖ and ‖OP‖.
For the case of K′ shown in Fig. A.11 (a), K′ is always the circumcenter of △OBC. Given Lemma 5, if O moves from O0 to O1, vertex K′

shall move upward from K′
0 to K′

1, in order to satisfy ‖K′B‖ = ‖K′C‖ = ‖OK′‖. Therefore, ‖O1K′
1‖ > ‖O0K′

0‖. We can conclude that when O
moves horizontally toward the mid-perpendicular line, ‖OK′‖ is decreasing. A similar approach can be applied to prove that ‖ON′‖ holds the same
conclusion. (There is no M′ inside the triangle when O is in the left side because ∠AOB >

𝜋

2 .)
In summary, when there is no vertex in M′, K′, and N′ exists and O is in the left side of BC’s mid-perpendicular line, max (‖OM‖, ‖OL‖, ‖OK‖) <

max (‖ON‖, ‖OQ‖, ‖OP‖). The longest service distance is one of ‖ON‖, ‖OQ‖, ‖OP‖, and it is decreasing while O moving toward the mid-
perpendicular line. If inner vertex exists (according to Lemma 4 at most one of them exists), such as K′ or N′, the corresponding service dis-
tance is also decreasing while O moving toward the mid-perpendicular line. It is easy to proof the same conclusions if O is in the right side
of the mid-perpendicular line. It can be concluded that the maximum service distance is decreasing while the location of a new service node
O moving horizontally toward the mid-perpendicular line. Therefore, the optimal location of a new service node is on BC’s mid-perpendicular
line.

Appendix B. Proof of Theorem 2

When ‖OK′‖ ≤ ‖OK‖, K′ will be used instead of K as a valid Voronoi vertex in the triangle.

‖OK′‖ ≤ ‖OK‖
⟹‖AB‖ sin(𝛼)

sin(2𝜙2)
≤

‖AB‖ sin(𝛼)
2 cos (𝜙2)2

⟹ sin(𝜙2) ≥ cos(𝜙2). (B.1)

Given (B.1), when 0 ≤ 𝜙2 ≤
𝜋

4 , ‖OK‖ is used in the following analysis. When 𝜋

4 ≤ 𝜙2 ≤
𝜋

2 , ‖OK′‖ will be applied. ‖OK′‖ = ‖OK‖ when. 𝜙2 = 𝜋

4
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Appendix B.1. If ‖OL‖ is the maximum distance

Assuming that ‖OL‖ is the longest transmission distance, we have

‖OL‖ ≥ ‖OK′‖
⟹ sin(𝜙2) ≥ sin(𝛼 + 𝜙2). (B.2)

Given 𝜙2 ≤
𝜋

2 , 𝛼 + 𝜙2 ≤
𝜋

2 , the inequality above is impossible, which means ‖OL‖ cannot be larger than ‖OK′‖. Therefore, ‖OK′‖ does not exist
when ‖OL‖ is the longest distance.

When 0 ≤ 𝜙2 ≤
𝜋

4 , ‖OK‖ is used and we have

‖OL‖ ≥ ‖OK‖
⟹ sin(𝛼 +𝜙2) ≤ cos(𝜙2)

⟹𝜙2 ∈
[
0, 𝜋

4
− 𝛼

2

]
. (B.3)

‖OL‖ ≥ ‖OM‖
⟹ sin(2𝛼) ≥ sin(2𝛼 + 2𝜙2)

⟹𝜙2 ∈
[
max{𝜋

2
− 2𝛼,0}, 𝜋

2
− 𝛼

]
. (B.4)

Taking the intersection of the two sets above and considering the fact that 0 ≤ 𝜙2 ≤
𝜋

4 and 0 ≤ 𝛼 ≤
𝜋

4 , we have

𝜙2 ∈
[
0, 𝜋

4
− 𝛼

2

]⋂[
max{𝜋

2
− 2𝛼,0}, 𝜋

2
− 𝛼

]

=

⎧⎪⎪⎨⎪⎪⎩

∅, 𝛼 ∈
[
0, 𝜋

6

)
,

[
𝜋

2
− 2𝛼, 𝜋

4
− 𝛼

2

]
, 𝛼 ∈

[
𝜋

6
,
𝜋

4

]
.

(B.5)

We calculate the derivative of ‖OL‖ w.r.t. 𝜙2 as follows,

𝜕‖OL‖
𝜕𝜙2

= ‖AB‖ sin(𝛼)
2

× sin(𝜙2) sin(𝛼 + 𝜙2) − cos(𝜙2) cos(𝛼 + 𝜙2)[
cos(𝜙2) sin(𝛼 + 𝜙2)

]2
= −‖AB‖ sin(𝛼) cos(2𝜙2 + 𝛼)

2
[
cos(𝜙2) sin(𝛼 +𝜙2)

]2 , (B.6)

where only cos(2𝜙2 + 𝛼) needs to be discussed, and other items are obviously positive. Let cos(2𝜙2 + 𝛼) = 0, we can obtain that 𝜙2 = 𝜋

4 − 𝛼

2 ,
which is the upper bound of 𝜙2 in (B.5) given that ‖OL‖ is the longest distance (𝛼 ≥

𝜋

6 ). Considering 𝜕‖OL‖
𝜕𝜙2

≤ 0 when 𝜙2 ≤
𝜋

4 − 𝛼

2 , and 𝜕‖OL‖
𝜕𝜙2

≥ 0
when 𝜙2 ≥

𝜋

4 − 𝛼

2 , 𝜙2 = 𝜋

4 − 𝛼

2 is the minimizer of ‖OL‖.
Therefore, we can conclude that if ‖OL‖ is the longest distance (𝛼 ≥

𝜋

6 ), the minimum of ‖OL‖ can be obtained as follows,

‖OL‖∗ = ‖OL‖𝜙2=
𝜋

4 −
𝛼

2

= ‖AB‖ sin(𝛼)
2 cos( 𝜋4 − 𝛼

2 ) sin( 𝜋4 + 𝛼

2 )

= ‖AB‖ sin(𝛼)
1 + sin(𝛼) . (B.7)

Appendix B.2. If ‖OM‖ is the maximum distance

Assuming that ‖OM‖ is the longest transmission distance, we first compare it with ‖OK‖ and ‖OL‖, respectively.

‖OM‖ ≥ ‖OK‖
⟹ cos(𝛼 + 𝜙2)

cos(𝛼) ≥
sin(𝛼)

cos(𝜙2)

⟹ cos(𝛼 + 2𝜙2) + cos(𝛼) ≥ sin(2𝛼). (B.8)

Because of 0 ≤ 𝛼 + 2𝜙2 ≤ 𝜋 and the fact that cosine function is monotonically decreasing in this range, we can obtain the following range of 𝜙2
to satisfy (B.8).

𝜙2 ≤
arccos

[
sin(2𝛼) − cos(𝛼)

]
− 𝛼

2
= A(𝛼) (B.9)

Similarly,
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‖OM‖ ≥ ‖OL‖
⟹ cos(𝛼 + 𝜙2)

cos(𝛼) ≥
sin(𝛼)

sin(𝛼 +𝜙2)

⟹ sin(2𝛼 + 2𝜙2) ≥ sin(2𝛼)

⟹𝜙2 ∈
[
0,max

(
𝜋

2
− 2𝛼,0

)]
. (B.10)

From (B.10), it can be observed that if 𝛼 ≥
𝜋

4 (obtuse triangle), ‖OM‖ cannot be the longest distance.
It is easy to find out that A(𝛼) ≤ 𝜋

2 − 2𝛼 when 𝛼 ∈ [0, 𝜋6 ], and A(𝛼) ≥ 𝜋

2 − 2𝛼 when 𝛼 ∈ [ 𝜋6 ,
𝜋

4 ]. Taking the intersection of two ranges derived in
(B.10) and (B.9), we have

𝜙2 ∈
[
0,A(𝛼)

]⋂[
0,max{𝜋

2
− 2𝛼,0}

]

=
⎧⎪⎨⎪⎩
[
0,A(𝛼)

]
, 𝛼 ∈

[
0, 𝜋

6

]
,[

0, 𝜋
2
− 2𝛼

]
, 𝛼 ∈

[
𝜋

6
,
𝜋

4

]
.

(B.11)

The derivative of ‖OM‖ w.r.t. 𝜙2 is given as follows,

𝜕‖OM‖
𝜕𝜙2

= ‖AB‖
2 cos(𝛼) ×

− sin(𝛼 + 𝜙2) cos(𝜙2) + cos(𝛼 + 𝜙2) sin(𝜙2)[
cos(𝜙2)

]2
= − ‖AB‖ sin(𝛼)

2 cos(𝛼)
[
cos(𝜙2)

]2 , (B.12)

It can be observed that given 𝛼 ≤
𝜋

2 , 𝜕‖OM‖
𝜕𝜙2

≤ 0, so that the upper bound of 𝜙2 is a minimizer of ‖OM‖. It should be noticed that ‖OK‖ is considered
only if 0 ≤ 𝜙2 ≤

𝜋

4 , otherwise, ‖OK′‖ will be applied.
Therefore, if ‖OM‖ is the longest distance, the minimum of ‖OM‖ is given by

‖OM‖∗ = ‖OM‖𝜙2=A(𝛼)

= ‖AB‖ cos(𝛼 + A(𝛼))
2 cos(A(𝛼)) cos(𝛼) , (B.13)

when[
A(𝛼) ≤ 𝜋

4

]⋂[
𝛼 ≤

𝜋

6

]
=

[
arccos

[
sin(2𝛼) − cos(𝛼)

]
≤

𝜋

2
+ 𝛼

]⋂[
𝛼 ≤

𝜋

6

]
=

[
sin(2𝛼) − cos(𝛼) + sin(𝛼) ≥ 0

]⋂[
𝛼 ≤

𝜋

6

]
⟹ 𝛼 ∈

[
0.106𝜋, 𝜋

6

]
, (B.14)

and

‖OM‖∗ = ‖OM‖𝜙2= 𝜋
2 −2𝛼

= ‖AB‖ sin(𝛼)
2 sin(2𝛼) cos(𝛼)

= ‖AB‖
4cos2(𝛼) . (B.15)

when[
𝜋

2
− 2𝛼 ≤

𝜋

4

]⋂[
𝜋

6
≤ 𝛼 ≤

𝜋

4

]
⟹𝛼 ∈

[
𝜋

6
,
𝜋

4

]
. (B.16)

If ‖OK′‖, instead of ‖OK‖, is applied, we have

‖OM‖ ≥ ‖OK′‖
⟹ cos(𝛼 + 𝜙2)

cos(𝛼) ≥
sin(𝛼)
sin(𝜙2)

⟹ sin(𝛼 + 2𝜙2) ≥ sin(2𝛼) + sin(𝛼). (B.17)

When ‖OK′‖ is applied, 𝜙2 ≥
𝜋

4 . Thus, 𝜋

2 ≤ 𝛼 + 2𝜙2 ≤ 𝜋, and the sine function is monotonically decreasing in this range. Therefore, we have

𝜙2 ≤
𝜋 − arcsin

[
sin(2𝛼) + sin(𝛼)

]
− 𝛼

2
= A′(𝛼) (B.18)
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Also, we can observe that if sin(2𝛼) + sin(𝛼) ≥ 1, (B.18) does not hold, and thus ‖OM‖ is not the longest distance. The valid range can be
calculated as follows,

sin(2𝛼) + sin(𝛼) ≤ 1

⟹2 sin(𝛼)
√

1 − sin2(𝛼) + sin(𝛼) ≤ 1 (B.19)

Let x = sin(𝛼), it can be rewritten as

4x4 − 3x2 − 2x + 1 ≥ 0

⟹(x − 1)(4x3 + 4x2 + x − 1) ≥ 0 (B.20)

Because of 𝜙2 ≥
𝜋

4 , 𝛼 ≤
𝜋

4 and thus x − 1 = sin(𝛼) − 1 ≤ 0,

⟹ (4x3 + 4x2 + x − 1) ≤ 0 (B.21)

Based on the numerical calculation, we find that (B.21) holds when x ≤ 0.348. Therefore, (B.18) holds when 𝛼 ≤ arcsin(0.348). It is easy to find
that when 𝛼 ≤ arcsin(0.348), max( 𝜋2 − 2𝛼,0) is always larger than A′(𝛼). The intersection of the ranges in (B.18) and (B.11), i.e., the condition of‖OM‖ ≥ ‖OL‖, is given by

𝜙2 ∈
[
0,A′(𝛼)

]⋂[
0,max

(
𝜋

2
− 2𝛼,0

)]
=

[
0,A′(𝛼)

]
, 𝛼 ∈ [0, arcsin(0.348)]. (B.22)

It has been shown in (B.12) that ‖OM‖ is monotonically decreasing with the increasing of 𝜙2. Therefore, 𝜙2 = A′(𝛼) is a minimizer of ‖OM‖. In
order to satisfy the existence of ‖OK′‖, we have

A′(𝛼) ≥ 𝜋

4

⟹ cos(𝛼) − sin(2𝛼) − sin(𝛼) ≥ 0

⟹𝛼 ≤ 0.106𝜋. (B.23)

It is easy to find that [0,0.106𝜋] ∩ [0, arcsin(0.348)] = [0,0.106𝜋], so we have

‖OM‖∗ = ‖OM‖𝜙2=A′(𝛼)

= ‖AB‖ cos(𝛼 + A′(𝛼))
2 cos(A′(𝛼)) cos(𝛼) , 𝛼 ∈ [0,0.106𝜋]. (B.24)

Appendix B.3. If ‖OK‖ is the maximum distance

First, let 𝜙2 ≤
𝜋

4 to ensure the existence of ‖OK‖. Similar to the results we obtained from Sec. Appendix B.1 & Appendix B.2, we have

‖OL‖ ≤ ‖OK‖
⟹ sin(𝛼 +𝜙2) ≥ cos(𝜙2)

⟹𝜙2 ∈
[
𝜋

4
− 𝛼

2
,
𝜋

4

]
, (B.25)

and

‖OM‖ ≤ ‖OK‖
⟹ cos(𝛼 + 2𝜙2) + cos(𝛼) ≤ sin(2𝛼)

⟹𝜙2 ∈
[
A(𝛼), 𝜋

4

]
. (B.26)

If A(𝛼) > 𝜋

4 ⟹ 𝛼 < 0.106𝜋, there is no feasible solution. Considering 𝛼 ≥ 0.106𝜋, the valid range of 𝜙2 is given by

𝜙2 ∈
[
𝜋

4
− 𝛼

2
,
𝜋

4

]⋂[
A(𝛼), 𝜋

4

]

=
⎧⎪⎨⎪⎩
[
𝜋

4
− 𝛼

2
,
𝜋

4

]
, 𝛼 ∈

[
𝜋

6
,
𝜋

2

]
,[

A(𝛼), 𝜋
4

]
, 𝛼 ∈

[
0.106𝜋, 𝜋

6

]
.

(B.27)

The derivative of ‖OK‖ w.r.t. 𝜙2 can be obtained as follows,

𝜕‖OK‖
𝜕𝜙2

= ‖AB‖ sin(𝛼)
2

2 cos(𝜙2) sin(𝜙2)[
cos(𝜙2)

]4
= ‖AB‖ sin(𝛼) sin(𝜙2)[

cos(𝜙2)
]3 ≥ 0. (B.28)
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Therefore, when ‖OK‖ is the longest distance, the minimum of ‖OK‖ is given by

‖OK‖∗ = ‖OK‖𝜙2=A(𝛼)

= ‖AB‖ sin(𝛼)
2cos2(A(𝛼)) , 𝛼 ∈

[
0.106𝜋, 𝜋

6

]
. (B.29)

and

‖OK‖∗ = ‖OK‖𝜙2=
𝜋

4 −
𝛼

2

= ‖AB‖ sin(𝛼)
1 + sin(𝛼) , 𝛼 ∈

[
𝜋

6
,
𝜋

2

]
. (B.30)

Appendix B.4. If ‖OK′‖ is the maximum distance

If ‖OK′‖ is applied, 𝜙2 ≥
𝜋

4 and 𝛼 ≤
𝜋

4 . Similarly, we have

‖OL‖ ≤ ‖OK′‖
⟹ sin(𝜙2) ≤ sin(𝛼 + 𝜙2). (B.31)

and

‖OM‖ ≤ ‖OK′‖
⟹ 𝜙2 ≥

𝜋 − arcsin
[
sin(2𝛼) + sin(𝛼)

]
− 𝛼

2
= A′(𝛼) (B.32)

It is obvious that (B.31) is always true given 𝛼 + 𝜙2 ≤
𝜋

2 . So the valid range of 𝜙2 is given by

𝜙2 ∈
⎧⎪⎨⎪⎩
[
𝜋

4
,
𝜋

2

]
, 𝛼 ∈

[
0.106𝜋, 𝜋

4

]
,[

A′(𝛼), 𝜋
2

]
, 𝛼 ∈ [0,0.106𝜋] .

(B.33)

Table B.2
Candidate minimizers
𝛼 ∈ Candidate minimizers and the longest distances

[0,0.106𝜋] ‖OM‖∗
𝜙2=A′(𝛼)

= ‖AB‖ cos(𝛼+A′ (𝛼))
2 cos(A′ (𝛼)) cos(𝛼) ,

‖OK′‖∗
𝜙2=A′ (𝛼)

= ‖AB‖ sin(𝛼)
sin(2A′ (𝛼)) ;

[0.106𝜋, 𝜋

6 ] ‖OM‖∗
𝜙2=A(𝛼) =

‖AB‖ cos(𝛼+A(𝛼))
2 cos(A(𝛼)) cos(𝛼) ,

‖OK‖∗
𝜙2=A(𝛼) =

‖AB‖ sin(𝛼)
2cos2(A(𝛼))

,

‖OK′‖∗
𝜙2=

𝜋
4
= ‖AB‖ sin(𝛼);

[ 𝜋6 ,
𝜋

4 ] ‖OL‖∗
𝜙2=

𝜋
4 − 𝛼

2
= ‖AB‖ sin(𝛼)

1+sin(𝛼) ,

‖OM‖∗
𝜙2=

𝜋
2 −2𝛼

= ‖AB‖
4cos2(𝛼)

,

‖OK‖∗
𝜙2=

𝜋
4 − 𝛼

2
= ‖AB‖ sin(𝛼)

1+sin(𝛼) ,

‖OK′‖∗
𝜙2=

𝜋
4
= ‖AB‖ sin(𝛼);

The derivative of ‖OK′‖ w.r.t. 𝜙2 can be given as follows,

𝜕‖OK′‖
𝜕𝜙2

= −‖AB‖ sin(𝛼) 2 cos(2𝜙2)[
sin(2𝜙2)

]2 (B.34)

Because of 𝜙2 ≥
𝜋

4 , cos(2𝜙2) ≤ 0 and thus 𝜕‖OK′‖
𝜕𝜙2

≥ 0. Therefore, if ‖OK′‖ is the longest distance, the minimum of ‖OK′‖ is given by

‖OK′‖∗ = ‖OK′‖𝜙2=A′(𝛼)

= ‖AB‖ sin(𝛼)
sin(2A′(𝛼)) , 𝛼 ∈ [0,0.106𝜋]. (B.35)

and

‖OK′‖∗ = ‖OK′‖𝜙2=
𝜋

4

= ‖AB‖ sin(𝛼), 𝛼 ∈
[
0.106𝜋, 𝜋

4

]
. (B.36)

Appendix B.5. Minimize the maximum distance

All the results in Sec. Appendix B.1, Appendix B.2, Appendix B.3, and Appendix B.4 are summarized in Table B.2. By comparing the candidate
minimizers in each range of 𝛼, the global minimizers are picked up and summarized in Table 1.
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Appendix C. Proof of Theorem 3

Assume the distance from the location of the new service node, O, to only one vertex, v∗, equals the longest service distance, denoted by X. We
define the set 𝕍 (r) including the distances from O to other 4 or 5 vertexes exist in this triangle. We have

X > max
(
𝕍 (r)

)
. (C.1)

We can always find a direction to move O and reduce ‖Ov∗‖ by 𝛿1, and increase max
(
𝕍 (r)) by 𝛿2. If we further ensure

𝛿2 < X − max
(
𝕍 (r)

)
− 𝛿1, (C.2)

then the following inequality holds.

X − 𝛿1 > max
(
𝕍 (r)

)
+ 𝛿2. (C.3)

Given 𝛿1 and 𝛿2 are generated by O’s movement, 𝛿2 = 0 when 𝛿1 = 0. Considering X − max
(
𝕍 (r)) is positive, we can always satisfy (C.2) by

finding a small enough 𝛿1. Therefore, there is always a movement of O to satisfy (C.3) and further reduce the longest service distance, which means
when O is on the optimal location, it cannot have only one vertex as the worst point.

Next, we discuss the case of two vertexes leading to the same longest service distance. There may be a special case where the two worst vertexes
and O are in a line. Any movement of O cannot reduce the longest distance. Let us first verify whether it is a possible scenario. Taking Fig. 2 as
an example, it is obvious that any two adjacent vertexes cannot be the two worst points. We assume ∠LOQ = 𝜋 and ‖LO‖ = ‖OQ‖. It is also
easy to find out ‖BL‖ = ‖QC‖. Given ∠ABC ≠ ∠ACB, ‖AB‖ ≠ ‖AC‖, either ∠ALQ < ∠ABC or ∠AQL < ∠ACB after ‖AB‖ and ‖AC‖ are deducted
by the same length. For example, ∠ALQ < ∠ABC because of 𝛼 > 𝛽 in Fig. 2, thus 2∠LBO < ∠LBO + 𝜙2 and ∠LBO < 𝜙2. Therefore, we can
conclude that, in this case, ‖OK‖ = ‖BK‖ > ‖BL‖ = ‖OL‖ and L,Q cannot be the only two worst points. If we want to make ‖OL‖ = ‖ON‖ and
∠LON = 𝜋, O should move upward because N is above Q, and thus ‖OK‖ (or possible ‖OK′‖) further increases. Therefore, L,N cannot be the only
two worst points while minimizing the longest service distance. The same method can be applied for M,Q to obtain the same conclusion.

We can easily verify other cases by rotating the triangle. For example, if AC is on the x-axis, by applying the same method above, we can prove
that M and P, L and P, M and K cannot be the only two worst points when they are in a line with O, respectively.

If the two worst vertexes and O are not in a line, similarly, we denote the longest service distance as X, the distances from O to the rest vertexes
as 𝕍 (r). We can always find a direction to move O and reduce the longest service distance by 𝛿1, and increase max

(
𝕍 (r)) by 𝛿2. Similar to (C.1)-(C.3)

and following analysis, we can prove that if the two worst vertexes and O are not in a line and O is on the optimal location, these two vertexes
cannot be the only two worst points.

In summary, any two vertexes cannot be the only two worst points, and thus Theorem 3 is proved.

Appendix D. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jnca.2019.05.006.
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