Adaptive Scalable Video Streaming in Wireless Networks

Siyuan Xiang
University of Victoria
siyxiang@ece.uvic.ca

ABSTRACT

In this paper, we investigate the optimal streaming strat-
egy for dynamic adaptive streaming over HTTP (DASH).
Specifically, we focus on the rate adaptation algorithm for
streaming scalable video (H.264/SVC) in wireless networks.
We model the rate adaptation problem as a Markov Decision
Process (MDP), aiming to find an optimal streaming strat-
egy in terms of user-perceived quality of experience (QoE)
such as playback interruption, average playback quality and
playback smoothness. We then obtain the optimal MDP
solution using dynamic programming. We further define a
reward parameter in our proposed streaming strategy, which
can be adjusted to make a good trade-off between the av-
erage playback quality and playback smoothness. We also
use a simple testbed to validate our solution. Experiment
results show the feasibility of the proposed solution and its
advantage over the existing work.

Categories and Subject Descriptors

C.2.5 [Local and Wide-Area Networks]|: Internet; H.5.1
[Multimedia Information Systems]: Video

General Terms

Design, Performance, Experimentation

Keywords
Adaptive Video Streaming, Scalable Video Coding

1. INTRODUCTION

Progressive download is currently one of the most popu-
lar video delivery techniques on the Internet. It has several
advantages over the traditional streaming techniques using
RTSP/UDP. First, it is simple to deploy. At the server side,
any web server can host videos and serve as a streaming
server; at the client side, the user only needs a flash player
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or web browser supporting HI'ML5 for video playback. Sec-
ond, the HTTP/TCP protocols used in progressive down-
load are more firewall and NAT friendly, and the congestion
control mechanism in TCP simplifies the design of the appli-
cation layer. Third, for progressive download, a server can
store several versions of a video to meet the requirements of
heterogeneous users. Ideally, a user can select the right ver-
sion of the video according to the device decoding capability,
display size and available network bandwidth.

However, selecting the appropriate version of a video ac-
cording to the available bandwidth may not be easy for users
and their decisions might be error-prone. In addition, with
progressive download, the client always downloads as much
video data as possible. It is likely that when a user turns off
the video player or switches to another video, a large amount
of un-watched video is buffered unnecessarily, which wastes
the resources of both the network and the end-systems.

Dynamic adaptive streaming over HTTP (DASH) [13] is
a promising technique to overcome the aforementioned dis-
advantages of progressive download. Videos encoded in dif-
ferent versions are chopped into small segments. After the
client receives one segment, it has a chance to decide which
version of the video to request for the next segment, based
on the current network condition. Thus, rate adaptation can
be performed at the client side naturally and flexibly. Also,
the client has a chance to control the client-side queue length
to avoid streaming buffer overflow, e.g., when the download
rate is much higher than the playback rate.

Currently, commercial adaptive streaming products such
as Microsoft Smooth Streaming and Apple Live Streaming
use single-layer H.264/AVC encoded videos. Multiple ver-
sions of a video with different resolution, frame rate and
quality are obtained by encoding the source video multiple
times with different configurations, and the different ver-
sions of the video are completely independent to each other.
Thus, not only more server storage space is needed, but also
the web caching hit-ratio is reduced.

Recently, scalable video coding (H.264/SVC) has been in-
troduced to the DASH framework to improve the system
performance [11]. With SVC, a video is encoded once only
but can be decoded many times with different resolution,
frame rate and quality. However, how to improve the rate
adaptation algorithm to provide users with a satisfactory
quality of experience (QoE) is still a challenging, open ques-
tion. The problem is even more challenging when a user uses
a handheld device and a wireless access link for video stream-
ing, as the handheld devices typically have limited energy
supply and computation capacity, and the wireless links are



highly dynamic due to the time-varying fading, shadowing,
interference and hand-off, all of which motivate this work.

In this paper, we investigate the optimal strategy for stream-

ing scalable video over HTTP in wireless networks. The
main contributions of this paper are twofold. First, we for-
mulate the rate adaptation problem as a finite Markov De-
cision Process (MDP), aiming to find an optimal streaming
strategy in terms of user-perceived QoE such as playback in-
terruption, average playback quality and playback smooth-
ness. We obtain the optimal streaming strategy by dy-
namic programing under the reinforcement learning frame-
work [14]. We further define a reward parameter in our pro-
posed strategy, which can be adjusted to make a good trade-
off between average playback quality and playback smooth-
ness. Second, we evaluate the proposed streaming strategy
and compare it with the existing work using a testbed with
a real sample video encoded by the SVC reference codec,
JSVM [10]. The experiment results show the advantage of
our proposed solution.

The rest of the paper is organized as follows. Section 2
summarizes the related work. Section 3 formulates the op-
timal streaming problem as an MDP and describes the pro-
posed solution based on the reinforcement learning frame-
work. The testbed implementation and the experiment re-
sults are described and given in Section 4, followed by con-
cluding remarks and further research issues in Section 5.

2. BACKGROUND AND RELATED WORK

Different from the application layer multicasting [7], in a
DASH system, rate adaptation is conducted at the client
side, which is also called pull-based rate adaptation [3]. At
the server side, a source video is encoded into different ver-
sions with different resolution, frame rate and quality. For
each version, the video is divided into small segments. A web
server can host these segments and send them to the clients
upon HTTP requests. At the client side, after a user clicks
the play button, the streaming starts. The video player first
obtains the general information of the video, such as the
number of versions and the corresponding resolution, frame
rate and quality of each version. Then, the video player will
decide the right version according to its own display size, de-
coding capability and network condition. Usually, the play-
back does not start until a sufficient number of segments
are received. After the client receives a segment completely,
the rate adaptation algorithm will decide which version to
request for the next segment based on the current network
condition and the client-side state such as the number of
buffered segments. In this way, the workload of the server
is reduced dramatically. Fig. 1 shows the general work flow
of the video player.

There are extensive research efforts on adaptive video
streaming over HTTP [13, 8, 2]. [13] introduced the 3GPP
specification of dynamic adaptive streaming over HTTP,
which describes the framework of the adaptive streaming
system. In [2], commercial adaptive streaming products
including Microsoft Smooth Streaming, Netflix player and
open source media framework (OSMF) player were evalu-
ated and compared. The results show that the performance
of these products still needs to be improved substantially.

Liu et al. proposed a rate adaptation algorithm for adap-
tive video streaming [8]. The decision of switching to a video
version of a higher or lower bit-rate is made based on the
measured segment fetch time, which can be converted to
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Figure 1: Video Player State Diagram

the average segment throughput and buffer state. The al-
gorithm is evaluated using constant bit-rate (CBR), single-
layer video traffic only, and the queue length may sometimes
exceed the maximum buffer size. In [6], a quality adap-
tation controller based on the feedback control theory was
proposed. The controller tries to maintain the buffer level
as stable as possible to match the video bit-rate with the
available bandwidth. As the server needs to maintain the
information for each user to perform rate adaptation, the
complexity of the server is increased.

Recently, SVC has been introduced to adaptive video stream-

ing. With SVC, we can encode video once and decode the
bitstream multiple times with different resolution, frame
rate and video quality [5], so the server storage space and en-
coding time can be saved. In addition, thanks to the layered
structure of SVC, we may even upgrade an already received
segment to a higher quality [12]. [11] showed the advantage
of using SVC in adaptive HT'TP streaming over the single-
layer advanced video coding (AVC) in terms of caching effi-
ciency. In [12], the authors proposed a priority-based media
delivery strategy using SVC with RTP and HTTP stream-
ing. In the pre-buffering phase, the most important base
layer is transmitted first, so there are more base-layer frames
than enhancement-layer frames in the buffer. This scheme
was designed assuming that the temporary bandwidth re-
duction is the only possible bandwidth variation, and the
bandwidth will restore to a normal level after the tempo-
rary reduction. Thus, it cannot fully handle the random
variation of network bandwidth.

Different from these existing approaches, in this paper, we
focus on the rate adaptation algorithm for streaming SVC
video in wireless networks, considering the random and less
predictable variation of the available bandwidth. We also
consider the more general case where the layered video is
encoded in variable bit-rate (VBR).

3. PROBLEM FORMULATION

Considering the limited computation capacity of hand-
held devices and the high variation of wireless access links,
we formulate the optimal rate adaptation problem as a finite
Markov Decision Process, which can deal with the random
network condition with a relatively simple approach that
is feasible for handheld devices. For each video segment,
the client uses MDP to make a decision on which action to
conduct given the current client state. There are four com-



ponents for MDP, i.e., action, state, transition probability
and reward. In the following, we define them one by one.

As shown in Figure 1, after a segment is obtained com-
pletely, the rate adaptation algorithm has a chance to de-
cide the video version of the next segment to be requested
and whether the client should be idle for a while to avoid
buffer overflow. We define the sequential actions as {a:}(t =
0,1,---). a; is the decision made at step ¢, where the step
duration equals the time to retrieve one segment. Note
that the step duration is not a constant, since the segment
download time varies according to the segment size and the
available bandwidth. L is the number of versions. The ac-
tion set for a given state is A(s) = {4;, Ay, Ay}, where
A;(i =—L+1, -+, L—1) means to request the next segment
with ¢ layer higher (¢ > 0) or lower (i < 0) than the current
one, A, means to “upgrade” the last received segment to a
higher version, and A,, means to wait for a time duration of
T, (Ts is the constant playback time of a segment).

We define a state at step t as s¢ = (q¢, Age, Ve, Ave, bwy, di ).
Here, ¢; is the queue length in terms of the number of
buffered frames. Obviously, g; is in the range of (0, F'), where
F = Br x N, Br is the target buffer size in terms of the
number of segments, and N, is the number of frames per seg-
ment. Ag; is the queue length variation after a new segment
has been retrieved, i.e., A¢t = g+ — qi—1, which indicates
whether the requested video’s bit-rate matches the available
bandwidth. Ag; is in the range of [—F, Ns]. v is the version
index of the last received segment. Av; indicates the differ-
ence of video versions requested in consecutive steps. bw; is
the available bandwidth at step ¢. d; is the number of re-
ceived segments, which is in the range of [0, N7], where Np
is the total number of segments the client needs to request.

From the definition of the states, we can observe that the
Markov property exists, since all of these states depend on
their immediately previous state only, i.e.,

Pr{si+1|8¢, a¢, St—1,a¢—1, -+ ,80,a0} = Pr{siy1|s¢,a¢}.

To obtain the state transition probability, the most chal-
lenging issue is to obtain the model for bw;. For most wire-
less streaming scenarios, the bottleneck is often in the wire-
less access link, and the finite-state Markov chain has been
widely used to model the variation of wireless channels [15,
17]. Thus, we use a discrete-time finite-state Markov model
to capture the variation of the bandwidth, with the state
transition probabilities obtained from the measurement or
derived from the wireless channel model [15]. Given the
available bandwidth for downloading the current segment,
we can estimate the probability distribution of the band-
width for the next segment using the state transition prob-
ability matrix of the Markov model.

For the problem of our interest, we can derive the state
transition probability for the MDP by

Pl =Pr{sii1 = s'|s; = s,a; = a}. (1)
The state at step ¢ is s = (q, Ag, v, Av, bw, d). If action a; =
A; is selected, then with probability PZ, = Pr{bw’|bw}, the

new state will be s’ = (¢/, A¢’,v', Av', bw’, d'), i.e.,

/
v =

v4i, Av =i,
¢ =q- [ x f)/ow'] + N,

Ad=q —q, d=d+1,

(2)

’ . . .
where my,, is the size of version v’ of segment d + 1 and

169

Table 1: Rewards Associated with States

st =8 R(s)
(s, *, %, %, %, N) 0
(0, %, *, *, *, %) —F+ Aq
(FT, %, %, %, %, %) —F — Aq

(, Ag, %, Av, %, %) | min(—a|Av], —[Aqg])

f is the playback frame rate (since we are dealing with the
stored video streaming, the client can have the knowledge of
the size of every segment). If a; = A, then the new state is

vV=v+1, Av =Av+1, (3)

¢ =q— [[mg —m§) x fl/w'],

A =q —q, d=d

Similarly, we can derive other state transition probabilities.
The reward in MDP is the payoff obtained when a partic-

ular action is taken at a state,

(4)

where R maps the state to a reward. Table 1 lists the re-
wards defined for different states. % means any value for
the state, F™ means the number of buffered frames is larger
than Br x Ns. The reward of a state can be looked up in
the table from the top to the bottom, using the reward of
the first entry in the table matching the current state. The
values of rewards need to be carefully designed, since it is
closely related to the control objective. The stored video
has a finite length, and when the state reaches d = Nz, i.e.,
all the segments have been downloaded, the streaming task
completes, which is called an episodic task. Therefore, we
give state (x,#,*,*,*, Np) a reward of 0. Besides, any ac-
tion taken in this state will not change the state, i.e., the
terminal state will not affect the decision process. By giving
the minimum reward when the buffer is empty, we can min-
imize playback interruption; by giving a negative reward to
the state when the number of buffered frames is larger than
the maximum value, we can avoid buffer overflow. When
both Ag and Av are 0, the maximum reward (0) is given,
since in these states, the playback should be smooth and the
selected video version matches the available bandwidth well.

In addition, we can associate a weight parameter a with
the reward to make a trade-off between average playback
quality and playback smoothness. When « is smaller, the
video streaming can be more adaptive to the available band-
width to achieve higher average playback quality; when « is
larger, a higher priority is given to the playback smoothness.
Note that the reward is independent of the bandwidth, since
we are unable to control the varying bandwidth.

Finally, we can formulate the rate adaptation problem as
an optimization problem. The objective is to find a strategy
m(s) for the action taken at a state s to maximize the reward
received in the long run. The state-value function given a
deterministic strategy is thus

VT(s)=> Pl [R(s) + V™ (s))],

Tip1 = R(st = s),

()

where v is the discounting rate 0 <y < 1. Note that in our
case, we can set 7y to 1, since we are dealing with an episodic
streaming task. An optimal strategy 7 (s) should maximize



the state-value function in the long run, i.e.,

7" (s) = arg mgxngs/ [R(s) +AV* (s/)} , (6)

where V™ (s) is the optimal value function. Then, we can
obtain the optimal streaming strategy using dynamic pro-
gramming [14]. The solution is a table that maps each state
to an optimal action. During the online decision making
process, a table look-up can quickly identify the action to
take, which is simple and feasible for handheld devices.

Furthermore, to reduce the number of states for MDP
and the input size for dynamic programming, we divide the
buffer size (in frames) into small bins and index them as g
starting from 0 to | Br x Ns/BS|, where BS is the number
of frames in each bin. Then we use g, X BS to represent the
number of buffered frames for each bin.

4. PERFORMANCE EVALUATION

In this section, we first define the QoE metrics in terms
of playback interruption, average playback quality and play-
back smoothness. Then we evaluate the proposed solution
and compare it with the existing state-of-the-art rate adap-
tation algorithm [8] by experiments.

4.1 QoE Metrics

Interruption ratio: Every 1/f second (f is video frame
rate), the video player displays one frame, which is defined
as one display event. If there is no decoded frame avail-
able to display, playback interruption occurs. Let ng be the
number of occurrences that a frame to be displayed is not
available. Denote by n: the total number of display events,
the interruption ratio (IR) is defined as IR = ng/n..

Awverage playback quality: We define a continuous playback
of Layer ¢ video as one run and its length in terms of the
number of display events as n, for the r-th run. There are
totally IV runs. The layer index 0 denotes that a playback
interruption happens. The weighted sum of the layer index is
used to measure the average playback quality (APQ), which
is defined as APQ = SN (n, x )/ N, (ny).

Playback smoothness [9]: Intuitively, a longer expected run
length leads to a smoother watching experience. It also gives
fair evaluation when the length of one run is much larger
than the others compared with arithmetic average. Thus
the expected run length is used to measure the playback

>l (ne)?/N.

smoothness (PS), and we have PS =

4.2 Experimental Settings

We have prototyped a scalable video streaming testbed [16]
and used it to evaluate the proposed streaming strategy and
compared it with the existing state-of-the-art solution [8].
The testbed used Lighttpd as the streaming server and the
video player was implemented using an open-source SVC de-
coder [4]. The web server and the video player communicate
through HTTP/TCP protocols, and a channel emulator was
used to simulate the varying bandwidth in wireless networks.

We used the open-source SVC codec JSVM [10] to encode
the sample video (“Big Buck Bunny” [1]) into three layers,
and their configurations are listed in Table 2. Note that the
Y-PSNR of Layer 3 is lower than that of Layer 2, but we
still prefer Layer 3 video which has a higher resolution, and
it leads to a better watching experience when displayed on a
larger screen due to a higher dots per inch (DPI). Obviously,
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Table 2: Layer Configuration

Avg. .
Resolution | bit-rate | St4 Pitrate | pop | Layer
(Kbps) deviation index
320x180 112.84 39.01 35.47 1
320x180 238.94 88.84 39.44 2
640x360 363.82 140.33 35.90 3

Table 3: State Prob. and Available Bandwidth
4

State 1 2 3
Bandwidth (Kbps) 50.32 | 180.63 | 260.38 | 550.75
Steady state prob (Py) | 0.026 | 0.102 | 0.407 | 0.465
Steady state prob (P») | 0.103 | 0.256 0.385 0.256

PSNR is not an appropriate QoE performance index for SVC
encoded videos, so it is not considered in this paper. Each
layer is chopped into small segments of 17 frames. The total
number of segments Nr is 200, and the frame rate is 24
frames per second. From experiments, we found that the
segment size of 17 frames is small enough to react to the
varying bandwidth. The playback starts when 4 segments
are received.

To maximize the spectrum efficiency and limit the packet
error rate, broadband wireless systems (such as 3G and
WLAN) can adjust the transmission data rate according
to the wireless channel quality using adaptive modulation
and coding techniques. When the channel quality is good,
a higher data rate is used, and vice versa. As the wire-
less channel condition may change randomly, the finite-state
Markov model has been widely used to describe the variation
of wireless channel conditions [15, 17], and thus it can also
be used to describe the wireless link data rate variation for
broadband wireless systems. Since the wireless access link
is presumably the bottleneck, we used a discrete-time four-
state Markov model to capture the variation of the avail-
able bandwidth, and the duration of the time step for the
Markov model is constant (700 ms in our experiment and it
is close to the segment playback duration). We used two sets
of probability transition matrices for two different wireless
link profiles. The two matrices, P1 and P» are, respectively,

0.5 0.05 0.05 0.4 0.25 0.75 0 0
0.2 025 0.2 0.35 0.3 04 03 0
02 01 02 05 |’ 0 02 0.6 0.2
01 01 01 07 0 0 0375 0.625

The average bandwidth and steady state probabilities of the
wireless link under different profiles are listed in Table 3.
The first difference is that the average bandwidth of the two
profiles are 377.6 Kbps and 292.84 Kbps, respectively. The
other difference is that a link with P; has a smaller average
fading duration than that with P, i.e., given the link is in
a worse channel condition, the link with P> may stay in the
worse condition for a longer duration on average.

One challenge for the MDP model used in Section 3 is that
the MDP model requires the state transition probability af-
ter one segment is downloaded, but the segment download
duration may not be a constant. In this paper, the segment
download time is approximated by a constant to obtain the
state transition matrix for the MDP. According to the exper-
iment results, such approximation is acceptable. One reason
is that the proposed rate adaptation strategy prefers to se-



Table 4: Playback Performance

P | Br | ALG | IR | APQ PS Max queue
20 RA 0 2.03 117.30 23
OS 0 2.22 189.72 20.5
P RA 0 1.91 124.45 33
30 0OS 0 2.19 | 237.37 30.2
FL(3) | 0.07 | 2.78 | 3147 13.6
20 RA 0 1.68 | 155.27 23
OS 0 1.88 246.54 20.4
P, RA 0 1.60 200.5 33
30 OS 0 1.87 | 268.32 30.1
FL(2) [ 0.03 | 1.93 | 1176.74 24.7

lect the video version to match the available bandwidth, so
the time to download a segment does not vary severely. Also,
the proposed rate adaptation algorithm can tolerate the in-
accuracy in the Markov model used, which will be discussed
further near the end of Section 4.3.

Since the video has three layers (versions), the set of ac-
tions of state s is A(s) = {A_2, A_1, Ao, A1, Aa, Ay, Ay}
For A, the client will wait for 700 ms (one time step) be-
fore sending the HTTP request of the next segment. The
bin size is set to 17 to reduce the number of states. By dy-
namic programming, the action for every possible state can
be obtained offline. During the video download process, the
client only needs to look up the table to make the decision.
Although the number of states is not small, since each state
is unique, we can index and store each state and action at a
unique location. Then looking for the action for a particular
state only takes O(1) time.

4.3 Performance Comparison

We compare our proposed optimal streaming (OS) strat-
egy with the rate adaptation (RA) algorithm in [8]. With
RA, a client may be idle for some time to avoid buffer over-
flow, but it does not explicitly set the target buffer size. To
make the comparison fair, we set the minimum buffered me-
dia time in RA the same as the target buffer size (Br) in our
solution. We repeated the experiments for each algorithm
10 times under each configuration, and the results presented
here are the average over 10 runs.

Table 4 compares the two algorithms with different target
buffer sizes and wireless conditions. We also include another
algorithm FL(3) for P;, which fixes the layer index to 3, as
the average network bandwidth is larger than the average
bit-rate of Layer 3. Due to the variation of segment size and
network bandwidth, FL(3) suffers from “stuttering”, which
is very unpleasant for the watching experience. FL(2) of P,
shows similar results. From the table, both the proposed OS
and the existing RA algorithms can make the playback free
of interruption. OS has the advantage over RA in terms of
both APQ and PS in all cases (for Pi, OS uses a = 1; for
P,, OS uses @ = 2). RA assumes that the size of a segment
is large enough such that the average download throughput
of a segment can be used to represent the average available
bandwidth for the following segment. For a highly varying
wireless link, even with a very large segment, the throughput
of the next segment can be quite different. In addition,
OS controls the queue length better than RA, because RA
conservatively estimates the throughput of the next segment
as the bit-rate of the lowest version of the video.

Figs. 2(a) and (b) show the playback traces during the
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experiments and the corresponding buffer occupancy states
with OS and RA, respectively, where the transition matrix
is Py and Br = 20. From these figures, RA encounters more
frequent layer switching with a lower smoothness than OS.
The maximum queue length of RA is also larger.

We further zoom in the playback trace for OS. In Figure 3,
the black rectangle represents a segment and the width of
it denotes the download time duration (from the time in-
stant of sending the HTTP request to that the segment is
completed received). The horizontal gap between edges of
rectangles is due to the waiting action to avoid buffer over-
flow. Figure 3 shows the advantage of the proposed video
streaming framework using SVC: the rectangles rise from a
non-zero layer index (circled and annotated by arrows) are
the layer segments to “upgrade” the already buffered seg-
ments to improve both APQ and PS, which is not possible
when using the traditional AVC streaming techniques.

With OS, another flexibility is that we can make a trade-
off between APQ and PS by adjusting the reward parameter
«. When we increase the value of « to 2, as shown in Table 5,
the APQ is reduced slightly from 2.22 to 2.14 and the ex-
pected run length is increased from 189.72 to 333.56. When
«a = 3, similar trend happens. When we set a to 10, the
APQ is 1 and the run length is 3,400, which is the extreme
case that any action involving layer switching is avoided.

Last but not least, one practical issue is that the Markov
model used for the varying bandwidth may not be accurate.
It is important to test how sensitive the performance of OS
is to the model accuracy. In the test, we used P as the



Table 5: Trade-off between APQ and PS (P = P;)

a | IR | APQ PS Max queue
1 0 2.22 | 189.72 20.5

2 0 2.14 | 333.56 20.5

3 0 2.11 | 410.74 20.1

10| 0 1 3400 20

Table 6: Model Sensitivity Test

[Env [ Br | ALG [IR [ APQ| PS [ Max queue |
20 |OS(P) [ 0 | 192 [ 18379 20
OS(P,) [ 0 | 1.88 | 246.54 204
Py 30 OS(P) | O 1.88 | 229.58 29.9
OS(P,) | 0 | 1.87 [ 26832 301

Markov model to drive the channel emulator in the experi-
ment, and used both P, and P, in the dynamic programming
to obtain the action decisions. The results are shown in Ta-
ble 6. OS(P;) means that the streaming strategy is obtained
using transition matrix P; for ¢ = 1,2. From the table, when
the matrix in the decision process does not match the real
situation, the performance degrades slightly, but still in a
tolerable range. Also, comparing the results in Tables 4 and
6, even with a mismatched model for the available band-
width, the proposed OS still substantially outperforms RA
in terms of both APQ and PS.

S. CONCLUSIONS

In this paper, for DASH-based adaptive video streaming
in wireless networks, we have formulated the rate adapta-
tion problem as an MDP and used dynamic programming to
solve the problem. The trade-off between the average video
quality and playback smoothness can be made by adjusting
the parameter in the reward function. Experiment results
have shown that the proposed solution is feasible and sub-
stantially outperforms the existing one [8]. There are several
issues worth further investigation. To fully utilize the lay-
ered feature of SVC, we may consider other possible actions,
such as to “upgrade” multiple previously received segments
when possible. However, more actions may increase the size
of the action set and require more information to describe
the system state, which increases the state number and sys-
tem complexity. The proposed streaming policy is an off-line
solution requiring the bandwidth transition probability ma-
trix. How to design an on-line algorithm to estimate the
bandwidth transition matrix is left for future investigation.
Nevertheless, the proposed solution is robust against band-
width estimation errors, so it is promising to be used even
without accurate knowledge of the channel profile. Also, the
number of the states for the MDP in this paper is consid-
erably large, which requires a large memory space. It is de-
sirable to reduce the number of states without substantially
sacrificing the performance. Besides rate adaptation, other
issues such as how to organize the layer segments efficiently
and optimize the segment size require further research.
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