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Abstract
The current coupled network management 

architecture and control protocols restrict the net-
work flexibility and scalability. In order to achieve 
autonomous network management and control, it 
is necessary to decouple network functions across 
various layers, including application, control, data, 
and management layers. Although there exists 
emerging decouple concepts like Intent-driven 
Network, Software-defined Network, Kuberne-
tes, and Network Function Virtualization, there is 
a lack of a generic network management archi-
tecture to achieve a full-lifecycle autonomous 
network management. To fill the gap, we design 
a generic decoupled network management 
architecture and interface that achieves higher 
flexibility and scalability by exploring and exploit-
ing potentials of decoupled network management 
components. Given the decoupled network archi-
tecture, we present an intent-driven autonomous 
network management and control scheme, known 
as SAI, considering the network state, action, and 
potential intent. Finally, we build the intent-driven 
data network management prototype to prove 
the concept and evaluate the performance of the 
presented SAI management and control scheme.

Introduction
With the diversification of network services, the 
continuous evolution of network functions, and 
the high dynamism inherent in network environ-
ments, network management and control are 
facing new challenges, in particular with het-
erogeneous networks incorporating 5G cellular 
networks, computer networks, and the Internet of 
Things (IoT) [1]. The conventional network man-
agement protocols, including the simple network 
management protocol (SNMP) and policy-based 
network management (PBNM), struggle to meet 
the complex management requirements of the 
current network environment.

In order to ensure autonomous network oper-
ation and service delivery, network management 
and control should address various service require-
ments, including higher data rate, lower latency, 
and adaptive network configuration capabilities. 
The future network management architecture 
should pay more attention to the requirements of 

users in the network and realize more flexible net-
work management and control [2]. Consequently, 
autonomous management needs to satisfy the 
following requirements.
•	 Scalability: With the continuous expansion of 

network scale and the increasingly complex 
network devices, conventional network man-
agement technologies often fail to effectively 
handle the intents of a large number of devic-
es and the massive service requirements.

•	 Adaptability: High network dynamics 
requires the network management sys-
tem to be highly adaptable. Convention-
al network management protocols adopt 
static management policies and Event-Con-
dition-Action (ECA) rules, unable to adapt to 
changing network environments and service 
demands. It fails to guarantee timely and 
optimal network configurations.

•	 Flexibility: The multiplicity of network man-
agement services requires that the under-
lying network configuration can be flexibly 
configured according to different scenarios 
and requirements. The conventional network 
is designed according to the overall model, 
and the various functional modules of the 
network are tightly coupled, which makes 
the network very rigid and difficult to flexibly 
adapt to novel services and policies [3].
In summary, a more scalable, adaptive and 

flexible network management architecture is 
needed to enable autonomous network manage-
ment considering the network state, configuration 
action, and potential service intent.

There are various decoupled concepts, such 
as Intent-driven Network (IDN), Software-defined 
Network (SDN), Kubernetes (K8S), and Network 
Function Virtualization (NFV), where the IDN 
emphasizes automating network configuration 
and management based on user intent or require-
ments [4]. The SDN enables more flexible and 
programmable network management and control 
by decoupling the network control plane from the 
data plane [5]. The K8S decouples application 
containers from the underlying system details, pro-
viding higher-level abstractions and automation 
capabilities, simplifying application deployment, 
management, and scalability [6]. The NFV aims 
to decouple network functions from dedicated 
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hardware and operate them in a virtualized form 
on hardware, providing more flexible and scalable 
network services [7]. In summary, although these 
decoupled concepts have achieved remarkable 
progress on specific aspects, there still lacks of a 
general decoupled network management archi-
tecture to realize the full-life cycle autonomous 
network management.

Therefore, it is critical to integrate various 
decoupled concepts into a generic network man-
agement architecture to achieve autonomous 
network management. By decoupling network 
functions from underlying hardware, control plane 
and data plane, task intent and policy execution, 
and configuration policy and configuration exe-
cution, network administrators can flexibly and 
efficiently configure the network according to 
intent. This decoupled network management 
architecture provides higher flexibility and scal-
ability, enabling the network to better adapt to 
evolving intents and challenges.

The main contributions of this article are as 
follows:
•	 We design a generic decoupled network 

management architecture with novel 
interface: The generic decoupled network 
management architecture consists of the 
application layer, intent-enabled layer, con-
trol layer, and infrastructure layer. It decou-
ples network functions from underlying 
hardware, control plane and data plane, task 
intent and policy execution, and configu-
ration policy and configuration execution, 
respectively. This management architecture 
enables scalable services, achieving high 
management and control adaptability and 
flexibility.

•	 We present an intent-driven autonomous 
network management and control scheme: 
Based on the decoupled architecture, the 
intent-driven autonomous network manage-
ment and control scheme considers network 
state, action, and potential intent separately, 
known as SAI. This SAI closed-loop scheme 
implements adaptive management with 
both upstream intent and downstream net-
work state, further enhancing the adaptabili-
ty of network management.

•	 We build the intent-driven data network 
management prototype: We built the proto-
type to prove the concept and evaluate the 
performance of the SAI management and 
control scheme. The results demonstrate 
that the intent-driven data network manage-
ment prototype allows dynamic adjustments 
of the data network configuration based on 
real-time intents and network state, enhanc-
ing the intent success rate.

Existing Decoupled Concepts and Network 
Management Protocols

We adopt a top-down approach to review 
the existing decoupled techniques system-
atically and summarize the current network 

management protocols by incorporating intelli-
gent advancements.

Existing Decoupled Concepts
The diversification of network requirements, the 
complexity of network equipment, and the contin-
uous evolution of network functions have drawn 
much attention to decoupled network [4], [5], [6], 
[7]. At present, many decoupled concepts have 
emerged, such as IDN, SDN, K8S, and NFV. These 
decoupled concepts have brought significant 
progress and changes in their respective fields, 
opening a new vision for network development.

1) Intent-Driven Network, IDN: The concept 
of IDN was initially introduced by the Open Net-
working Foundation (ONF) in 2015, outlining the 
key characteristics of “intent” in network manage-
ment and defining the paradigm, role, attributes, 
and basic implementation structure of intent inter-
faces [8]. The IDN is a self-intelligent network that 
uses decoupled control logic and closed-loop 
orchestration technology to automate applica-
tion intents [9]. It depends on various closed-loop 
technologies such as intent refinement-policy gen-
eration-policy verification-state collection, which 
makes the network more autonomous and reli-
able throughout the full-life cycle.

2) Software-Defined Network, SDN: The 
SDN decouples conventional networks into two 
functional planes of the data plane and the con-
trol plane. It employs a centralized controller to 
manage various networks [5]. The emergence of 
SDN has made it easier to drive network innova-
tion and development, enabling the network to 
generate policies more flexibly, efficiently, inde-
pendently, and dynamically. The authors in [10] 
introduced a policy conflict detection mechanism 
to address conflicts in the SDN, aiming to identify 
inconsistent policies within the network. They also 
adopted a policy merging approach to consoli-
date conflicting policies, eliminating conflicts and 
generating consistent network policies.

3) Kubernetes, K8S: Google announced 
the K8S, an open-source platform for container 
orchestration and management. It decouples 
application containers from the underlying system 
details, simplifying application deployment and 
management [6]. This decoupled method simpli-
fies application development, where users only 
need to request abstract resources, facilitating 
data center operations. The K8S can manage and 
orchestrate container instances of applications, 
providing functions such as service discovery, load 
balancing, auto-scaling, and storage management.

4) Network Function Virtualization, NFV: The 
heavy reliance of the network on its underlying 
hardware and the presence of various special-
ized hardware devices in network infrastructure 
pose challenges for network service providers. As 
a novel approach, the NFV decouples network 
functions from proprietary hardware devices [7]. 
With the NFV, network functions can be instan-
tiated at different locations, such as data centers, 
network nodes, and end-user premises, according 
to network requirements. The NFV provides the 
flexibility to allocate dynamically and scale net-
work resources, enabling on-demand provisioning 
and optimization of network services [11].

Although these decoupled concepts have wide 
applications for different network scenarios, there 

This decoupled network management architecture provides higher flexibility and scalability, enabling 
the network to better adapt to evolving intents and challenges.
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is independent development among them without 
effective integration and collaboration mecha-
nisms. It involves challenges across diverse network 
scenarios. Therefore, there needs a comprehensive 
approach that can achieve top-down decoupled 
network management architecture, laying the 
foundation for end-to-end self-management.

Network Management Protocols
With the increasing number of network devices 
and the diversification of network requirements, 
the future of network management undoubtedly 
moves toward automation and intelligence. Con-
ventional network management protocols, such as 
SNMP, are statically configured, requiring manual 
intervention and adjustments by network admin-
istrators. However, this approach has become 
inadequate to meet the demands of modern com-
plex networks. The rapid growth of the network 
and increasingly complex application scenarios 
require the network to make adaptive decisions 
and adjustments. A novel approach to network 
management, IDNM, is emerging in response to 
these challenges.

1) Simple Network Management Protocol, 
SNMP: The SNMP is a widely used network 
standard protocol proposed by the Internet Engi-
neering Task Force (IETF). It adopts a centralized 
management approach. The SNMP-based net-
work management system follows a Client/Server 
(C/S) architecture. The Network Management 
System (NMS) retrieves device state and infor-
mation by sending SNMP request messages. At 
the same time, the managed objects communi-
cate with the NMS through the agent processes, 
providing the required data and responses [12]. 
However, it is difficult for the SNMP to support 
complex network management tasks in the face 
of increasingly large-scale and complex network 
environments.

2) Policy-Based Network Management, PBNM: 
The PBNM represents an alternative to network 
management from focusing on “how to imple-
ment” to “what to achieve”. This approach allows 
administrators to concentrate more on the goals of 
network management. By applying a set of policies 
across the entire network, the PBNM decouples 
network management into two distinct processes: 
policy definition and policy enforcement [13]. 
However, the PBNM requires finegrained policy 
design and implementation. Incorrect policies 
can result in misconfigured network resources or 
misguided restrictions. Moreover, the PBNM may 
require higher skills and knowledge to define and 
enforce policies effectively.

3) Intent-Driven Network Management, 
IDNM: The IDNM is a network management 
approach based on user intent to manage net-
works more flexibly and intelligently. Network 
administrators or users express their intent through 
a user-friendly interface without needing to focus 
on underlying network details [4]. The method 
refines and understands the intent and automati-
cally executes the corresponding policies to fulfill 
their requirements. This approach decouples net-
work intent from policy enforcement, reducing the 
need for manual operations. The IDNM method 
achieves full automation of operations. It is with 
great potential in lowering network management 
overhead and automating recovery operations.

However, limited literature worked on the rela-
tionships among intent, policy, and configuration. 
There is a lack of an integrated scheme to consol-
idate these elements effectively. The relationship 
of intent, policy, and configuration can elevate 
network management from a configuration-based 
level to an intent-driven level, thus enhancing 
the intelligence level of network management 
protocols.

Decoupled Network Management Architecture 
and Interface Design

With the continuous growth of network applica-
tions and the increasing complexity, conventional 
network management architectures can no longer 
meet the demands of flexibility and adaptability. 
Decoupled networks have emerged as a new 
trend. As illustrated in Fig. 1, we design a decou-
pled network management architecture with novel 
interface to provide scalable applications and ser-
vices while ensuring network management and 
control flexibility and adaptability. The decoupling 
between different layers enables a more modular 
network management architecture, allowing for 
flexible combinations and customization based on 
specific requirements.

Decoupled Network Management Architecture
As illustrated in Fig. 1, the management architec-
ture consists of four layers, namely the application 

FIGURE 1. Decoupled network management architecture with novel interface.
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layer, intent-enabled layer, control layer, and infra-
structure layer. Moreover, standard interfaces are 
defined between and within layers, which can 
achieve interoperability and platform indepen-
dence between different modules and reduce the 
coupling between modules.
•	 Application Layer: It consists of various 

management objects within the network, 
aiming to achieve effective management 
and control of the network. The ISO/IEC 
7498-4 document encompasses different 
management aspects, such as fault manage-
ment, configuration management, perfor-
mance management, etc. The application 
layer is responsible for defining and manag-
ing specific task intents. The sources of task 
intents can be categorized into two types: 
intents input by administrators and potential 
intents feedback from the network state.

•	 Intent-Enabled Layer: It plays a crucial 
role in a decoupled network management 
architecture, including technologies such 
as intent refinement, conflict resolution, 
and policy mapping. Task intents from the 
application layer are received based on the 
HyperText Transfer Protocol (HTTP). These 
intents are processed using intent refine-
ment techniques, such as Named Entity 
Recognition (NER), to obtain standardized 
intent tuples. Multiple input intents are 
merged and processed through conflict res-
olution techniques, resulting in conflict-free 
network intents. These network intents are 
further transformed into corresponding 
logic policies using policy mapping tech-
niques, such as finite state machines (FSM). 
These logic policies are distributed to the 
control layer via the User Datagram Pro-
tocol (UDP), enabling automatic response 
to the task intents. This approach reduces 
the complexity of network management, 
enhances automation, and allows the net-
work to be more flexible, customizable, and 
intelligent in meeting various intents.

•	 Control Layer: The control layer primari-
ly encompasses configuration generation, 
configuration execution, and state collec-
tion. It is decoupled into configuration 
policy and configuration command execu-
tion to achieve network control and opti-
mization. Firstly, the control layer receives 
logic policies from the intent-enabled 
layer through the UDP and generates cor-
responding physical policies through con-
figuration generation module. Then, the 
configuration execution module implements 
policy deployment by running the protocol 
source code. Additionally, the control layer 
collects network state information using the 
SNMP to obtain the state and availability of 
network resources. The collected network 
state information is reported to the config-
uration generation module for policy adjust-
ment and optimization. The network can 
dynamically configure and optimize itself 
based on intents and changes in the net-
work state, thereby realizing advanced net-
work management and control.

•	 Infrastructure Layer: It provides a flexible, 
scalable, and manageable infrastructure that 

supports the deployment and operation 
of the decoupled network management. 
The NFV technology transforms physical 
resources into the Virtual Network Func-
tions (VNFs) on commodity hardware. The 
K8S is employed to manage and orchestrate 
container instances of the VNFs, offering 
functions such as service discovery and load 
balancing. This approach enables automat-
ed management and flexible deployment, 
providing higher abstraction and control 
capabilities for a decoupled network man-
agement architecture.
Therefore, the proposed decoupled network 

management architecture decouples network 
functions from underlying hardware, control plane 
and data plane, task intent and policy execution, 
and configuration policy and configuration exe-
cution. This decoupled network management 
architecture enables the independent evolution of 
network functions, facilitating rapid adaptation to 
evolving intents and achieving advanced network 
management and control at a higher level. In 
the section “Intent-Driven Autonomous Network 
Management and Control Sai Scheme,” we will 
describe the function modules included in each 
layer and explain their implementation methods.

Decoupled Network Management Architecture Interface
The internal components of the decoupled net-
work management architecture, along with their 
internal interface and workflows, are illustrated 
in Fig. 2. The architecture includes a closed man-
agement loop that continuously monitors the 
quality of upper-layer services and the underly-
ing network state, generating new configuration 
decisions in real time. In the closed-loop manage-
ment process, intent serves as a high-level abstract 
policy encompassing task intent, network intent, 
logic policy, and physical policy. Task intent rep-
resents the advanced management intents input 
by network controllers in the form of text or voice. 
Network intent refers to the network requirements 
corresponding to task intent obtained through 
intent refinement and conflict resolution. Logic 
policy refers to the adjustment actions that nodes 
need to take. Physical policy involves specific net-
work configuration parameters that align with the 
task intent for network demands.

Firstly, the front-end interface of the applica-
tion receives the task intent, obtains the network 
intent through intent refinement and conflict res-
olution, and feeds the network intent back to the 
front-end interface. Secondly, the logic policy is 
obtained through policy mapping. Thirdly, the 
logic policy is transformed into corresponding 
physical policy through configuration genera-
tion. Finally, executing the protocol source code 
deploys the physical policy through configura-
tion commands, issuing it to the corresponding 
infrastructure. In the process, network state infor-
mation is obtained through technologies such 
as network telemetry to assist network policy 
generation and optimization. This real-time moni-
toring and feedback mechanism ensures that the 
network management system can quickly and 
accurately respond to changing network require-
ments and environments.

In order to promote the intelligent level of 
network management, we design the service 
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interface, control interface, and state interface 
in the decoupled network management archi-
tecture. Through these interfaces, the IDNM is 
implemented based on the SNMP and the PBNM, 
thereby promoting the intelligence level of net-
work management.
•	 Service Interface: First, the service inter-

face is designed, which provides essential 
support for realizing the task intent input 
and transformation of the IDNM. The user 
enters the task intent through this inter-
face and uses the HTTP to send the intent 
to the intent-enabled layer. The task intent 
is converted into a network intent through 
intent refinement and conflict resolution, 
and the logic policy is obtained through pol-
icy mapping. It introduces a higher level of 
intelligent decision-making and policy opti-
mization for network management.

•	 Control Interface: Second, the control 
interface is designed to receive logic 
policy through the UDP and utilize con-
figuration generation and configuration 
execution processes to create and exe-
cute physical policies. In the decoupled 
network management architecture, the 
physical policy of network management 
can be defined, deployed, and executed 
according to the logic policy to perform 
network management according to the 
intent flexibly.

•	 State Interface: Last, the state interface is 
designed to collect network state informa-
tion. This interface allows for the retrieval of 
network information, device configuration, 
and underlying state, facilitating the monitor-
ing and management of network state.
By designing service interface, control interface, 

and state interface within the decoupled network 
management architecture, these interfaces offer 
network administrators a unified approach to 
access, configure, and monitor network devices 
and services. They ensure efficient communication 
and data exchange between modules, ultimately 
elevating network management intelligence.

Intent-Driven Autonomous Network 
Management and Control Sai Scheme

As described in the section “Decoupled Network 
Management Architecture and Interface Design,” 

the decoupled network management architec-
ture integrates a comprehensive list of decoupled 
concepts and technologies. It elevates the level 
of management intelligence, combines SNMP-
PBNM-IDNM, an allows network management 
to focus on satisfying task intents without con-
cerning underlying network configurations and 
operations. This realization leads to an intelligent 
level of network management and control. Fur-
thermore, the management process within this 
architecture constitutes a closed-loop self-adaptive 
management.

Based on the architecture, we propose an 
intent-driven autonomous network management 
and control scheme, known as SAI, as shown in 
Fig. 3. It effectively incorporated network state, 
action, and potential intent. This closed-loop man-
agement and control allows adaptive handling 
both the upper-level task intents and lower-level 
network states. The closed-loop process involves 
the key technologies including intent refinement, 
conflict resolution, policy mapping, configuration 
generation, configuration execution, and state 
collection. Firstly, task intents are input through 
the frontend interface, and intent refinement is 
utilized to understand the requirements of the 
task intents. Secondly, conflicts arising from mul-
tiple intents are resolved. Thirdly, combining 
real-time network state information and expert 
knowledge, network intents are mapped to logic 
policies. Fourthly, corresponding physical policies 
are generated to implement task intents through 
pre-designed policy generation functions. Fifthly, 
configuration execution is achieved by running 
protocol source code to deploy physical policies. 
Sixthly, the state collection module dynamically 
perceives network state information, providing 
state information support for policy mapping and 
configuration generation, and enabling dynamic 
adjustments to policies based on state infor-
mation. The critical technologies with the SAI 
closed-loop adaptive management are introduced 
as follows:
•	 Intent Refinement: Intent refinement is 

the first step in realizing decoupled net-
work management. It involves converting 

FIGURE 2. Decoupled network management architecture internal interface and workflows.

The closed-loop process involves the key technologies including intent refinement, conflict resolution, 
policy mapping, configuration generation, configuration execution, and state collection.
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task-level intents input into the network in 
various forms, such as voice or text, into 
intelligible intents for the network. Intent 
refinement leverages the Transformer Encod-
er model and the multi-layered BiLSTM 
network, to extract critical entity informa-
tion from unstructured intent expressions. 
By applying morphological rules for intent 
tuples, it parses task intents and extracts 
accurate semantic information, representing 
them in a standardized intent format to bet-
ter meet user requirements [14].

•	 Conflict Resolution: Conflict resolu-
tion is a critical process for ensuring the 
smooth operation of the decoupled net-
work management. Ensuring consensus 
among these intents is crucial in complex 
network scenarios where multiple task 
intents are input. First, priorities or weights 
need to be assigned to different intents. 
Then, when multiple intents are input, the 
mathematical model created is solved by 
neural network to achieve conflict reso-
lution between the intents to ensure their 
execution. Conflict resolution allows to 
handle intent degradation or error feed-
back intelligently, ultimately providing an 
enhanced user experience and application 
performance [15].

•	 Policy Mapping: Policy mapping is a cru-
cial component of the decoupled network 
management, facilitating the mapping of 
“intent-policy” within the network. In var-
ious network scenarios, pre-defined ECA 
rules and policies are determined based on 
domain knowledge, including guidelines for 

bandwidth allocation, traffic control, ser-
vice prioritization, and more. These ECA 
rules and policies guide the actions under 
different intents. Subsequently, through the 
design of FSM, the management system 
defines various states it can be in and the 
logic policies for each state. It enables the 
mapping of network intents to the corre-
sponding logic policies, thereby achieving 
precise mapping between the intent require-
ments of the upstream and the network 
state information of the downstream.

•	 Configuration Generation: Configuration 
generation is a vital step in ensuring intel-
ligent management within the decoupled 
network management. Utilizing Artificial 
Intelligence (AI) algorithms, in conjunction 
with current network state information, 
intelligent configuration policy generation 
functions are designed for different param-
eters, and network policies are transformed 
into executable configuration policies. This 
enables the network to adjust and optimize 
in response to real-time states. For exam-
ple, this may involve crafting optimal routing 
policies based on the latest topology infor-
mation and traffic analysis or automatical-
ly adjusting bandwidth and configuration 
parameters based on requirements and net-
work performance.

•	 Configuration Execution: Configuration 
execution is the execution phase within the 
decoupled network automated manage-
ment process. The configuration policies are 
transformed into specific commands appli-
cable to network devices and systems by 
executing protocol source code. The net-
work devices include multi-domain nodes 
such as satellites, UAVs, edge nodes and end 
users. These commands are then applied 
to involve modifications or optimizations of 
network parameters and configurations.

•	 State Collection: State collection is the 
foundational component for ensuring 
the realization of task intents within the 
decoupled network management. Real-
time monitoring and analysis of network 
state information are conducted through 
various means, such as network teleme-
try for collecting performance metrics like 
bandwidth utilization from network devic-
es and sensor-based monitoring of physi-
cal equipment and environmental states. 
By establishing an effective feedback 
mechanism, the system can gain a more 
comprehensive understanding of the net-
work state, enabling it to make informed 
decisions and promptly correct errors, 
thereby ensuring the accurate execution 
of intents.
Therefore, based on the decoupled network 

management architecture, the SAI adaptive 
management and control scheme can adjust to 
changing intents and network states adaptively. 
This closed-loop design not only facilitates rapid 
adaptation and adjustment of the network when 
facing decision errors, ensuring the stability and 
resilience of network operations, but also pro-
vides a higher level of intelligence and automation 
capability for network management.

FIGURE 3. Intent-driven autonomous SAI network management and control 
scheme.
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Prove-of-Concept and Evaluation of SAI 
Management and Control Scheme

In this section, we have built the intent-driven 
data network management prototype to prove the 
concept and evaluate the performance of the SAI 
management and control scheme. The prototype 
can respond to complex task intents and network 
states autonomously, improving the management 
efficiency and performance of the data network.

Evaluation Environment
To evaluate the effectiveness of our proposed 
scheme, we have designed an evaluation envi-
ronment as depicted in Fig. 4. The platform is 
composed of the following components:
•	 The intent module presented in the sec-

tion “Intent-Driven Autonomous Network 
Management and Control Sai Scheme” is 
deployed in a personal computer using 
ubuntu 16.04. The personal computer is 
characterized by an Intel i9-13900KF and 
64GB of memory.

•	 The action module presented in the sec-
tion “Intent-Driven Autonomous Network 
Management and Control Sai Scheme” is 
deployed in a personal computer using win-
dow 10. The personal computer is charac-
terized by an Intel i5-1660v4 and 32GB of 
memory.

•	 The state module presented in the sec-
tion “Intent-Driven Autonomous Network 
Management and Control Sai Scheme” is 
deployed in a personal computer using win-
dow 10 and USRP B210. The personal com-
puter is characterized by an Intel i510210U 
and 16GB of memory.

•	 The network infrastructure uses miniaturized 
terminals to complete parameter configura-
tion and wireless message forwarding.

Evaluation Results
In the intent-driven data network management 
prototype, the design of the intent module is 
accomplished using tools including Postman (inter-
face debugging and testing tools), Neo4j (a graph 
database), and Py2neo (the toolkit of Python). This 
module parses task intent and transforms it into 
network intent for managing and configuring the 
data network. Furthermore, the action module is 
designed based on the Qt software, featuring a 
user-friendly graphical interface and integrating con-
figuration decision algorithms. This module enables 
agile decision-making in response to user require-
ments. Additionally, we utilize technologies such as 
USRP hardware and Matlab simulation to collect 
spectrum state information, which is essential for 
managing data networks and making decisions.

Finally, the decision parameters, such as time 
slots, frequency, power, and rate, are distributed 
to the underlying infrastructure platform by issuing 
configuration commands, facilitating the adaptive 
configuration of network parameters.

During the experimental process, we defined 
two distinct task intents, namely “Nodes 2, 7, 17, 
42, 57, 75 perform a patrol task to target area 37.” 
and “Nodes 2, 7, 17, 42, 57, 75 perform a rescue 
task for target area 37.” These two task intents are 
deployed under the same and different spectrum 

states respectively. By using intent-driven data net-
work management prototype, node configuration 
parameters can be adaptive to different spectrum 
states, adjusting the data network to realize task 
intents.

Fig. 5 shows the configuration results generated 
by the intent-driven data network management 
prototype for the two task intents under the same 
and different spectrum states. Fig. 5(a) and (b) 
depict the configuration results obtained under 
different intents, while Fig. 5(b) and (c) demon-
strate the prototype’s ability to generate distinct 
configuration policies in various spectrum states 
promptly. These results vividly confirm that the SAI 
scheme can achieve adaptability to different intents 
and network states, and the flexibility to generate 
configuration policies in real-time dynamic intents.

As shown in Fig. 6, we compare the intent 
success rate of the SAI scheme and the fixed 

FIGURE 4. Intent-driven data network management prototype.
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allocation scheme. The evaluation results will be 
analyzed in terms of scalability and adaptability.
•	 Scalability: Fig. 6 illustrates that as the simu-

lation time increases, the network resourc-
es gradually become insufficient, making it 
impossible to process the intent effectively, 
and the number of services that the net-
work needs to implement will also increase, 
causing the intent success rate to show a 
downward trend. However, comparing the 
SAI scheme and fixed allocation scheme, 
it can be seen that when the number of 
intents increases to 25, the intent success 
rate of the SAI scheme still maintains more 
than 80%, while that of the fixed allocation 
scheme is close to 60%. When the number 
of intents increases to 45, the SAI scheme 
continues to maintain an intent success rate 
above 70%, whereas that of the fixed alloca-
tion scheme drops to 55%. This discrepancy 
is attributed to the SAI scheme, which solves 
the problem of multi-intent conflicts, can 
fulfill multi-intent requirements to a great 
extent, and achieves scalability of network 
management.

•	 Adaptability: Fig. 6 demonstrates that the 
intent success rate of the SAI scheme 
decreases slower over time compared to 
that of the fixed allocation scheme. When 
there are 25 intents, and the simulation 
time reaches 100s, both schemes achieve 
a 100% intent success rate. However, at 
250s, the intent success rate for the SAI 
scheme remains at 80%, in contrast to the 
70% success rate for the fixed allocation 
scheme. The SAI scheme exhibits adaptive 
adjustment characteristics, and can dynam-
ically adapt policies based on intent and 
network state. This dual decision-making 
scheme enables the prototype to respond to 
changes in intent more intelligently, thereby 
enhancing intent success rate.
Therefore, the proposed SAI management and 

control scheme effectively improves the scalability 
and adaptability of network management. It can 
automatically adjust and optimize network con-
figurations based on evolving intents and network 
states, delivering high-quality services and perfor-
mance. This management scheme enhances the 
flexibility of network management.

Challenges and Future Work
This article proposes a generic decoupled net-
work management architecture with novel 
interface, presenting the SAI scheme, and build-
ing the intent-driven data network management 
prototype. Despite much notable progress, there 
are some obvious challenges to be tackled. Firstly, 
there is a lack of a generic representation model 
for characterizing task intent, network intent, logic 
policy, and physical policy within the decoupled 
management architecture. Secondly, it is impera-
tive to extend the application of the SAI scheme 
to a broader range of network scenarios. In order 
to address these challenges, it is crucial to estab-
lish a generic representation model. This model 
will provide a clearer depiction of the SAI mech-
anism, facilitating intelligent transformation and 
adaptive implementation of intents in diverse net-
work scenarios.

FIGURE 5. Decision results for different intents and different spectrum states. a) 
The decision result with spectrum state 1 and patrol intent. b) The decision 
result with spectrum state 1 and rescue intent. c) The decision result with 
spectrum state 2 and rescue intent.
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Conclusion
To achieve advanced network management and 
control, we proposed a generic decoupled net-
work management architecture with novel interface 
that effectively decouples network functions from 
underlying hardware, control plane and data plane, 
task intent and policy execution, and configuration 
policy and configuration execution, enabling high-
level network management and control. Second, 
based on the decoupled network management 
architecture, we presented an intent-driven auton-
omous network management and control scheme, 
known as SAI, considering network state, action, 
and potential intent. Finally, we built the intent-
driven data network management prototype to 
prove the concept and evaluate the performance 
of the SAI management and control scheme. The 
evaluation results demonstrated that the proposed 
management scheme could effectively manage 
and regulate the network by achieving more intents 
and dynamically adjusting the configuration policy 
in response to real-time intents and network states.
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FIGURE 6. Comparison of intent success rate.

It can automatically adjust and optimize network configurations based on evolving intents and network 
states, delivering high-quality services and performance.
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