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Abstract Cooperative channel allocation and scheduling
are key issues in wireless mesh networks with multiple
interfaces and multiple channels. In this paper, we propose
a load balance link layer protocol (LBLP) aiming to coop-
eratively manage the interfaces and channels to improve
network throughput. In LBLP, an interface can work in a

Preliminary results of this work have been presented in IEEE
HPCC’13 [24]. The new contributions of this manuscript included
a more detailed framework design in Section 3 (Fig. 1) and the
analysis of the channel assignment by Eqs. 1–2, a new receiv-
ing interface task allocation method based on Huffman tree in
Section 4.1.2, a full consideration of the switching delay in Eq. 5,
the detailed analysis on the process of interface modes switching in
Section 4.3, and a more comprehensive protocol performance eval-
uation by simulation in various scenarios with different protocols
(as shown in Figs. 4, 5, 6).
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sending or receiving mode. For the receiving interfaces, the
channel assignment is proposed considering the number,
position and status of the interfaces, and a task allocation
algorithm based on the Huffman tree is developed to min-
imize the mutual interference. A dynamic link scheduling
algorithm is designed for the sending interfaces, making the
tradeoff between the end-to-end delay and the interface uti-
lization. A portion of the interfaces can adjust their modes
for load balancing according to the link status and the inter-
face load. Simulation results show that the proposed LBLP
can work with the existing routing protocols to improve the
network throughput substantially and balance the load even
when the switching delay is large.

Keywords Multi-channel multi-interface · Wireless mesh
network cooperative networking · Link layer protocol ·
Channel assignment · Load balance

1 Introduction

Wireless mesh networks with multiple interfaces and mul-
tiple channels have attracted great attention recently. In the
IEEE 802.11 a and b/g standards, there are 12 and 3 non-
overlapping channels respectively. Thus, in a multi-channel
network, non-overlapping channels can be used simultane-
ously and the network has the potential to achieve a much
higher throughput. Furthermore, the reduced hardware cost
makes it possible to equip a node with multiple interfaces,
so each node can use multiple non-overlapping channels
simultaneously. Considering the mutual interference and
load balance issues, how to cooperatively assign channels
and schedule links are two key issues for multi-channel and
multi-interface wireless mesh networks, which motivates
this work.
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In the multi-interface, multi-channel mesh networks, the
number of the channels may be larger than that of the
interfaces of a node. To maximize the network throughput,
an optimal channel assignment should allow the maximum
number of concurrent transmissions with bounded mutual
interference, which has been proved to be NP-hard [1, 26].
Many heuristic algorithms have been proposed to minimize
the interference, e.g., BFS-CA [2], LA-CA [1] and PCU-CA [3].

On the other hand, channel assignment may affect
network connectivity [12, 13, 31]. There are two main
approaches to address it, the dedicated channel assign-
ment [3] and the synchronous channel assignment [4]. The
later requires time synchronization and its performance may
degrade when the transmission error rate is high, as the
retransmission opportunities are limited. So, the dedicated
channel assignment is adopted to ensure the connectivity in
this paper.

Given that nodes have multiple interfaces, how to balance
the load through cooperative channel allocation is critical
and it is the main focus of this work. To address this issue,
we propose a load balance link protocol (LBLP) by chan-
nel allocation and link scheduling to improve the network
throughput and balance the traffic load. The main nov-
elty and contributions of our approach are as follows. The
interfaces are divided into three categories, static, dynamic,
and adaptive ones. First, for the receiving interfaces, a
channel assignment estimating the interference accurately
and a load allocation algorithm based on Huffman tree
are developed to reduce the interference and balance the
receiving traffic load. Second, the sending interfaces adopt
a dynamic link schedule mechanism which improves the
interface utilization and reduces the delay. Third, to bal-
ance the load between the receiving and sending interfaces,
according to the traffic statistics, the adaptive interfaces
can change between the receiving and sending modes auto-
matically. Simulation results show that our protocol can
reduce the interference and balance the traffic load to offer
a higher network throughput, and LBLP can work well with
the existing routing protocols such as AODV and DSR in
multi-channel, multi-interface networks.

The rest of the paper is organized as follows. In Section 2,
we review the related work. Then, we present the framework
of LBLP in Section 3. The channel assignment for static
interfaces, the link scheduling for dynamic interfaces and
the control of the adaptive interfaces are presented respec-
tively in Section 4. The performance of LBLP is evaluated in
Section 5, followed by the concluding remarks in Section 6.

2 Related work

In a multi-interface, multi-channel mesh network, several
multi-channel MAC protocols have been proposed [10, 11].

Although they can achieve good performance, they are not
compatible with the IEEE 802.11 standards. Here, we focus
on the logic link control protocols compatible with the MAC
protocol specified in the standards.

Channel assignment can be classified into centralized and
distributed ones [13, 30]. Although centralized algorithms
may find close-to-optimal solutions, they rely on global traf-
fic knowledge and reliable communications to deliver the
assignment results to all nodes timely. In this work, we
focus on the distributed algorithm design. In the network,
ideally, every interface should always select a channel free
of interference. This is the motivation of AODV-MR [15]
and CA-AODV [16]. Interference-free assignment may not
always be possible in realistic situations. To address this
issue, AODV-MR adjusts the channel assignment dynam-
ically, while frequent switching and time synchronization
may reduce the efficiency. To minimize the switching and
synchronization overhead, the key is to estimate the inter-
ference accurately and select the channel with the minimum
interference.

Solutions in [17, 18, 29] use the physical channel char-
acteristics, such as SINR and SNR, to measure the interfer-
ence. They can obtain the real-time interference considering
the path-loss effect as well. If the wireless channel or inter-
ference channel vary over time quickly, the result may not
be reliable. [3, 19] considered the number of the interfaces
using the same channel for load balancing. The complexity
is low and it is easy to implement. On top of it, this work
further considers the effect of the nodes’ distribution and
status to fine tune the channel assignment to achieve better
load balancing.

For link scheduling, a link layer protocol called SSCH
was proposed [4], which is easy to be extended to the
multiple-interface cases. However, it requires a small
interface-switching delay (in the range of 80μs), while the
switching delay of many existing hardware is several mil-
liseconds. Therefore, our goal is to deal with the case when
the switching delay is large.

Cooperative optimization problem is a hot topic in
recent years [27, 28, 32]. Dong et al. [6] propose an
advanced BCMN/A protocol, which broadcasts intra-cluster
and returns multi-ACK for each data received from clus-
ters in order to jointly optimize lifetime and transport delay.
Experiments shows that BCMN/A can increase the network
lifetime by more than 8 percent and reduce network delay by
more than 25 percent. Ren et al. [7] propose a channel man-
agement scheme JASC, which can jointly manage channel
access and sampling rate. They further propose a dynamic
channel accessing protocol [8, 34], which can dynami-
cally adjust the transmission power of cluster heads and
determine the channel sensing and accessing sequence, the
proposed schemes can significantly reduce the energy con-
sumption of data transmission and outperform the existing
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Fig. 1 Framework of LBLP

work. However, they ignored the consumption of channel
sensing and switching.

Considering the characteristics of the mesh traffic,
Mogaibel et al. proposed a multi-radio on demand dis-
tance vector routing protocol (AODV-MRCR) based on
the AODV-MR protocol in [20]. AODV-MRCR reserves a
unique list of channels for the gateway traffic and handles
the gateway traffic and local traffic differently. Gateway traf-
fic has a higher priority, so that several channels are reserved
for it while only one fixed channel is used for local traffic,
which may not be desirable when the local traffic volume is
high. A more general load balance solution adaptive to local
and gateway traffic in mesh networks is desirable to further
improve the efficiency. Thus, we propose a load balance link
protocol (LBLP) focuses on the channel assignment and the
link scheduling. LBLP can fully utilize all interfaces by a
Huffman tree-based channel assignment and task allocation
algorithm. Meanwhile, it balances the traffic by adapting
interfaces considering both the gateway traffic and local
traffic. Consequently, LBLP reduces the average queuing
delay and maximizes the network throughput.

3 System model

We consider a mesh network where the mesh routers are
static, and focus on the situation that the load of each router
slowly changes over time.1 A factor that affects the uti-
lization of multiple-interfaces is the switching delay, which

1The proposed protocol can still be applicable for the scenarios that
the routers are mobile or the load changes fast with certain degree of
performance loss, which is beyond the scope of this paper.

is the delay of an interface switching from one channel
to another. Typically, the switching delay is about several
milliseconds [5, 33], which cannot be ignored. Frequent
switches cause low efficiency in channel utilization while
a static configuration may lead to undesirable performance
due to traffic dynamics. We need to consider the tradeoff.

We first present the framework of the proposed link
protocol, LBLP, as shown in Fig. 1. There are three multi-
interface mesh nodes, A, B, and C. For a multi-interface
node, each interface can work in one of the two modes, the
receiving mode and the sending mode.

To ensure the connectivity, one interface is always in the
receiving mode, called the static interface (whose working
channel does not change), and another one is always in the
sending mode, called the dynamic interface (whose working
channel changes over time), respectively. Other interfaces,
called adaptive ones, can adjust the mode to balance the load
among channels and interfaces.

For an interface in the receiving mode, it works in a
dedicated channel. After choosing the working channel,
the channel information will be broadcasted on all avail-
able channels to the neighbors. The neighbors will keep a
record of this information to send packets to the neighbors
accordingly. The static channel does not change to ensure
the connectivity between neighbors. The packets being sent
through the same channel will enter the same queue, and
the sending interfaces will take turns to send the packets in
different queues.

4 Link protocol design and implementation

The design and implementation of LBLP mainly includes
three aspects: channel assignment and task allocation for
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the receiving interfaces, link scheduling for the sending
interfaces, and management of the adaptive interfaces.

4.1 Receiving interfaces

For the receiving mode interfaces, we use dedicated chan-
nels to reduce the complexity in sender and receiver coor-
dination and ensure the network connectivity, and to reduce
the channel switching overheads.

According to the framework of LBLP, the sending inter-
faces should use the channel according to the neighbors’
advertised receiving interfaces. Thus, the key is to care-
fully determine the receiving interfaces to reduce the mutual
interference.

If the receiver has two or more receiving interfaces asso-
ciated with different channels, the sender can select one
to send packets. If one receiving interface handles much
more packets than the others, not only the utilization of
other interfaces is decreased, but also the throughput may be
degraded due to more collisions. The task allocation scheme
is mainly designed to handle this issue.

4.1.1 Channel assignment

For channel assignment, the first principle is that the inter-
faces of the same node try not to select the same channel to
avoid mutual interference. Second, ideally, we should select
a channel suffering the least interference from others. Thus,
it is essential to define an accurate method to measure the
channel interference, which is discussed below.

Interference model The interference model is shown in
Fig. 2, where Rd , Rtx , and Rcs in the model represent
the distance between the transmitter and the receiver, the
transmission range and the carrier sense range (equal to

interference range), respectively. Generally speaking, the
interference range is larger than the transmission range, so
q = Rcs/Rtx(q ≥ 1). We assume that the effect of the con-
current transmissions beyond the interference range on the
tagged transmission is negligible.

As shown in Fig. 2, when nodeA is sending packets to B,
node C is interfered by A, and node D is in the interference
range of B. Thus, node C and node D should avoid trans-
mitting at the same time as node A, which can eliminate the
hidden terminal problem. Node E is out of the interference
range of both node A and node B, so nodes E and A can
transmit simultaneously, which can avoid the exposed ter-
minal problem. Normally, the number of nodes within the
interference range is larger than that of the orthogonal chan-
nels, thus it may not be always possible to find a channel
that has not been used by any neighbor in its interference
range. Next, we try to estimate the interference of a channel.

Active status of channels When a node has to select the
same channel as one of its neighbors, it is desirable to select
the channel least used. Here, we let each interface monitor
the wireless activities to estimate the active status of a chan-
nel, and measures the percentage of the busy time on the
channel ch by Eq. 1.

P(ch) = tactive/T (1)

where tactive is the active time of the channel ch during the
period of T .

Interference estimation Considering the scenario shown
in Fig. 2, for node B, the interference from node C is
typically much higher than that from node D, given the
path-loss behavior of wireless propagation. Thus, the dis-
tance to the interferer should be considered when estimating
the interference and SINR. The further the distance is, the

Fig. 2 The interference model
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less the interference is. The interference from each interface
is estimated to be proportional to (1/di)

α where di is the dis-
tance to interface i, and α is the path-loss exponent taking
the value from 2 to 6. For free-space, α = 2; for the sim-
plified two-path model, α = 4. For indoor and urban radio
channels, the path-loss exponent will change with the build-
ing and street layouts, as well as with construction materials
and density and the height of the buildings in the area. The
results of indoor radio propagation studies show that the va-
lue of α can be smaller than two for corridors or large open
indoor areas, and as high as six for metallic buildings [25].

To combine the factors discussed above, we rank the
interference of a channel ch according to Eq. 2.

Inf er(ch) =
∑

i∈N(ch)
(1/di)

α × P(ch), (2)

where i belongs to the set of interferers N(ch) who work
on the channel ch and are within the interference range of
the tagged node, and P(ch) is the active status defined in
Eq. 1. Then, an interface should select the channel suffering
the least estimated interference according to Eq. 2.

The channel assignment procedure is listed in Algorithm
1. For each receiving interface, a node selects the channels
free of interference as the best choice (Line 12); otherwise,
the channel with the least interference is selected (Line 16).

Algorithm 1 Channel assignment

Require: the interfaces set ; , =1,2,..., , the

active status of every neighbor.

Ensure: select a channel with the minimum inter-

ference.

1: ;

2: = ;

3: for =1; 1; ++ do

4: =0;

5: =0;

6: for do

7: = + ;

8: end for

9: = + 1 ;

10: end for

11: if 0 then

12: = ;

13: return ;

14: end if

15: if then

16: ;

17: ;

18: end if

19: return ;

Distribution of interface information Nodes can adver-
tise their selected channel list with their multi-hop neighbors
by exchanging the interface information, similar to the MPR
mechanism in OLSR [9]. An example of neighbor infor-
mation exchange is shown in Fig. 3. By exchanging the
interface information between directly connected neighbors,
node A first collets the interface configuration information
of one-hop neighbors B and D. All nodes will also for-
ward the interface information received to their neighbors.
Thus, node A can also obtain the interface information of its
two-hop neighbor C and three-hop neighbor E.

4.1.2 Task allocation

Assuming node A with M interfaces in the receiving mode
has N neighbors having packets to send to node A. Each
neighbor should select one interface to send packets and
ideally the N neighbors should be associated evenly to
M interfaces, i.e., the load assigned on every interface is
balanced.

First, the relative load Li between A and its neighbor i
will be measured by counting the number of the packets in
Eq. 3.

Li = pi/P, (3)

where pi is the number of packets sent to A by neighbor i

and P is the total number of packets that A received from all
the neighbors with the window of time measured. The link
load is estimated based on the monitoring of the wireless
channel status, and we can use an exponentially weighted
moving average (EWMA) method to obtain the moving
average of the link load. In our design, the packets are with
same size. More generally, the packets may have different
sizes which cause differenct airtime during the transferring.
In that situation, the load for the receiving interface can be
represented as bits of received.

Second, we define a subtask as a data stream from the
tagged node, and merge the subtasks selecting the same
receiving interface of the receiver into one task. N subtasks
whose loads are L1, L2, ..., LN respectively will be merged
into M tasks. The goal of the merge algorithm is to ensure
that M tasks have the minimum variance of all possible
combinations. For this, we adopt a merge algorithm based
on the Huffman tree as shown in Algorithm 1. and have
proved its correctness.

The following is the proof that Algorithm 2 will have the
minimum variance. In the first merge, the lowest two loads
areLa andLb. Without loss of generality, let Lc andLd rep-
resent the loads of another two-task pair. We need to prove
that the variance of merging La and Lb is smaller than that
of merging Lc and Ld . Assume that L is the average load
for all loads after emerging, and DL is the sum of variance
for other tasks’ load excepting La , Lb, Lc and Ld .
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Fig. 3 The example of neighbor
information exchange

If merging La and Lb, the variance becomes

Dab = ((La + Lb) − L)2 + (Lc − L)2 + (Ld − L)2 + DL.

If merging Lc and Ld , the variance becomes

Dcd = ((Lc + Ld) − L)2 + (La − L)2 + (Lb − L)2 + DL.

Compare Dab and Dcd ,

Diff = Dab − Dcd = 2(LaLb − LcLd).

Since La and Lb are the lowest two loads, i.e., La ≤ Lc

and Lb ≤ Ld , we have LaLb ≤ LbLc and LbLc ≤ LcLd .
Combining them,LaLb ≤ LcLd is obtained. Thus,Diff ≤
0 and Dab ≤ Dcd . The minimum variance can be ensured
in the first merge. Similarly, in the following merges, the
property will be kept. Finally, the merged M tasks with the
minimum variance are obtained.

Algorithm 2 Task allocation

Require: subtasks 1, 2 with the load 1,

2 .

Ensure: tasks with the minimum variance.

1: while do

2: select two subtask and with the lowest two loads

, ;

3: construct a new task with the load

;

4: delete the two subtasks and .

5: ;

6: end while

7: return;

4.2 Sending interfaces

The packets to send are arranged in different queues asso-
ciated with different channels. Every queue will be mapped
with a sending interface, which takes turns to send pack-
ets in different queues. Ideally, each interface should handle
the same number of queues. But other factors also have
influence on the performance.

Moreover, a proper value should be set for the queue-
switching interval, which is the maximum time that an
interface can work continuously on a certain channel. A
lengthy interval will increase the delay of other queues
while a short one will decrease the interface utilization espe-
cially when the switching time for an interface is large.
Also, the loads of one-hop neighbors vary all the time. For
the neighbor with high-volume traffic, the longer queue-
switching interval will be preferable because the interface
can be utilized efficiently and the delay is decreased.

To make a tradeoff between the end-to-end delay and the
interface utilization, we adopt a method that different inter-
faces are assigned with different switching interval and the
interfaces with a longer interval should be mapped to the
busier queues, and the details are given below.

Switching interval of interfaces The sending interfaces
are numbered, 1, 2, ..., IN , and Tk and Nk represent the
switching interval of interface k and the number of mapped
queues of interface k respectively. Number 1 interface is a
dynamic interface with the switching interval of T , the basic
unit. We set the switching interval of interfaces k according
to Eq. 4.

Tk = T × 2(k−1). (4)

We then map busy queues to large numbered interfaces
with larger queue-switching intervals, to prevent frequent
channel switching.
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Equation 5 give the queue polling latency Dk of interface
k, the maximum recurrence time for the interface returns to
a queue.

Dk = Nk × (Tk + delays), (5)

where delays is the channel switching delay of interface k.
When there is a new queue to be mapped, the interface with
the minimum sending delay will be selected. By adjusting
the number of mapped queues, the sending delay of all
interfaces can be balanced.

Load level of queues To measure how busy a queue is, we
set LV to represent the load level for a queue. The larger the
LVq is, the busier the queue q is.

LVq is adjusted when the interface leaves the queue. If
the switch occurs due to an empty queue, the load is light so
that LVq is decreased by 1; otherwise, LVq is increased by
1. LV is initialized according to the first mapped interface,
as explained below.

Range of the load level of interfaces Every interface sets
a range R of load level. Only if the LVq belongs to R(k),
queue q can be mapped with interface k, otherwise it will be
adjusted. The range of interface k is set by Eq. 6, where s is
a constant to extend the range in order to avoid too frequent
adjustment for the queues.

R(k) = [s × (2k − 1), s × (2k + 1)). (6)

The median ofR(k) is (s×2k), which is used to initialize the
load level of the queues mapped to the interface. In Eq. 6,
s ≥ 1. s = 1 means that a node should switch channel once
the change of LVq is greater than 2; with s = 2, channel
switching is trigged while the change of LVq is greater than
4, and so on. s should be set with a suitable value to control
channel switch frequency.

Since the traffic loads vary dynamically, based on the
load level, the queue mapping will be adjusted using Algo-
rithm 3, which ensures that a busy queue is mapped with a
long interval interface (Line 7 and 15). The adjustment for
the queues is to exchange queues between two consecutively
numbered interfaces to ensure that the queue polling delay
reaches equilibrium for all interfaces. Further, if a queue
needs to be moved to an interface with a longer interval, but
the interface does not have a queue needing a shorter inter-
val, the exchange will not happen (Line 9), and vice versa
(Line 17).

Algorithm 3 Adjustment operation

Require: interface switches from queue ; : the load

level of queue ; : the load level range of interface

, 2 1 2 1

Ensure: .

1: switches from queue ;

2: if then

3: ;

4: else

5: ;

6: end if

7: if 2 1 then

8: select the queue with the minimum load level

from interface 1 ;

9: if 2 1 then

10: map with interface 1;

11: 2 1 ;

12: map with interface ;

13: 2 ;

14: end if

15: else if 2 1 then

16: select the queue with the maximum load level

from interface 1 ;

17: if 2 1 then

18: map with interface 1;

19: 2 1 ;

20: map with interface ;

21: 2 ;

22: end if

23: else

24: return;

25: end if

26: return;

adjust the mapped interface with queue

interface

4.3 Adaptive interfaces

The adaptive interfaces can be used as a sending or receiv-
ing interface to balance the load among all interfaces. For
example, a data source node may have more packets to send,
so more adaptive interfaces will work as sending interfaces;
more receiving interfaces are necessary for nodes collect-
ing and aggregating information. Here, the main concern is
when and how the adjustments are conducted.

It is obvious that when the sending and receiving loads
differ widely, an adjustment is necessary. By monitoring the
wireless activities, we estimate the load of the receiving and
sending interfaces by Eqs. 7 and 8 respectively.

Preceive = tactive/(T × Nreceive), (7)
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Psend = 1 − tidle/(T × Nsend), (8)

where Nreceive and Nsend are the number of the receiv-
ing and sending interfaces respectively, tactive is the total
active of all receiving interfaces and tidle is the idle time
of all sending interfaces. Because the switching delay is
hard to monitor so the idle time is adopted. The difference
of the loads is DP = Preceive − Psend . T h is a threshold
used to avoid too frequent adjustments. If |DP | > T h, an
adjustment is deemed necessary.

If DP > T h, meaning higher receiving load, one inter-
face should change from the sending mode to the receiving
mode; and if DP < T h, one more sending interface is
needed.

The two processes need some common steps but with dif-
ferent orders. For adding a receiving interface, the steps are
shown as follows: (a) identify the interface that will change;
(b) re-adjust the maps between the queues and the sending
interfaces; (c) re-assign the tasks by Algorithm 2; (d) inform
the neighbors of the receiving channel and task allocations;
For the new receiving interface, one more step is neces-
sary: (e) select a working channel for the new interface by
Algorithm 1.

For changing from sending to receiving, the steps are
(a) (b) (c) (d). In (a), the highest interface will be bet-
ter for it maps with the least queues and less queues need
to be re-mapped, so a very lengthy switching interval can
be avoided. In (b), the queues mapped with the changed
interface is mapped to other interfaces in turn.

For changing from receiving to sending, steps (a) (c) (b)
(d) are conducted successively. In (a), the interface with the
least load will be selected because it is least affected for task
allocation. In (b), the new interface is set with the highest
number and move the queues from the interface with the
highest sending delay to it until it is no longer with the least
sending delay, so the sending delay can be similar for every
interface.

4.4 Cooperation among different type of interfaces

The proposed protocol is deployed in all the nodes and
controls the data transferring with distributed mode. For
multi-hop wireless mesh networks, the number of sink
nodes is often limited and much less than the mesh routers
or relays, while most traffic converges toward the sink nodes
who are connected to the Internet with wired links. Uplink
and downlink data are received and sent by wireless inter-
faces of the sink nodes with high-load level compared with
other mesh routers. The protocol can only balance the load
of receiving and sending traffic among the interfaces, yet
it cannot balance the traffic between nodes. Consequently,
it is not helpful to the global optimization, especially, the
sink nodes and those nodes close to sinks. We need the

upper-layer routing protocol to decide better paths for load
balancing, which will be further investigated in the follow-
ing performance evaluation section.

5 Performance evaluation

We evaluated the performance of the proposed link protocol,
LBLP, by NS3-19 [23] in Linux. TheMAC protocol adopted
is IEEE 802.11a, which needs no modification except the
added module for statistics of the MAC status.

5.1 Simulation setting

The IEEE 802.11 a standard specifies 12 non-overlapping
channels, which have no mutual interference in theory.
However, due to technology limitation, they may not always
be interference-free to each other. Authors in [21] showed
that the interfaces working on adjacent non-overlapping
channels may also interfere with each other. Kyasanur and
Vaidya [3] found that there are only 5 or 6 orthogonal
channels available. With the advance of the technologies,
more orthogonal channels may be possible. Thus, we set the
number of orthogonal channels to vary from 5 to 12.

The interface switching delay refers to the interval for
an interface switching from one channel to another, dur-
ing which the interface cannot send or receive any packet.
In theory, the delay could be as low as tens of microsec-
onds [4]; currently, the switching delay of the IEEE 802.11
hardware is estimated to be about several milliseconds [22].
Hence, the switching delay in our experiments is 2 ms.

As for the number of the interfaces equipped with a
node, it can differ from each other. Given the multi-interface
framework considered in Fig. 1, in our simulation, the
interface number ranges from 2 to 5, which is smaller than
the available orthogonal channels. For all interfaces, the
transmission range is 250 m and the carrier sense range is
500 m. Other parameters are shown in Table 1. The rout-
ing protocol is the well-known AODV for its simplicity. It
can work with LBLP without any modification. The results
presented here are the average of 10 simulation runs with
different random seeds.

Next, we mainly investigate the impacts of the num-
ber of channels and interfaces, and compare the network
throughput performance of the proposed LBLP with exist-
ing protocols.

5.2 Number of the channels and interfaces

The performance of LBLP is largely dependent on the num-
ber of channels and interfaces as they directly affect the
interference. Set a 10×10 mesh network with the distance of
200m between the adjacent nodes. A pair of the source node
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Table 1 Simulation paraments setting

Parameter Value

MAC standards IEEE 802.11a

Sending power 18 dBm

Switching delay 2 ms

Transmission range 250 m

Carrier sense range 500 m

Propagation delay model Constant speed propagation delay mode

Propagation loss model Log distance propagation loss mode

RTS/CTS Enable

Unit switching interval 5 ms

Orthogonal channels 5–12

Interfaces number 2–5

Simulation time 200 s

Simulation runs 10

and the destination node will transfer FTP traffic over TCP,
and 400 pairs are selected randomly. We set the channel
number vary from 5 to 12 and the interface number vary
from 2 to 5, and the network throughput is shown in Fig. 4.

The results in Fig. 4 show that with the increasing
number of channels, the throughput with more interfaces
increases but the growth is slowing down. The reason is that
the link layer protocol can utilize well the channel resources.
But with the limit of the number of interfaces, the num-
ber of channels that can be utilized is limited so the growth
slows down. In addition, more channels may cause more
channel switchings which lead to a higher overhead. As for
the number of interfaces, we can see that more interfaces
result in a higher throughput with the same number of chan-
nels. More interfaces and channels can both improve the
network throughput but they are limited by each other, i.e.,

Fig. 4 Throughputs with different number of channels and interfaces

more channels can not always bring an increased throughput
without enough number of interfaces, and vice versa.

5.3 Protocol comparison

We study and compare the protocol performance using
three settings: (a) LBLP with AODV [14], called LAR,
(b) LBLP with WCETT [21], called LWR, (c) AODV-MR
[15], a cross-layer solution combining the link and routing
protocols.

In the simulations, 100 nodes are randomly distributed in
a square area of 1000×1000 m2. All the nodes are equipped
with 4 interfaces, and 12 orthogonal channels are available.
The traffic is FTP over TCP. Two groups of simulations
were conducted.

In the first scenario, we consider the source/destination
pairs uniformly selected among all nodes, and change the
number of pairs from 50 to 500 to show the performance
of low traffic load and high traffic load settings. The results
are shown in Fig. 5. From the figure, performance of LBLP
with AODV and WCETT are very close, and AODV-MR
performs worse. The routing protocol WCETT does not
consider the distribution of the channels and the overhead
of the channel switching, so it does not perform much better
than LAR (LBLP with AODV). Besides, with the increase
of the number of concurrent flows, most of the channels and
interfaces will be utilized and their throughputs tend to be
similar. AODV-MR performs worse due to the lack of load
balance in its simple channel assignment.

In the second scenario, five nodes are set as the gateways
which have much higher traffic loads than the others. This is
a realistic scenario considering the non-uniform traffic pat-
terns. The other nodes will randomly select a nearby gate-
way to access the Internet, and all the traffic will converge to
the gateway. The average throughput is presented in Fig. 6.

Fig. 5 Throughput comparison, random source/destination-pair case
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Fig. 6 Throughput comparison, five-gateway case

The results are similar to that of the first group. LAR and
LWR have the similar performance, and they outperform
AODV-MR. When the number of concurrent flows is small,
the performance of LAR or LWR is similar to AODV-MR.
While with the more flows, the load balance of LBLP
improve the overall performance more substantially.

The simulation results of both scenarios show that the
proposed LBLP can balance the traffic load according to the
dynamic traffic with uniform or non-uniform traffic patterns
to achieve a higher throughput, and it can work well with
the existing routing protocols.

6 Conclusion

In this paper, we have proposed a link protocol, LBLP, for
multi-channel and multi-interface wireless mesh networks.
The protocol focuses on the channel assignment and the link
scheduling, aiming to maximize the network throughput by
balancing the traffic load. It further considers how to miti-
gate the overheads due to large switching delay. Simulation
results have shown that LBLP can out-perform the exist-
ing solutions. There are still many open issues beckoning
further investigation. In this work, how to quantify the per-
formance given by the number of channels and interfaces,
and how to optimize the adjustments of interfaces remains
open. Some other routing protocols, such as ETT, WCETT,
iAware, may need to be modified to work with the link
protocol, which requires further research.
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