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Abstract—A routing protocol is essential for multihop relay
to deliver data and reduce energy consumption in underwater
acoustic networks (UANs). However, the low connectivity and
high transmission power requirement of underwater acoustic
channels pose critical challenges to network connectivity
and the lifetime. In this article, we present a confined perco-
lation routing (CPR) protocol that enhances connectivity and
energy efficiency in UANs by exploring multiple paths to meet
reliability requirements and optimizing transmission power
and retransmission counts to reduce energy consumption.
The analysis models designed assess the impact of activated
node combinations and link reliability on end-to-end (ETE)
reliability and energy use. The proposed protocol has been
tested in various scenarios, and the results show that the
proposed protocol improved the average ETE reliability by 17%, 21%, 7%, 12%, and 44% compared with the benchmark
GEDAR, EEGNBR, Dflooding, Multi-SPR, and LEACH protocols in a 5 × 5 network, while consuming lower energy.

Index Terms— Energy efficiency, routing protocol design, underwater acoustic network (UAN), underwater communi-
cation.

I. INTRODUCTION

THE 21st century has opened a new era of comprehensive
exploitation and utilization of marine resources. Under-

water acoustic networks (UANs) have gained attention as an
emerging information network. Real-time data collection near
the sea floor is crucial for scientists and managers to respond
in time when important events happen, especially in cases of
tsunamis, hurricanes and storms, eddies, harmful algal blooms,
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and so on [2]. UANs typically comprise underwater sensor
nodes, surface relay stations, ground data control center, etc.
These sensor nodes are randomly deployed in the detection
area to monitor all kinds of information. They autonomously
organize into a network, with each node equipped with a
low-bandwidth acoustic modem and multiple sensors [3].
Using the acoustic modem, they can communicate with each
other, and the collected information is relayed progressively
by neighboring nodes to the intended destination.

The preferred solution for achieving real-time monitoring
in specific oceanic regions is to establish a network where
various instruments interconnect by acoustic wireless links [4].
Accordingly, Li et al. [5] showed that properly introducing a
relay can reduce the network energy consumption with a small
increase on the end-to-end (ETE) delay.

However, the propagation delay in underwater acoustic
channels is significant due to the slow speed of sound
(1500 m/s), and the available bandwidth is narrow with a low
data rate (measured in kb/s), resulting in large information
transmission delays. This characteristic imparts severe spa-
tiotemporal uncertainties to UANs. In addition, strong interfer-
ence, time–frequency spreading, and time-varying fading lead
to high bit error rates and packet loss rates in point-to-point
underwater acoustic communications, rendering the network
links to exhibit random ON–OFF characteristics.

The connectivity issue is predominantly influenced by the
specifics of the UANs and the scenarios under consideration.
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Petroccia et al. [6] reported that a mere 12.5% of the
links maintain a packet delivery ratio exceeding 0.75, with
the majority showcasing ratios between 0.25 and 0.5. Such
diminished packet delivery ratio poses substantial hurdles in
achieving routing reliability. The network’s resilience is put
to the test particularly when standard communication paths
are interrupted by unforeseen node or link failures, lead-
ing to substantial delays in re-establishing alternative routes.
Thus, implementing multipath strategies emerges as a pivotal
solution to bolster data transmission reliability amidst such
network unpredictability.

Moreover, the nodes in UANs have limited energy reserves,
which are extremely challenging to replenish. For the same
communication distance, the power consumption of underwa-
ter acoustic transmitters is an order of magnitude higher than
that of electromagnetic wave transmitters. Acoustic transmis-
sions, in comparison to terrestrial microwave communications,
demand significantly higher energy, with commercial under-
water modems consuming between 1 and 40 W during trans-
mission (Sendra et al. [7] and Khan et al. [8]). Notably,
about 39.4% of these modems operate at power levels ranging
from 1 to 8 W, 36.4% function within the 10–20-W range, and
24.2% expend energy within the 30–40-W spectrum according
to the statistics [9]. The transmission power requirement tends
to double as the transmission distance increases, showcasing
a nonlinear relationship with distance. Consequently, optimiz-
ing packet retransmission counts and configuring appropriate
transmission power levels are crucial for minimizing the
energy expenditure.

While horizontal transmissions face multipath propagation
effects, vertical transmission channels are comparatively less
affected, exhibiting reduced signal distortion and thus provid-
ing a more stable communication route [10]. Considering the
importance of horizontal transmission and ocean bottom moni-
toring application, this study zeroes in on the intricate routing
challenges among sensor nodes located on the ocean floor.
Emphasizing horizontal transmission strategies, our research
endeavors to navigate past the complexities associated with
horizontal transmissions, aiming to enhance both the reliability
and efficiency of the data exchange processes within the UAN
framework.

In this extended version of our work, key improvements
include an expanded review of related literature to solidify the
study’s motivation, the introduction of a new network struc-
ture, and the development of a sophisticated ETE reliability
analysis model based on graph decomposition. Furthermore,
we introduced an energy consumption model and provided
an in-depth description of the proposed protocol, alongside a
comprehensive performance evaluation [1].

In this article, a confined percolation routing (CPR) for
UANs is proposed to guarantee reliable packet delivery with
less energy consumption using a way of multipath percolation.
The relationship among the number of activated nodes, link
reliability, and ETE reliability is developed based on graph
decomposition, which guides each node to set an activated
or inactivated status at local to satisfy ETE requirement and
reduce energy consumption. The main contributions of this
article are as follows.

1) First, under the characteristics of underwater acoustic
communication, we develop a conjoint analysis for ETE
reliability considering link reliability and energy con-
sumption. This framework provides an essential basis
for designing and optimizing routing protocols.

2) Second, a routing protocol is proposed by leveraging the
above analytical framework. The link selection strategy
with suitable link reliability is provided for packet
percolation delivery, based on the joint analysis with link
reliability, ETE reliability, energy consumption, and the
optimal combination of activated nodes. Meanwhile, the
configurations of transmission power and the maximum
number of retransmission are optimized to minimize
energy consumption.

3) Third, the performance of CPR is compared with five
underwater routing benchmarks, including the Dflood-
ing, Multipath SPR, GEDAR, EEGNBR, and LEACH.
The results show that the proposed CPR outperforms
benchmark schemes in terms of ETE reliability and
energy consumption. In addition, to investigate the influ-
ence of the harsh underwater acoustic channel on CPR,
the real-world channel measurement data have been
used in the experiment. The results show the superior
performance of the proposed CPR routing.

The remainder of this article is structured as follows.
In Section II, we review related research. Section III outlines
the system model. Section IV introduces the CPR routing
protocol. Section V presents the performance evaluations,
followed by concluding remarks and further research issues
in Section VI.

II. RELATED WORK

In this section, the existing routing protocols for UANs are
introduced. We categorize these protocols into energy-based
and reliability-based approaches, highlighting their strategies
and limitations. By examining both traditional and contem-
porary methods, we underscore the unique challenges posed
by underwater environments and the necessity for specialized
routing protocols to address these challenges effectively.

The existing routing protocols for wireless sensor networks
(WSNs) can be broadly classified into proactive and reactive
categories [11]. In proactive protocols, nodes continuously
maintain and broadcast routing information to update network
routes. Reactive protocols, conversely, initiate route discov-
ery only for new transmissions. Hu et al. [12] proposed a
directed percolation routing to guarantee highly dependable
and low-latency services in satellite networks, where the
locations of all the satellites with a predefined orbit and speed
at any time instant are known. However, the underwater envi-
ronment’s complexity and dynamism challenge such protocols.
Underwater sensor nodes face limitations in computational
power, storage, and energy, contending with issues such as
high signal attenuation, prolonged transmission delays, unsta-
ble connections, and substantial power requirements. These
factors contribute to inefficient packet delivery and elevated
energy consumption in UANs, rendering conventional WSN
routing protocols ineffective. This scenario underscores the
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necessity for new routing protocols tailored to the unique
demands of UANs.

Our investigation primarily focuses on two types of under-
water routing protocols: energy-based and reliability-based.
Energy-based protocols aim to optimize sensor nodes’ energy
consumption, thereby enhancing the network’s longevity
where possible. Reliability-based protocols, on the other hand,
concentrate on efficient data forwarding from the source
to the destination, ensuring consistent transmission integrity
throughout the process.

The primary strategies for enhancing energy efficiency can
be classified into two categories: energy-aware and cluster-
based. Energy-aware strategies allow sensor nodes to select
paths with minimal energy costs, leveraging the nodes’
energy status. Protocols such as E-CARP, introduced by
Zhou et al. [13], use a location-free, greedy, hop-by-hop
forwarding strategy for energy efficiency. Zhou et al. [14]
explored a Q-learning-based anypath routing, aiming to pro-
long UANs’ lifespan and minimize packet routing delays.
Gopi et al. [15] presented a protocol optimizing energy through
strategic layering. To save overall energy consumption, the
protocol optimizes the layering phase, and the packet delivery
probability and energy consumption guide the selection of
layer widths and transmission energy for nodes. Bouabdal-
lah et al. [16] analyzed how underwater conditions influence
energy consumption balance, showing that adjusting transmis-
sion power can distribute the load evenly across nodes.

Cluster-based strategies divide the network into clusters to
boost efficiency, with cluster heads central to data relaying,
thereby economizing data transmission and energy. Game-
theory-based clustering schemes [17] and hierarchical pro-
tocols incorporating Q-learning [18] have been proposed to
optimize network longevity and balance energy costs. Address-
ing network structure, energy cost, and balance, the authors
combined the Q-learning with clustering routing to achieve
cost reduction. In the paper [19], challenges regarding relay
node placement and flow allocation within UANs were effec-
tively resolved. The relay selection algorithm in this context
contributes to energy conservation by reducing the number of
packet relays. In recent studies, the EEGNBR protocol [20]
was proposed as a reliable, efficient, and time-effective routing
solution for UANs, emphasizing an energy-efficient guiding
network.

On the other hand, reliable data forwarding also is a
crucial goal within network routing protocol, emphasizing
strategies like opportunistic routing (OR) and flood-based
routing. OR involves selecting a neighbor subset for col-
laborative packet advancement toward the destination, using
geographic attributes in UANs, as seen in focused beam rout-
ing (FBR) [21] and energy-efficient probabilistic depth-based
routing (DBR) [22]. GEDAR [23], a combined geographic
and OR protocol, enhances packet delivery to multiple sinks
and incorporates topology control to solve void region prob-
lems. DBR [24] leveraged the broadcast nature of underwater
nodes, using a greedy approach for depth-reduced packet
forwarding, although it primarily focuses on energy efficiency
without addressing connectivity and reliability comprehen-
sively. Vector-based forwarding (VBF) [25], [26] created a

Fig. 1. System model of the UAN.

virtual pipeline for selecting relay nodes, improving routing
precision. Guan et al. [27] proposed an OR based on dis-
tance vector to solve the issues of the detouring forwarding
and void region. In addition, directional flooding-based pro-
tocols [28] and machine-learning-infused methods, such as
Q-learning and reinforcement learning [29], are being explored
to enhance routing, particularly in sparse topologies, by opti-
mizing for factors such as energy, delay, and link quality. With
the widespread application of machine learning algorithms,
reinforcement-learning-based OR has also emerged in under-
water acoustic routing design [30], [31]. The OR based on
reinforcement learning introduced a reward function that can
consider several factors (i.e., energy, delay, and link quality) to
search for the optimal result, especially for the sparse topology
scenario.

In summary, underwater routing literature suggests that
strategies such as energy-aware and cluster-based approaches
can mitigate high energy consumption to an extent. The
energy-aware strategy requires knowledge of the next-hop
candidate node set, selecting the subset with the lowest energy
use, and continuously updating the residual energy. In the
cluster-based approach, electing a cluster head wisely is cru-
cial since it bears the majority of the data load. Moreover,
OR and flooding-based protocols enhance reliability using
more delivery opportunities and paths, albeit at the expense
of increased delay and traffic. Improving routing effectiveness
to achieve reliable and energy-efficient data delivery across
various scenarios remains an open challenge.

III. SYSTEM MODEL

In this section, the network architecture is presented. Sub-
sequently, the link probability, the ETE reliability analysis
model, and the energy consumption model proposed for pro-
tocol design are described.

A. Network Structure
UANs can be described as a set G(V, E) where V is the set

of nodes, and E consists of all the acoustic links. A reference
architecture for UANs, depicted in Fig. 1, illustrates each
sensor node anchored to the ocean floor within a unique cube
unit for area monitoring. Nodes are deployed at intervals of
Dc × Dc within their designated areas. Due to anchoring, the
mobility of each node is confined to its cube unit, though
dynamic movements occur due to ocean currents. This kind
of movement property is hard to predict and leads to the unre-
liable connectivity of links. The routing selection is organized
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TABLE I
SYMBOL ERROR PROBABILITIES

into discrete time periods, assuming hop counts remain stable
within each initialization period. To accommodate variations
in hop counts caused by ocean currents, topology discovery is
periodically initiated by the sink node, allowing for hop count
adjustments across different initialization periods. We intro-
duce the multipath to explore multiple paths to overcome
the connective unreliability. We explore the multiple paths to
overcome the unreliable connectivity from the source to the
destination.

In the routing procedure, nodes can be in one of the two
statuses: activated and inactivated. Nodes in the set Na are
activated for message forwarding; others remain inactivated.
Each node has a unique ID based on its position in the grid
deployment. The connectivity probability between node pairs
varies due to random deployment and ocean currents.

The percolation routing strategy: link reliability indicates
the probability of successfully delivering a packet over a
link. ETE reliability reflects the chance of forwarding a
packet from source to destination successfully. Due to low
link reliability in UANs, enhancing delivery ratio involves
exploiting path diversity, allowing packets to be delivered in
a percolation manner. The parameter Plink akin to the “edge
open” probability in the percolation theory. To satisfy the
expected ETE reliability, activated node sets are determined
during link selection. Packets are forwarded within a subgraph
composed of activated nodes Na and links. This process not
only reduces energy consumption by engaging only a subset
of nodes but also further conserves energy as outlined in
Section IV-A. Given the lattice UAN network topology, each
forwarding node needs to forward a packet to its neighbors
closer to the destination, leveraging multipath forwarding. As a
result, a node may receive the same packet multiple times
but processes each packet only once, discarding duplicates.
To facilitate this, nodes temporarily store the IDs of received
packets, discarding any with matching IDs. Given UANs’ lim-
ited data volume, the process of ID comparison and redundant
packet removal is practical.

B. Link Reliability Analysis
In underwater acoustic communication, the symbol error

probabilities for different modulation schemes are shown in
Table I, where M represents the number of different symbols
used in the modulation scheme, and k denotes the number of
bits carried by each symbol, with k = log2 M . In this section,
we calculate the reliability of acoustic links, considering the
characteristics of an acoustic channel and the adoption of
frequency shift keying (FSK) modulation. Rayleigh fading
with an additive Gaussian noise model has been widely used

in UANs’ routing protocol design [23], [32], [33], which is
also adopted in our work.

Narrowband filtration and envelope detection are carried out
individually for each frequency channel in FSK signal. Its bit
error ratio (BER) is given by

Pe =
1
2

e−r/2. (1)

Here, r is calculated as a2/2σ 2
n , with a representing signal

amplitude and σ 2
n denoting noise variance.

In the context of underwater acoustic detection, the
receiver’s detection index D is formally defined as per the
notation provided in [34]

D = [Ms(s + n) − Ms(n)]2/σ 2. (2)

Here, Ms(s + n) represents the average amplitude of the
combined signal and noise, while Ms(n) denotes the average
amplitude of the noise component alone. The envelope dis-
tribution associated with Gaussian noise follows the Rayleigh
distribution, with its mean value defined as Ms(n) = E(X0) =

(π/2σn)
1/2. When narrowband noise is combined with sinu-

soidal signals, the resulting distribution follows the Rician
distribution. Its mean is given by

Ms(s + n) = E(X1)

=

∫
∞

o
X

X
σ 2

n
exp

[
−

1
2σ 2

n
(X2

+ a2)

]
J0

(
aX
σ 2

n

)
dx .

(3)

When a ≫ σ 2
n , Ms(s + n) can be denoted as E(X1 = a),

leading to D = [E(X1 − E(X0))]
2/σ 2

n . In underwater acoustic
detection, when (a/σ 2

n ) ≫ (π/2)1/2, the receiver defines the
detection index D as follows:

D = a2/σ 2
n . (4)

Here, r = a2/2σ 2
n . Therefore, r = D/2, SNR = 10 log D.

Assuming that SL is the source level, TL is the transmission
loss, NL is the noise level, DIR is the directivity index, B
is the working bandwidth, and the fluctuation of signal–noise
ratio is denoted by F . From the underwater acoustic theory,
SNR is given by

SNR = SL − TL − NL + DIR − 10 log B − F. (5)

For the detailed calculation procedures of these variables
in (5), refer to the paper [1].

After accounting for fading fluctuations, we use matched
filtering and envelope detection as the processing method,
resulting in the calculation of the BER given by

Pe = 1/(Z
2
+ 2) (6)

where

Z
2

=
a2

2σ 2 (7)

SNR = 10 log
a2

σ 2 . (8)

Linear block codes are used for error correction, with a
minimum Hamming distance of d . In this case, the number
of correctable errors satisfies the condition t = ⌊(d − 1)/2⌋.
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The bit error rate at the input of error correction decoding is
denoted as Pe, leading to the code word error rate after error
correction of

Pwe ≈

nc∑
i=t+1

(
nc

i

)
P i

e (1 − Pe)
nc−i . (9)

The code element length is nc = Kinf+r , where Kinf represents
the length of information bits, and r is the length of the
redundancy code. Consequently, the bit error rate after error
correction can be expressed as

P ′

e = 1 −
Kinf
√

1 − Pwe. (10)

BER is

BER =
2ko−1

2ko − 1
P ′

e (11)

where ko = log2 M . Finally, the link reliability or the
link probability (used interchangeably in this article) can be
expressed as

Plink = exp(L ln(1 − BER)) (12)

where L , measured in bits, signifies the packet length.
Plink is the link reliability for one-time transmission. rn

represents the number of retransmissions. When rn > 1, the
link reliability is denoted by P ′

link represented the probability
of at least one successful transmission in rn trials

P ′

link =

rn∑
i=0

(1 − Plink)
i
× Plink. (13)

Thus, the reliability of a link is dependent on the number
of transmission attempts and the probability of successful
transmission in a single attempt.

C. ETE Reliability Analysis Based on Graph
Decomposition

The recursive process is used to derive the reliability or ETE
reliability (used interchangeably in this article). For a lattice
with size m × n, the probability that a message from node
(m, n) can reach node (0, 0) is given by [35]

P(0, 0) = P(A) +

m+n−1∑
i=0

P(B | Si )P(Si ) (14)

where A is the edge path in the upper left corner and B is the
union of all other paths. It defines Si as the event that the last
i edges along A leading to the destination are all connected,
but the last (i + 1)th one is not, so P(Si ) = P i

link(1 − Plink),
and Plink is the link reliability probability. P(B|Si ) is

P(B|S0) = Plink · P(m, n − 1)

P(B|S1) = P(T ((1, 0), ⊔n−1
i=1 (0, m), m))

. . .

P(B|Sm−1) = P(T ((m − 1, 0), ⊔n−1
i=1 (0, m), m))

P(B|Sm) = P(T ((m − 1, 0), ⊔n−1
i=1 (0, m), m))

P(B|Sm+1) = P
(
T

(
(m − 1, 0), (0, m − 1),

⊔
n−1
i=2 (0, m), m

))
. . .

P(B|Sm+n−2) = P
(
T

(
(m − 1, 0),

⊔
n−2
i=2 (0, m − 1), (0, m), m

))
P(B|Sm+n−1) = P

(
T

(
(m − 1, 0), ⊔n−1

i=2 (0, m − 1), m
))

(15)

where a universal structure T is introduced to articulate the
recursion among graph decomposition. The source is posi-
tioned at the bottom-left vertex (m, n), while the target is
located at the top-right vertex (0, 0). On each layer, there
are two types of structural blocks: triangles △ and rect-
angles □. The i th layer can be denoted by (ti , ri ), where
ti is the number of △ and ri the number of □, and the
number of edges at the bottom layer is represented by b.
The structure T can then be defined for all the layers as
T ((t0, 0), ⊔K

i=1(ti , ri ), ⊔
N
i=K+1(0, ri ), b), where ⊔ signifies a

series of layers, distinguishing four types of layers: 1) the
topmost layer containing only triangles; 2) layer 1 to K are
mixed layers of triangles and rectangles; 3) layers K + 1 to
N containing only rectangles; and 4) the bottom layer with
b edges. For instance, T (⊔n−1

i=0 (0, m), m) represents the initial
m × n network structure.

D. Energy Consumption Model
From Section III-A, link reliability Plink is a function of

SNR. Pt and Pn are the transmission power and the noise
power, respectively, where

SNR(R, f ) = 10 log
(

Pt

Pn

)
(16)

Pt = 10
SL−170.8

10 . (17)

Meanwhile, Pt is increased with respect to the link distance
R as Pt is a function of R. The increase in transmission power
or retransmission can cause Plink increases.

The energy consumption for node i can be expressed as

Ei (R, rn) =

(
P i

t (R) × (r i
n + 1) + P i

r

)
× L

Rb
(18)

where r i
n ∈ N+ is the number of retransmissions, P i

t (R) is the
transmission power, and P i

r is the received power at node i .
The total energy consumption is given by

Etotal =

∑
i∈Na

Ei (R, rn). (19)

IV. CPR PROTOCOL

Given the constraints on ETE reliability, minimizing energy
consumption emerges as a primary goal for routing protocols
in UANs. The percolation-based multipath routing protocol
explores path diversity to improve the delivery ratio. Energy
costs are minimized by meticulously designing the percolation
scope and transmission configurations at each hop. Based on
the link reliability and energy analysis, the transmission power
and the maximum number of retransmissions for each link can
be configured to save total energy costs.

CPR involves topology discovery with energy optimiza-
tion (TDEO) and link selection. In the TDEO phase, nodes
exchange HELLO packets with neighbors to ascertain link
reliability and hop count, thus forming the lattice topology.
Subsequently, nodes calculate optimal transmission power and
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Fig. 2. Directed, loop-free graph can be constructed by initialization
procedure.

retransmission counts to optimize energy use. In the link
selection phase, informed by the initial phase’s findings and
the requisite ETE reliability, links are activated or deactivated
to facilitate message delivery from the source.

A. Topology Discovery With Energy Optimization
After random deployment of each sensor node into a cube

with length Dc, the network is simplified as an m × n lattice.
Sensors communicate directionally with neighbors in adjacent
grids via acoustic links. In percolation routing, nodes are
labeled by their hop-count value and ID. The TDEO procedure
labels nodes nearest to the sink with h = 0; those one hop
closer to the sink are labeled with h = 1, and so forth.
Nodes with higher h values are further from the sink. The
sink triggers the TDEO process periodically. For instance,
in the network depicted in Fig. 2, after topology discovery,
node d (0, 0) is assigned h = 0. Nodes directly connected to
o (m, n) have h = 1, and the pattern continues. This approach
constructs a directed, loop-free graph based on h, given the
lattice topology of the UAN.

During the TDEO phase, gathering critical information
about the network’s nodes is essential. This includes node
distances, clocks, and hop counts. The data collection process
requires exchanging control packets among nodes. These con-
trol packets have a dual function: topology discovery and time
synchronization. Time synchronization technology has been
extensively researched and developed in the UAN domain,
as highlighted in recent studies [36], [37], [38].

1) Topology Discovery: After network deployment, sensor
nodes determine their hop count from the sink to construct
the lattice network. The node nearest to the sink initiates
the configuration process by sending a HELLO packet. This
packet contains the packet type, node ID, packet sequence
number, and hop count. It is forwarded hop by hop to the
node farthest from the sink. As such, the node set S =

{h0, h1, . . . , hm+n} of hop can be established for the m × n
lattice network, where hi represents the set of nodes i-hop
away from node (0, 0). For instance, when m ≥ n

hi =


{(k, i − k) for k = 0, 1, . . . , i}, if i ≤ n
{(k, i − k) for k = i − n, . . . , i}, if n < i ≤ m
{(i − m + k, m − k) for k = m + n − i, . . . , 1, 0},

if m < i ≤ m+n.

(20)

Fig. 3. Relationship among distance, link reliability, and transmis-
sion power: transmission power for different (a) distances and (b) link
reliabilities.

Likewise, when m < n

hi =


{(k, i − k) for k = 0, 1, . . . , i}, if i ≤ m
{(k, i − k) for k = 0, . . . , m}, if m < i ≤ n
{(i − n + k, n − k) for k = m + n − i, . . . , 1, 0},

if n < i ≤ m + n.

(21)

If a node belongs to set hi , the hop count of the node is i .
We define the number of nodes in the i th hop as nh

i . When
m and n are known, nh

i can be acquired by

nh
i =


i + 1, i ≤ min(m, n)

min(m, n) + 1, min(m, n) < i ≤ max(m, n)

m + n − i + 1, max(m, n) < i ≤ m + n.

(22)

2) Optimizing Energy Consumption: According to the asso-
ciation between distance and link reliability under constant
transmission power, once the distance surpasses a certain
threshold, Plink sharply diminishes to zero. Fig. 3(a) illustrates
that to maintain Plink at a minimum of 0.9, the required trans-
mission power escalates nonlinearly with respect to distance.
Using high transmission power for all the nodes could lead to
significant energy wastage. Conversely, using low transmission
power may render long-distance links incapable of successful
message transmission. As shown in Fig. 3(b), the transmission
power increases rapidly to elevate Plink above 0.9, where the
minimum transmission power is Pinit. Therefore, Pt should be
adjusted across various links to sustain Plink within an optimal
range, ensuring ETE reliability.

To address the challenge of minimizing energy consump-
tion, we formulate an optimization problem defined by the
following equations:

min
R,rn ,Pt

Ei (R, rn) (23)

s.t. Plink(R, rn) ≥ τ (23a)
rn ∈ N+ (23b)
R− ≤ R ≤ R+ (23c)
Pt ≥ Pinit. (23d)

This formulation aims to minimize the energy expenditure
Ei (R, rn) for each node i , considering the transmission range
R, retransmission count rn , and transmission power Pt . The
constraints ensure that the link reliability probability Plink,
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a function of R and rn , meets or exceeds a threshold τ , with rn

taking positive integer values. R falls within a specified range
[R−, R+], and Pt should be no less than an initial (default)
transmission power. To solve this formulation, threshold τ will
affect ETE reliability, so we first determine the threshold of
the link reliability after analyzing the relationship between link
reliability and ETE reliability. Then, for a single link, by fixing
the retransmission count and incrementally increasing the
transmission power while traversing all possible retransmis-
sion counts as distance increases, the tradeoff between trans-
mission power and retransmission efforts is addressed through
traversal optimization.

The solution is divided into three parts by the communica-
tion range, given by

Pt = Pinit, rn = 1, if R− < R ≤ R0

Pt = 10
SL−170.8

10 , rn = 1, if R0 < R ≤ R1

Pt = Pinit, rn = ⌈log(1 − τ)/ log(1 − Plink)⌉,

if R1 < R ≤ R+

(24)

where Pinit is the initial (default) transmission power, and
τ is the threshold of link reliability. R0 and R1 are solved
by (23). For R− < R ≤ R0, the CPR protocol uses a
constant Pt with no retransmissions; for R0 < R ≤ R1, the
CPR protocol adapts Pt with respect to the distance and no
retransmissions; if the communication range is between R1
and R+, the CPR protocol uses a constant Pt and increases
the number of retransmission according to the link reliability
requirement. These three configurations are referred to as
type 1—constant Pt , no retransmissions, type 2—adaptive Pt ,
no retransmissions, and type 3—constant Pt with retransmis-
sions, respectively. Note that when a node needs to send a
packet to both downstream neighbors, the sender configures
the transmission power and retransmission count according to
the worse link to ensure the reliability probability is above the
given threshold. The corresponding numerical analysis will be
discussed in Section V-A.

After the TDEO, all the nodes obtain the distance of the
link reliability between their neighbors, the number of hops,
and the total number of nodes in its hop nh

i . Each node knows
which hop it belongs to by (20) and (21). Using (12), a node
can calculate the link reliability between it and its neighbors.
Each node modifies its transmission power and the number
of retransmission to maintain link reliability to its neighbors
(i.e., the link reliability is above a given threshold). So, the
link reliability is further updated by (13). The TDEO will be
triggered again by the sink node in the next initialization (after
a period of time).

TDEO phase represents the foundational step within routing
protocols, a critical component featured in the benchmarks
outlined within this article. To effectively evaluate the routing
performance, we posit an equivalence in the costs of TDEO
phase between the proposed protocol and the benchmark
systems. Consequently, the costs incurred during this pro-
cedure shall not be expounded upon within the subsequent
performance analysis section. For an in-depth exploration of
the intricacies of this procedure, we refer readers to the
comprehensive analysis presented in [39] and [40].

B. Link Selection
Two metrics are used to optimize the selection of activated

nodes. The first metric, ζ evaluates the chosen activated nodes,
as defined in [41]

ζ =
Nl

Nv

(25)

where Nl is the number of existed links after some nodes
are inactivated, and Nv is the count of activated nodes in
the network. If two routes traverse the same nodes, excluding
the source and destination, we refer to these nodes as joint
nodes. Given the same number of links, networks with more
joint nodes offer a higher total number of paths. When
comparing the reliability of two networks of identical size,
both containing the same number of links, preference generally
leans toward the one that has a greater number of joint nodes.
Thus, solutions with a larger ζ are chosen to enhance reliability
with the same number of links.

Another metric affecting the reliability is the variance in the
number of nodes across each hop. The variance formula is

σ 2
1 =

∑hmax
0

(
nh

i − n
)2

hmax + 1

σ 2
2 =

∑hT
max

0

((
nh

i

)T
− nT

)2

hT
max + 1

(26)

where hmax is the maximum hop count, nh
i is the number

of nodes in the i th hop set, and n is the average number
of nodes across all hops. σ 2

2 is the variance along the sym-
metry direction of σ 2

1 , highlighted by orange dashed lines
in Fig. 4. Lower variance often leads to higher reliability.
Analysis of these metrics, considering different ON/OFF link
states, suggests a preference for middle links. For illustrative
clarity, combinations where the maximum node count sa per
hop equals 2 are depicted in Fig. 4, excluding symmetrical
combinations for simplicity. The blue square represents the
four vertexes of the square that have been activated. It shows
that the first combination of the blue square has the largest
ETE connectivity compared with the second and third combi-
nations. Although these three kinds of combinations have the
same value of ζ , the first combination has the lowest σ 2

1 and
σ 2

2 . Besides, bottleneck nodes shown in the fourth combination
can increase the vulnerability of the network, and the two
metrics in link selection avoid the existence of bottleneck
nodes, as the combination included bottleneck nodes having
the largest variance under the same number of activated nodes.
The CPR protocol configures the links for message percolation
in a network to achieve higher reliability, relying on two
metrics ζ and σ 2.

After the TDEO phase, the source node IDo( j) generates
and sends a message

message =
〈
Type, IDsender( j), IDo( j), IDd( j)

P req
reliab, seq_num, data

〉
(27)

to its neighbors. Type is the type of packet, and IDsender( j),
IDo( j), and IDd( j) are the address of the sender node,

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on November 23,2024 at 18:19:29 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: CPR FOR DISTRIBUTED UNDERWATER ACOUSTIC NETWORKS 29347

Fig. 4. Illustration of two metrics in the link selection.

Fig. 5. Impact on reliability as topology size changes: (a) caused by
different sa values and (b) caused by different Plink values.

source node o, and destination node d for the j th transmis-
sion, respectively. P req

reliab represents the given ETE reliability
demand specified by users.

Given a hop-based topology, when a node receives a
message, it performs a link selection procedure to compute
the activated node set Na according to the requirement of
ETE reliability P req

reliab, the source node ID, and the destination
node ID. If a node belongs to Na , it is active to forward
the message, so its status will be set as 1; otherwise, its
status = 0, and it will not forward the message. To accomplish
the requirement of ETE reliability, the activated nodes need
to satisfy the relationship among sa , Plink, and P req

reliab. The
mapping relationships between sa and Plink will be shown
later in Fig. 5, which is stored at each node to support the
autonomic calculation of Na . When m ≥ n, the set of activated
node is given by

Na =



hi , if nh
i < sa{

hi [k] for k =

⌊
nh

i − sa

2

⌋
+1, . . . ,

⌊
nh

i − sa

2

⌋
+sa

}
,

if nh
i ≥ sa,

(
nh

i − sa
)
mod 2 > 0{

hi [k] for k =
nh

i − sa

2
, . . . ,

nh
i − sa

2
+sa − 1

}
,

if nh
i ≥ sa,

(
nh

i − sa
)
mod 2 = 0

(28)

where i is from 0 to m + n, and hi [k] is a collection
of nodes with index k in i-hop. Therefore, given P req

reliab,
the CPR protocol can build the arrangement pattern that
satisfies the reliability requirement using activated nodes’
set Na .

Algorithm 1 is the link selection and message forwarding
used by CPR to determine activated nodes and handle received
messages. Source node IDo( j) generates a message that will
be forwarded to destination node IDd( j). Node q decides
whether it is in the active node set for each received message
in Lines 1–6 based on the TDEO information. According to

Algorithm 1 Link Selection and Message Forwarding
Data: message from the sender
Result: Active node set Na and message forwarding

process
1 while node q receives a message m j do
2 upon the source node I Do( j) and I Dd( j), node q

chooses sa according to the stored mapping
relationship ( f : sa, Plink → Preq

reliab);
3 computes Na using 28;
4 while node q ∈ Na do
5 set status j (q) = 1;
6 end
7 if status j (q) == 1 then
8 if This message m j is the first time received by

node q then
9 if node q is the destination node then

10 receive the message, no forwarding;
11 end the procedure;
12 end
13 if node q is not the destination node then
14 forward the message to downstream

neighbors in Na , save seq_num;
15 end
16 end
17 if This message has been received by node q

then
18 discard the message;
19 end
20 else
21 discard the message;
22 end
23 end

the mapping relationship among sa, Plink and P req
reliab, node q

determines sa upon source node IDo( j) and destination node
IDd( j). If the ETE reliability can satisfy P req

reliab, the minimum
sa is chosen. After link selection, the node knows its status j (q)

in Lines 4 and 6. If its status j (q) is 1, it is an activated node;
otherwise, it is inactivated node. According to Lines 7–22,
the nodes whose status j (q) = 1 will forward m j if m j is a
new message and keep the message sequence information for
a while to check whether the same message will arrive in the
future; otherwise, the nodes will discard the message. In this
way, the message can be percolated among the activated nodes
until it arrives at the destination.

In the procedure of CPR, the packet is delivered by acti-
vated nodes, which have different transmission power and the
number of retransmissions, through the confined routing paths
in a percolation way.

C. Medium Access Control
CPR is used to efficiently manage transmission power

and minimize the number of retransmissions, thus conserving
energy. It leverages link quality metrics for estimating the
optimal transmission power and the appropriate number of
retransmissions.
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TABLE II
PARTICULAR PARAMETERS [9], [44], [45]

In the context of percolation routing, a scheduled TDMA-
based medium access control protocol is used as a proac-
tive measure to mitigate and prevent packet collisions. This
strategic approach is used to enhance the overall reliability
and efficiency of data transmission, reducing the likelihood of
interference and collisions among packets during routing.

Given the lattice network topology of the UANs comprising
sea floor with acoustic transceivers, there are two categories of
interference for the receiver: the interference comes from the
previous hop and the interference comes from the rest of the
nodes. For the first type of interference, the zigzag decoding
technique can decode collided packets by interference cancel-
lation. For the second type of interference, using the time slot
schedule can avoid collisions.

We assume packet length Psize is constant. To avoid inter-
ference and collisions, time is slotted and the duration of a
time slot is tslot, which is sufficient to transmit packets with
the number of the maximum re-transmissions. T time slots
constitute a time period. Nodes in the same hop count will
be assigned one slot in each period to transmit. htotal is the
number of hops from the source to the destination, and define
lp = ⌈htotal/T ⌉ as the number of periods needed from ETE.
In addition, the same slot will be reused by nodes (wT − 1)

hops away, where w = 1, 2, . . . , lp. Thus, nodes in N (h) are
assigned the (h mod lp)th time slot in each period to transmit.
Therefore, we can appropriately select T for collision-free
communication given the lattice topology.

V. PERFORMANCE EVALUATION

We implement and instantiate our proposed mathematical
model in Sections III-B–III-C, as well as the peculiar charac-
teristics of UANs using Python. The NetworkX library [42] is
used for creating and managing the network topology and node
interactions, and the SimPy library [43] is used for process-
based discrete-event simulation. We consider the system model
in Section III-A, where an arbitrary cube cell has the side
length of Dc changed from 600 to 800 m. The number of
sensor nodes ranges from 9 to 81. Each node is randomly
deployed in one cube cell. Packets are generated by the source
node at a constant rate and sent toward the destination. The
parameter settings are shown in Table II.

For routing in UAN scenarios, energy consumption and
ETE reliability are pivotal concerns. Section II discusses
the existing protocols oriented toward energy and reliabil-
ity. These protocols fall into five categories: flooding-based,

shortest path, energy-aware, OR, and cluster-based protocols.
We selected a representative benchmark protocol from each
category for comparison: Dflooding [46], Multi-SPR [47],
EEGNBR [20], GEDAR [23], and LEACH. These five proto-
cols were compared with the proposed CPR protocol regarding
energy efficiency and reliability.

Flooding-based protocols, such as Dflooding, aim to max-
imize reliability but at a high energy consumption. For fair
evaluation, Dflooding strategy was configured to relay each
packet to downstream neighbors once. Multi-SPR searches
for multiple shortest paths to minimize energy consumption,
selecting paths with the minimum number of shared links.
To ensure a fair comparison, Multi-SPR and the proposed
CPR were configured to use an equal number of active nodes
for packet forwarding. EEGNBR, following node deployment,
establishes a guiding network and uses distance vectors to
prioritize candidates. The nodes with the minimum number
of hop counts toward the sinks have the largest priority.
GEDAR, an OR protocol, considers packet delivery proba-
bility to enhance routing decisions. LEACH, a cluster-based
approach, reduces energy cost by creating and maintaining
clusters, thereby extending the lifetime of network.

Three groups of experiments are designed in this article.
First, we evaluate the effect of design parameters sa and Plink
on network ETE reliability based on the ideal homogeneous
networks. We investigate the impact of the tradeoff between
transmitting power and retransmitting in the performance of
our proposed CPR routing protocol. These energy parameters
are used to guide the following heterogeneous lattice network.
Second, we further design heterogeneous networks and eval-
uate the performance of the proposed routing compared with
five benchmarks, focusing on energy consumption, reliability,
and delay. Third, the five benchmark protocols and CPR
are compared using actual channel data to investigate their
energy consumption and reliability in realistic harsh underwa-
ter acoustic environments.

A. Homogeneous Lattice Network
To determine the value of τ , we use a homogeneous network

in this context, where the link success probability is equal for
all links and is denoted as Plink. The situation of activated
nodes for the homogeneous network is depicted in Fig. 4, with
a certain value of the maximum number of activated nodes sa

for each hop. Given sa for each hop, higher ETE reliability
can be achieved when the activated link is closer to the line
connecting the source node to the destination node.

According to the ETE reliability calculation model, we can
establish a relationship between sa for each hop and the
network’s ETE reliability, considering a value of Plink. When
Plink = 0.85, we analyze the maximum network ETE reliabil-
ity while varying sa for each hop from two to six, as shown
in Fig. 5(a). When sa for each hop in the network is set
to 2wo, the network’s reliability decreases from 0.89 with
3 × 3 topology size to 0.77 with 9 × 9 as the network size
increases. However, when sa for each hop is set to 3, the
reliability improves significantly, ranging from 0.92 to 0.91 for
network sizes of 3 × 3 to 9 × 9. When sa for each hop
is set to 4, the network’s reliability does not change much
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Fig. 6. Network average energy consumption and ETE reliability with different lattices versus per-hop distance. (a) Energy consumption (3 × 3).
(b) Energy consumption (4 × 4). (c) Energy consumption (5 × 5). (d) Reliability with 3 × 3 lattice. (e) Reliability with 4 × 4 lattice. (f) Reliability with
5 × 5 lattice.

with the increase in network size, and all the values exceed
0.9. Given the limited energy supply for UANs, we aim to
use as few links as possible while meeting the reliability
requirements. Therefore, we consider the case where sa for
each hop is 2 in the homogeneous network scenario. Following
this, we conduct further analysis to determine the suitable
value for τ by examining the relationship between Plink and
ETE reliability.

We calculate the impact of changes in Plink on network ETE
reliability when sa for each hop is set to 2. As the value of Plink
decreases, the network reliability decreases more significantly.
In Fig. 5(b), when Plink = 0.8, network reliability drops from
approximately 0.81 in a 3 × 3 network to around 0.59 in
a 9 × 9 network. When Plink = 0.85, network reliability is
0.77 for a 9 × 9 network. However, for Ps = 0.9, network
reliability ranges from 0.95 to 0.9 as the network size increases
from 3 × 3 to 9 × 9. When Plink = 0.95, network reliability
consistently remains above 0.98.

Considering that the ETE reliability threshold P req
reliab is

set above 0.9, when Plink = 0.85, and sa for each hop
is constrained to 2, it becomes apparent that the theoreti-
cal maximum network ETE reliability ranges from 0.89 to
0.77. Within this context, there exists greater flexibility in
selecting the states of network links to improve reliability
and manage remaining energy. Therefore, we impose the
constraint τ = 0.85 as the required success probability for
individual links. Node energy control is carried out based on
this requirement, striking a reasonable balance between node
transmission power and transmission times.

Fig. 6 shows the results concerning energy consumption and
reliability with an optimized power adjustment strategy. Power
control and retransmission are effective ways to improve per-
hop reliability. The transmission power Pt remains constant
for type 1, shown by the red line with circles. For type 2,

Pt increases with distance by the blue line with triangles. For
type 3, shown by the orange line with squares, the transmission
power is fixed, but the number of retransmissions increases to
ensure a link probability over the threshold of 0.85. As shown
in Fig. 6(a)–(c), the total energy cost of type 1 remains
constant while its reliability drops quickly; that of type 2
exponentially grows with respect to distance to maintain the
reliability of 0.9; that of type 3 piecewisely increases with the
reliability varying between 0.9 and 0.99.

The reliability trend of the three types for different topolo-
gies is similar when n is changed from 3 to 5 as shown in
Fig. 6(d)–(f). The results have shown that energy consumption
rises with the increased network size. Types 2 and 3 can ensure
link reliability with different energy costs depending on the
distance. Meanwhile, when n is increased from 3 to 5 if sa

remains the same, ETE reliability decreases as n increases.
In other words, sa can be tuned to satisfy the reliability
requirement for different values of n.

From the above results, to ensure the reliability with reduced
energy, we can use the optimal transmission strategy. When
the distance is below R0 = 630 m, the transmission power
is a constant value and no retransmission; when the distance
is between R0 m and R1 = 800 m, the transmission power is
increased with the distance and no retransmission; when the
distance is greater than R1, the transmission power remains
constant, and the max number of retransmission is increased
by one.

B. Heterogeneous Lattice Network
We simulate n × n heterogeneous lattice networks, where

n varies from 3 to 9. The topology is generated with one
node randomly deployed in a cube cell in each run where
each node has random movement at 0.5 m/s in its cube cell
by the way of drunkard random walk. For heterogeneous
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Fig. 7. Heterogeneous lattice network topology (5 × 5). (a) Plink after
the TDEO. (b) Plink after the CPR.

Fig. 8. Numerical results. (a) and (b) Average energy consumption and
reliability in different sizes of network. (c) and (d) Average energy and
reliability with different distances Dc.

networks, the link reliability of each link is different. For
instance, a random topology with n = 5 is deployed in an area.
In the network TDEO phase, nodes discover their neighbors
and obtain the corresponding link connectivity. By exchanging
these link information, each node learns the whole network
graph. Fig. 7(a) shows the initial link probability among nodes
after the TDEO phase. Then, after the link selection stage,
some links are activated when sa is set to 2, as shown
in Fig. 7(b). According to the link selection scheme, the
red nodes are active, and the blue nodes are inactivated.
Using the CPR protocol with optimal power/retransmission
configurations discussed in Section V-A, the routing path and
the link probability are updated as shown in Fig. 7(b).

Fig. 8 shows the average energy consumption and reliability
with different network sizes and single-hop distances with its
95% confidence interval.

Fig. 9. Average ETE latency. (a) Average ETE delay versus network
size. (b) Average ETE delay versus distance Dc.

For different topology cases, we take a random topology
with n varying from 3 to 9. For each setting, we repeated
50 tests with random node deployments. We use the average
energy and reliability to compare the performance of each
protocol, as shown in Fig. 8(a) and (b). Obviously, the energy
cost increases with the increase in the network size. When
the size of the network is 3 × 3 , the energy consumption
using the six protocols is similar, and CPR is the most energy-
efficient. When n increases, the performance gap becomes
more apparent. The CPR achieves the highest ETE reliabil-
ity and remains stable at about 0.95. The reliability with
Dflooding decreases when the network size increases, and the
reliability decrement of the LEACH is the fastest. Meanwhile,
CPR can use less energy than the Dflooding to achieve higher
reliability, and the gain increases with respect to network size.
As the distribution of underwater sensor nodes is not even in
most cases, the reliability performance of Multi-SPR, GEDAR,
LEACH, and EEGNBR is not satisfactory, sometimes below
0.75. Among the four, Multi-SPR performs the best, as it
adjusts the transmission power and retransmission for improv-
ing link reliability. LEACH consumed slightly less energy than
CPR for small-size networks and the trend is reversed when
the network size is large. However, the reliability with LEACH
is the worst for all the cases, below 0.85 for 3 × 3 networks,
and drop to 0.4 for 9 × 9 networks.

To investigate the impact of Dc, we simulate the perfor-
mance of six routing protocols with varying Dc from 600 to
800 m for 5 × 5 network size, as shown in Fig. 8(c) and (d).
The increase in Dc means that the average distance between
nodes in the network increases, so the transmission power
needs to be increased to achieve the corresponding link prob-
ability. As the distance increases, the energy consumption of
all the five protocols increases, while the reliability of LEACH
drops the fastest. The reliability of CPR is the highest, around
0.95.

Fig. 9 presents the ETE delay across varying topology
sizes for different routing protocols with its 95% confidence
interval. As the topology size increases from 3 × 3 to 9 × 9 in
Fig. 9(a), the ETE delay trends upward for all the protocols
due to the extended paths that packets must traverse. The
CPR shows a moderate increase in ETE delay, suggesting
efficient packet forwarding mechanisms. The slope of the
delay curve for CPR is relatively flat compared with others,
which indicates better scalability with increasing network size.
LEACH, with its cluster-based routing strategy, exhibits a
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Fig. 10. Results of experimental analysis. (a) Gain versus distance and
the fit model. (b) Error bit ratio and the link probability.

steeper rise in delay, particularly notable in larger topologies.
This indicates potential inefficiencies in cluster-head commu-
nication or increased intracluster distances as the network
expands. Dflooding demonstrates a high delay that increases
significantly with the network size, a consequence of its
exhaustive broadcasting approach that, while robust, is not
energy-efficient. The protocols Multi-SPR and EEGNBR,
while still experiencing an increase in delay with topology
size, maintain lower delays compared with Dflooding and
LEACH, showing better scalability and possibly more effective
path selection strategies. GEDAR, which uses OR considering
packet delivery probabilities, maintains a relatively stable
delay across different sizes, indicating effective management
of dynamic routing decisions.

Fig. 9(b) shows the results concerning the average delay
with different density for 5 × 5 networks. The CPR shows
a progressive, yet modest, increase in ETE delay as distance
extends, indicating effective management of delay even over
longer hops. The relatively stable growth pattern of CPR’s
delay curve suggests that its routing strategy copes well
with increased single-hop distances. The LEACH protocol
demonstrates a more significant delay increase, indicative of
potential inefficiencies in cluster communication over longer
distances. This may be due to the extended range between
cluster heads and cluster members or the sink, which becomes
more pronounced with distance. Dflooding exhibits an upward
trend in ETE delay consistent with its energy-intensive nature,
where each node’s transmission contributes to the cumulative
delay. This trend is expected, given the protocol’s design,
which does not consider distance directly. Both GEDAR and
Multi-SPR protocols show intermediate increases in delay,
indicating better scalability with distance than LEACH and
Dflooding but less so than CPR.

C. Experimental Results
We investigate the feasibility of CPR for UANs using data

recorded during the Surface Processes and Acoustic Commu-
nications Experiment (SPACE08) [48], which was conducted
near the coast of Martha’s Vineyard in MA, USA, in fall 2008.
The channel gain and the fit model are shown in Fig. 10(a).
According to the experiment fit channel gain model, the
link probability and the error bit ratio can be obtained in
Fig. 10(b). Based on the obtained link probability, CPR sets

Fig. 11. Performance comparison in different sizes of network using
the realistic channel data. (a) Average energy consumption. (b) Average
ETE reliability.

the transmission power and the number of retransmission and
calculates the ETE reliability.

The proposed algorithm is evaluated using the above chan-
nel datasets. Fig. 11(a) and (b) shows the energy cost per
successful delivered packet and the ETE reliability relative to
the network size with 95% confidence interval. As expected,
the Dflooding exhibited a robust reliability performance due
to its redundant packet transmissions. Therefore, Dflooding
consumed more energy than the other schemes (even worse
with increased network size). CPR exhibited the highest and
stable reliability due to the link selection and optimal energy
scheme.

VI. CONCLUSION

In this article, we proposed a routing scheme designed for
UANs considering the characteristics of underwater commu-
nications. Given the physical layer configurations, the link
probability is obtained, which is applied to calculate the
network connectivity. The link selection rule and energy
optimization are analyzed based on the reliability analysis
model of UANs. This insight was then used to design a
CPR protocol. Performance evaluation was carried out first
in simulated homogeneous and heterogeneous networks and
subsequently in a realistic network scenario where the realistic
channel data were used. The results confirmed that the pro-
posed routing scheme achieves much larger ETE reliability and
energy efficiency by exploring path diversity and optimizing
power/retransmission settings.

There are some open issues we need to address in future
research. First, how to consider the impact of different MAC
layer protocols and node mobility on link selection for het-
erogeneous UANs. How to apply a flexible and adaptive
link selection scheme to avoid traffic congestion and address
the energy balance problem needs to be further investigated.
In addition, we can extend our work by applying the related
other noise models for link performance analysis and estima-
tion, and then use the results to optimize routing in our future
work.
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