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Abstract—Non-Orthogonal Multiple Access (NOMA) provides
potential solutions for the stringent requirements of the Internet
of Things (IoT) on low latency and high reliability. In this paper,
we jointly consider user scheduling and power control to investi-
gate the access delay minimization problem (ADMP) for the up-
link NOMA networks with massive IoT devices. Specifically, the
ADMP is formulated as a mixed-integer and non-convex program-
ming problem with the objective to minimize the maximum access
delay of all devices under individual data transmission demand.
We prove that the ADMP is NP-hard. To tackle this hard prob-
lem, we divide it into two subproblems, i.e., the user scheduling
subproblem (USP) and the power control subproblem (PCP), and
then propose an efficient algorithm to solve them in an iterative
manner. In particular, the USP is recast as a K-CUT problem
and solved by a graph-based method. For the PCP, we devise an
iterative algorithm to solve it optimally leveraging the standard in-
terference function. Simulation results indicate that our algorithm
has good convergence and can significantly reduce the access delay
in comparison with other schemes.

Index Terms—Graph theory, internet of things, non-orthogonal
multiple access, resource management.

I. INTRODUCTION

A S AN important component of the fifth generation (5G)
mobile communication systems, the Internet of Things

(IoT) has received rapid development in recent years. Tens of
billions of new devices (e.g., wearable devices, smart appli-
ances, autonomous vehicles, etc.) will access to the wireless
networks. The forecast shows that there will be 26 billion con-
nections by 2020 [1], and this number will increase fivefold
in the following decade [2]. Massive connectivity is a key fea-
ture of the IoT. On the other hand, some special applications
of the IoT, such as the industry control and automatic drive, re-
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quire millisecond end-to-end latency [2]. The new requirements
of the IoT on ultra-low latency and ultra-high connectivity pose
serious challenges for 5G wireless networks. To meet these chal-
lenges, advanced enabling wireless technologies are needed.

Non-orthogonal multiple access (NOMA) is a promising
technique, which can accommodate multiple users on the
same spectrum by utilizing different power levels [3]. Besides,
theoretical analysis indicates that NOMA can achieve a larger
capacity region in comparison with the traditional orthogonal
multiple access (OMA) techniques [4], e.g., time-division
multiple access (TDMA) and orthogonal frequency-division
multiple access (OFDMA). Thanks to the potential advantages
in the network capacity, NOMA has been suggested to be an
important multiple access technique in the future 5G wireless
networks [5]. Furthermore, since more users can be supported
by the NOMA networks simultaneously, the transmission delay
of users can also be reduced significantly. Therefore, NOMA
provides potential solutions to meet the rigorous requirements of
the IoT on ultra-low latency and ultra-high connectivity [6]. The
NOMA-based cellular architecture has been proposed to support
a massive number of IoT devices in cellular networks [7].

However, NOMA also induces intra-cell interference among
users, which complicates the decoding algorithm and degrades
the individual data rate. To deal with this problem, extensive
researches have been conducted on resource management in
NOMA networks [8]–[35]. The control policies include power
control, channel assignment, user clustering, user scheduling,
user association, rate control, etc. Through appropriate resource
management, the intra-cell interference among NOMA users
is coordinated and the user diversities in the power domain
are exploited, so the performance of NOMA networks can be
upgraded. From the perspective of optimization goals, the re-
searches fall into two major categories: 1) rate improvement
works [8]–[18] and 2) energy conservation works [19]–[28].
The details of the related works are introduced in the following.

For the first category, the works aim to improve the individual
data rate or the throughput of the whole network. Specifically,
a dynamic power allocation scheme was proposed in [8] to en-
hance the average rate of each user in both uplink and downlink
NOMA systems. With the same control policy, the author in
[9] focused on the MIMO-NOMA network and optimized the
transmission power on different layers of users to maximize
the sum-rate of the network. In [10], an optimal and a low-
complexity near-optimal joint power allocation and scheduling
solutions were designed to ensure proportional fair resource al-
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location and utility maximization in a simple NOMA system
deploying two-layer hierarchical modulation. The authors in
[11] investigated how to schedule multiple users into n given
slots so as to maximize the throughput of the system or maintain
certain level of fairness among users. Taking channel allocation
into account, the authors in [12] and [13] designed the joint
power and channel allocation algorithms for single-cell and het-
erogeneous networks, respectively. As a common feature, both
[12] and [13] adopt the many-to-many matching method to solve
the channel allocation problem. Different from [12] and [13],
the authors in [14] formulated the channel allocation problem
as a maximum weighted independent set problem and solved
it by a graph-based method. The tractability and computation
features of the joint power and channel allocation problem in
NOMA networks were studied in [15]. Besides, based on the
Lyapunov optimization framework, an online algorithm with
rate control and power allocation was devised in [16] to max-
imize the long-term network utility. By jointly optimizing the
user clustering and power allocation, the sum-throughput max-
imization problem was investigated in [17] for both uplink and
downlink NOMA transmissions. In [18], the authors proposed
a NOMA based secure transmission scheme, where the relay
node not only received the privacy information but also pro-
vided securely information forwarding for the destination [36].

Regarding the other category, the works focus on minimizing
the total transmission power or maximizing the network energy
efficiency. In detail, the optimization of beamforming vectors
and powers was studied in [19], with the objective to minimize
the total transmission power of the base station (BS). To min-
imize the long-term average power consumption of the whole
system (i.e., BS and devices), the authors in [20] proposed a
dynamic user scheduling and power allocation algorithm based
on the stochastic optimization theory. Besides, the distributed
power control algorithm was proposed in [21] to minimize the
total power consumption. Focusing on the multi-carrier net-
works, [22] and [23] investigated the joint channel and power
allocation problem, where the goal of [22] was to minimize
the total transmission power, while [23] concentrated in the
energy efficiency improvement. Different from [19]–[23], the
works in [24] and [25] considered the imperfect channel state
information (CSI). More specifically, the joint rate and power
allocation problem was studied in [24] to minimize the power
consumption with throughput constraints. The authors in [25]
investigated the energy efficiency improvement for a downlink
NOMA network by jointly considering the user scheduling and
power allocation. The works in [19], [20], [22]–[25] focused
on the single-cell network. Different from them, the works in
[26]–[28] aimed at the heterogeneous networks (HeNets). In
[26], the traffic offloading scheme was designed for NOMA
based HeNets with dual-connectivity. The authors in [27] in-
vestigated the user association and power control schemes in
energy cooperation enabled two-tier HetNets for maximizing
the energy efficiency of the overall network. In [28], the energy
efficiency resource allocation algorithm was designed for user-
centric ultra-dense networks, where the macro cells and micro
cells can cooperate to transmit data through NOMA.

In addition to the above two categories, there are also
some works investigating the connectivity [29], [30], outage
probability [31]–[33], and fairness [34], [35] problems. The
existing works have improved the performance of NOMA
networks significantly. Nevertheless, there are still some prob-
lems remained to be further investigated. Specifically, there are
very few works paying attention to the delay performance of
NOMA networks. However, as indicated in the white paper on
5G versions and requirements [2], low latency is an important
performance indicator of 5G wireless networks, e.g., the
millisecond-level end-to-end latency and one millisecond air
interface latency. Furthermore, some special applications of the
IoT (e.g., the industry control and automatic drive) are more
susceptible to the communication delay, as a small increment
of delay may result in a tremendous loss. The recent work in
[37] studied the offloading delay minimization problem for two
paired NOMA users in a mobile edge computing system. Two
iterative algorithms have been developed to optimize the trans-
mission power of the paired NOMA users so as to minimize the
offloading delay. However, the algorithms proposed in [37] are
not suitable for the networks with massive connections. When
the network is with massive connections, concurrent transmis-
sions by all users are almost impossible even with NOMA. In this
case, how to schedule the transmissions to minimize the access
delay becomes an important problem. To deal with this problem,
new resource management scheme should be carefully designed.

Motivated by the above, we investigate the delay minimiza-
tion problem for NOMA networks with massive connections.
The main contributions of this paper are summarized as follows.

� We jointly consider user scheduling and power control
to investigate the access delay minimization problem
(ADMP) in uplink NOMA networks with massive IoT
devices. Specifically, the ADMP is formulated as a mixed-
integer and non-convex programming problem, with the
objective to minimize the maximum access delay of all de-
vices under individual data transmission demand. Besides,
we prove that the formulated problem is NP-hard.

� We propose an efficient algorithm to solve the formulated
problem, which solves the user scheduling subproblem
(USP) and the power control subproblem (PCP) in an it-
erative manner. In particular, the USP is remodeled as a
K-CUT problem in graph theory, and then we devise a
low-complexity algorithm to solve it. Afterward, the lower
bound of the user scheduling algorithm is analyzed. For
the PCP, we transform it into a min-max power control
problem and solve it optimally based on the standard in-
terference function.

� We conduct extensive simulations to evaluate the perfor-
mance of our proposed algorithms. Firstly, the convergence
performance of our algorithms is investigated. Further-
more, the scheduling results of different algorithms are
presented to identify why our algorithm can achieve bet-
ter performance. Moreover, the simulation results demon-
strate that our algorithm can reduce almost 80% access
delay with respect to the random NOMA scheme and the
orthogonal multiple access scheme.
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Fig. 1. The scenario of an uplink NOMA network with massive connections.

The remainder of this paper is organized as follows. In
Section II, we introduce the network model and the problem
formulation. In Section III, we analyze the characteristics of the
formulated problem. Section IV elaborates the proposed user
scheduling algorithm and power control algorithm. Simulation
results are presented in Section V. Finally, we conclude our
paper in Section VI.

II. NETWORK MODEL AND PROBLEM FORMULATION

In this section, we first introduce the considered network
model and then present the problem formulation.

A. Network Model

As depicted in Fig. 1, we consider a NOMA uplink network,
which consists of an access point (AP) and a massive number
of IoT devices (e.g., sensor nodes, wearable devices, monitors,
etc.). The set of the devices is denoted as U = {1, 2, . . . ,M},
where M represents the number of devices. We define Gm

as the channel power gain (CPG) from the device m to the
AP. For simplicity of expression, the devices are sorted in the
descending order of their CPG (i.e., Gm ≥ Gn,∀m < n). It is
assumed that the CPG is static or quasi-static in an operating
period, that is, Gm remains constant in an operating period.
Each operating period consists of T slots, denoted by T =
{1, 2, . . . , T}. Without loss of generality, the duration of a slot
is normalized to one.

In this network, the IoT devices can collect information from
surrounding environment and deliver them to the AP periodi-
cally. The typical applications include environmental sensing,
remote health monitoring, and intelligent transportation, etc.
The data harvested by device m is denoted as Dm , which must
be transmitted to the AP during an operating period. To support
massive connections, NOMA is adopted as the multiple access
technique of this network. Specifically, the devices can transmit
data to the AP on the same spectrum simultaneously, and the AP
can separate the overlapping signals by the successive interfer-
ence cancellation (SIC) technique. Although NOMA improves
the spectrum efficiency, scheduling all of the devices in the
same slot induces serious intra-cell interference, which coun-

teracts the performance gain of NOMA. In order to coordinate
the intra-cell interference and fully exploit the advantages of
NOMA, appropriate user scheduling and power control scheme
should be carefully designed.

Specifically, we define S (t) = {sm (t) | m ∈ U} as the user
scheduling policy in slot t, where sm (t) = 1 if device m is
scheduled in slot t, otherwise sm (t) = 0. Besides, we denote S
as the user scheduling policies in an operational period, i.e., S =
{S (t) | t ∈ T }. The power control policy is defined as P =
{pm | m ∈ U}, where pm represents the transmission power of
device m. According to [4], [38], the optimal decoding order
of SIC in uplink NOMA transmission should be the descending
order in the CPG. As a consequence, the devices with weaker
CPG cause interference to the devices with stronger CPG, but
not vice versa. Therefore, the signal-to-interference-plus-noise
ratio (SINR) of device m in slot t can be expressed as

γm (t) =
sm (t) pm Gm∑

n∈U ,n>m sn (t) pnGn + σ2 , (1)

where σ2 denotes the additive white Gaussian noise.
According to the Shannon Capacity theory, the achievable

data rate of device m in slot t is

Rm (t) = B0 log2 (1 + γm (t)) , (2)

where B0 is the channel bandwidth.
The total data volume transmitted by device m in an operating

period is given by

Rm =
∑

t∈T
Rm (t) . (3)

B. Problem Formulation

In this paper, we jointly optimize user scheduling and power
control to minimize the maximum access delay of all devices.
Specifically, the access delay minimization problem is formu-
lated as

min
S,P ,T

T

s.t. C1 :
∑

t∈T
sm (t) = 1, ∀m ∈ U

C2 : Rm ≥ Dm , ∀m ∈ U
C3 : sm (t) = {0, 1} , ∀m ∈ U , t ∈ T
C4 : 0 ≤ pm ≤ pm , ∀m ∈ U . (4)

The objective function in (4) is to minimize the duration of
an operating period. Access delay is usually defined as the time
duration from the time a user requests a time slot to transmit till
the time slot is allocated to it. Since each device has acquired a
slot to transmit in the last slot of the operating period, the ob-
jective function in (4) is equivalent to minimizing the maximum
access delay of all devices in the network. Besides, constraint
C1 guarantees that each device is scheduled only once during an
operational period. Constraints C1 and C2 together denote that
the data harvested by the devices (i.e., Dm )must be transmitted
to the AP in their respective scheduled slots. Constraints C3
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and C4 specify the value range of the user scheduling variables
(i.e., sm (t)) and power control variables (i.e., pm ), where pm

denotes the maximum transmission power of device m.
Remark 1: The problem in (4) is different from the tradi-

tional user grouping problems that have been studied in NOMA
networks. First, the optimization goals are different. The ex-
isting works mainly focus on the rate-maximization or energy-
minimization problems, while we aim to minimize the duration
of the operating period. This problem is vital for the massive IoT
scenarios, where a massive number of IoT devices collect in-
formation from surrounding environment and attempt to deliver
them to the data center as soon as possible. Second, the number
of user groups (NG) is given in the existing works, while it is
an optimization variable in our work. This difference changes
the nature of the problem. If NG is given, the problem becomes
relatively easy to handle. However, it becomes more challeng-
ing when the NG is undetermined, as two correlated groups of
discrete variables (i.e., the NG and the members in each group)
should be jointly optimized.

III. PROBLEM ANALYSIS

In this section, we analyze the properties of the formulated
problem in (4), which provide guidance for the algorithm design.

Theorem 1: The problem in (4) is NP-hard.
Proof: Assume the optimal operating period T ∗ and the

transmission power P∗ = {p∗m | m ∈ U} have been obtained in
advance. Then, the problem in (4) degrades into the following
user scheduling subproblem.

find S

s.t. C1 :
∑

t∈T ∗

sm (t) = 1, ∀m ∈ U

C2 : Rm ≥ Dm , ∀m ∈ U
C3 : sm (t) = {0, 1} , ∀m ∈ U , t ∈ T ∗. (5)

In what follows, we will prove that the above problem is
NP-hard.

According to (1) and constraints C1 and C2 in (5), we know
that the maximum tolerable interference of device m is

Im =
p∗m Gm

2
D m
B 0 − 1

− σ2 . (6)

Note that the interference of device m comes from the de-
vices with weaker CPG than it. Therefore, in the slot that user
m is scheduled, the signal strength of the accumulative sig-
nals received by the AP (denoted as PAP (tm )) must obey the
following inequation.

PAP (tm ) =
∑

n∈U
sn (tm ) p∗nGn

=
∑

n∈U ,n>m

sn (tm ) p∗nGn +
∑

n∈U ,n≤m

sn (tm ) p∗nGn

≤ Im +
∑

n∈U ,n≤m

p∗nGn . (7)

Base on (7), we can get that in each slot t (t = 1, . . . , T ∗),
the signal strength at the AP satisfies

PAP (t) =
∑

n∈U
sn (t) p∗nGn

≤ max
m∈U

⎧
⎨

⎩
Im +

∑

n∈U ,n<m

p∗nGn

⎫
⎬

⎭

= Δ. (8)

Any feasible solutions of (5) satisfy the above inequations. In
other words, (8) is the necessary condition of the problem in (5).
As such, the simplification problem of (5) can be formulated as

find S

s.t. C1 :
∑

t∈T ∗

sm (t) = 1, ∀m ∈ U

C2 : PAP (t) ≤ Δ, ∀t ∈ T ∗

C3 : sm (t) = {0, 1} , ∀m ∈ U , t ∈ T ∗. (9)

The above problem can be described as the the following bin
packing problem.

Bin Packing Problem [39]: There are M items, where the size
of item m is p∗m Gm . Is there a partition of the items into T ∗

disjoint sets, such that the total size in each set is no larger than
Δ?

The bin packing problem is a typical NP-hard problem [40].
In addition, (5) is more complicated than (9), and hence the
problem in (5) is NP-hard. Since the user scheduling subproblem
always exists in (4), the problem in (4) is thus NP-hard as well.
To this end, we have proved Theorem 1. �

The primal problem in (4) is intractable. To deal with it,
we transform it into another form. Specifically, we have the
following theorem.

Theorem 2: The problem in (4) has the same optimal solu-
tions with the following problem.

max
S,P

∑

t∈T

∑

m∈U
sm (t)

s.t. C1 :
∑

t∈T
sm (t) ≤ 1, ∀m ∈ U

C2 : Rm ≥
(
∑

t∈T
sm (t)

)

Dm , ∀m ∈ U

C3 : sm (t) = {0, 1} , ∀m ∈ U , t ∈ T
C4 : 0 ≤ pm ≤ pm , ∀m ∈ U , (10)

where T = {1, 2, . . . , T ∗} and T ∗ is the optimal value of (4).
Proof: The objective of (10) is to maximize the number

of devices that can be supported in a given operating period.
Specifically, the operating period in (10) is set as the optimal
value of (4), i.e., the minimum operating period T ∗ that all
of the devices can be supported. As such, the maximum ob-
jective function value of the problem in (10) must be M , i.e.,∑

t∈T
∑

m∈U sm (t) = M .
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The constraint C1 in (10) indicates that
∑

t∈T sm (t)
is no larger than one for all of the device in U . To
make

∑
t∈T
∑

m∈U sm (t) = M , the condition
∑

t∈T sm (t) =
1 must be satisfied for each device m, such that the constraint
C1 in (10) can be rewritten as

∑
t∈T sm (t) = 1, ∀m ∈ U . Be-

sides, the constraint C2 in (10) can also be rewritten as Rm ≥(∑
t∈T sm (t)

)
Dm = Dm , ∀m ∈ U accordingly. As such, the

problem in (10) is recast as

max
S,P

∑

t∈T

∑

m∈U
sm (t)

s.t. C1 :
∑

t∈T
sm (t) = 1, ∀m ∈ U

C2 : Rm ≥ Dm , ∀m ∈ U
C3 : sm (t) = {0, 1} , ∀m ∈ U , t ∈ T
C4 : 0 ≤ pm ≤ pm , ∀m ∈ U . (11)

All of the constraints in (11) are the same as those in (4), and
the operating period in (11) is just equal to the optimal value of
(4). Therefore, the optimal solutions of (11) (i.e., (10)) satisfy
all of the constraints in (4), that is, the problems in (4) and (10)
have the same optimal solutions. �

According to Theorem 2, we can obtain the optimal user
scheduling and power control policies of (4) through solving
the problem in (10). But the precondition is that T ∗ is given
in advance. In order to quickly determine the value of T ∗, we
design a bi-section based algorithm, which is summarized in
Algorithm 1. At the step 3 in Algorithm 1, �x� represents the
smallest integer greater than or equal to x. The design philoso-
phy of Algorithm 1 is testing whether the network can support
all of the devices or not for a given value of T ∗. If yes, T ∗ will be
increased, otherwise T ∗ will be decreased, until the termination
condition is satisfied. Specifically, the termination condition is
set as Tu − Tl = 1. It indicates that

∑
t∈T
∑

m∈U sm (t) = M
when T ∗ = Tu , and

∑
t∈T
∑

m∈U sm (t) < M when T ∗ = Tl .
In this case, we can determine that Tu is the smallest operating
period that can support all of the devices. In addition, the initial
value of Tu is set as the number of devices, i.e., M . As such, in
the worst case, T ∗ is equal to M , that is, each user is scheduled
in one slot. The worst case must be a feasible solution of the
problem in (4). Therefore, a feasible solution of (4) can always
be obtained by Algorithm 1.

IV. ALGORITHM DESIGN FOR THE USER SCHEDULING

AND POWER CONTROL

In this section, we aim at solving the problem in (10). Specif-
ically, we divide it into two separated subproblems, i.e., the
user scheduling subproblem (USP) and the power control sub-
problem (PCP). For the USP, we first remodel it as the K-CUT
problem in graph theory and then propose a cost-efficient algo-
rithm to solve it. For the PCP, we devise a low-complexity power
control algorithm based on the standard interference function.
Finally, an iterative resource management algorithm incorpo-
rated with the user scheduling and power control algorithms is
proposed to solve the problem in (10).

Fig. 2. A sample illustration of the interference graph.

Algorithm 1: The Overall Algorithm.

1: Input: Data volume {Dm} and power limitation {pm}.
2: Initialize Tl = 1 and Tu = M .
3: repeat
4: Set T ∗ =

⌈
Tl +Tu

2

⌉
.

5: Solve the problem in (10) and get the control policies
{S∗, P∗} and objective value

∑
t∈T
∑

m∈U s∗m (t).
6: if

∑
t∈T
∑

m∈U s∗m (t) < M then
7: Update Tl = T ∗ .
8: else
9: Update Tu = T ∗ .

10: end if
11: until Tu − Tl == 1
12: Output: The control policies {S∗, P∗, T ∗}.

A. User Scheduling Algorithm

As proofed in Theorem 1, the USP is NP-hard. As such, we
cannot get the optimal solutions of (10) in polynomial time. Be-
sides, the coupling between user scheduling and power control
makes (10) more intractable. Due to these reasons, we divide
(10) into the USP and the PCP and then design efficient algo-
rithms to solve them.

In order to solve the USP efficiently, we first construct a
directional interference graphto model the interference among
devices. Specifically, we take the case with four devices as an ex-
ample to illustrate the interference graph G(V,E). As depicted
in Fig. 2, the vertexes V in the graph represent the devices,
and the directed edges E demonstrate the interference among
devices. For each edge (u, v) ∈ E, we define an weight Wu,v to
represent the mutual interference between the two users,which
is specified as

Wu,v =

{
puGu , if Gu < Gv

pvGv , if Gu > Gv

. (12)

Noted that in an unidirectional interference graph, the mutual
interference is usually calculated by puGu + pvGv . Thus, the
directional interference is considered in our model. Intra-cell
interference is the main factor that limits the performance of
NOMA networks, while user scheduling is an effective measure
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of interference coordination. Appropriate scheduling policy can
eliminate the strong interference and thereby improve the num-
ber of connections. In light of these, we remodel the USP as the
interference coordination problem, which is described as the
following K-CUT problem.

Definition 1: (K-CUT): Given a graph G(V,E), delete
partial edges and split G(V,E) into K disconnected sub-
graphs G1(Q1 , E1), G2(Q2 , E2), . . ., GK (QK ,EK ), where
∪K

k=1Qk = V . Then, the K subgraphs are called as a K-CUT
of the graph G(V,E).

Definition 2: (K-CUT Problem): Given an interference graph
G(V,E), the K-CUT problem is to find the K-CUT from all
possible solutions, such that the removed interference O =∑K

i=1
∑K

j=i+1(
∑

u∈Qi

∑
u∈Qj

Wu,v ) is maximized.
In the K-CUT problem, O (i.e., the sum-interference among

different clusters) is maximized, that is, the remainder interfer-
ence is minimized. Thus, the K-CUT problem well models the
interference coordination problem in NOMA networks. Based
on the methods in graph theory [39], we can design a cost-
efficient algorithm to solve the formulated interference coordi-
nation problem.

To denote the sum-interference between vertex u and cluster
Qk , we define Iu,Qk

as

Iu,Qk
=

∑

v∈Qk ,v 
=u

Wu,v . (13)

The sum-interference between two different clusters Qi and
Qj is defined as

IQi ,Qj
=
∑

u∈Qi

∑

v∈Qj

Wu,v =
∑

u∈Qi

Iu,Qj
=
∑

v∈Qj

Iv ,Qi
. (14)

Furthermore, the sum-interference in the same cluster Qi is
defined as

IQi ,Qi
=

|Qi |∑

u=1

|Qi |∑

v=u+1

Wu,v =
1
2

∑

u∈Qi

Iu,Qi
. (15)

The user scheduling algorithm, referred to as USA, is sum-
marized in Algorithm 2 and detailed as follows. There are
two main stages in the USA. In the first stage (i.e., steps
2–9), K clusters are constructed by a heuristic method. In the
second stage (i.e., steps 10–17), the vertexes are transferred
among the K clusters so as to reduce the total interference.
By this way, the proposed algorithm can well coordinate the
intra-cell interference. Denote O∗ as the optimal value of the
K-CUT problem, that is, O∗ is equal to the maximum value
of
∑K

i=1
∑K

j=i+1(
∑

u∈Qi

∑
u∈Qj

Wu,v ) among all possible K-
CUT solutions. Then, we can get the following conclusion on
the worst-case performance of the proposed USA.

Theorem 3: The ratio of O to O∗ is no smaller than 1 − 1
K ,

i.e., O
O ∗ ≥ 1 − 1

K .
Proof: According to the definitions of O and IQi ,Qj

, it can
be obtained that

O =
K∑

i=1

K∑

j=i+1

⎛

⎝
∑

u∈Qi

∑

v∈Qj

Wu,v

⎞

⎠ =
K∑

i=1

K∑

j=i+1

IQi ,Qj
. (16)

Besides, the termination condition of Algorithm 2 indicates
that the following inequation must hold at the end of the
algorithm.

Iu,Qi
≤ Iu,Qj

,∀u ∈ Qi , i 
= j. (17)

Summing up both sides of (17) over all u ∈ Qi yields
∑

u∈Qi

Iu,Qi
≤
∑

u∈Qi

Iu,Qj
. (18)

According to (14) and (15), we can rewrite (18) as

2IQi ,Qi
≤ IQi ,Qj

. (19)

Summing up both sides of (19) over all i, j = 1, . . . , K, i 
= j
yields

2
K∑

i=1

K∑

j=1,i 
=j

IQi ,Qi
≤

K∑

i=1

K∑

j=1,i 
=j

IQi ,Qj
. (20)

According to (16), the above inequation can be transformed
into

2 (K − 1)
K∑

i=1

IQi ,Qi
≤ 2O. (21)

Rearranging (21), we can get

K∑

i=1

IQi ,Qi
≤ O

K − 1
. (22)

Since the optimal value of the K-CUT problem (i.e., O∗)
must be smaller than or equal to the total interference in the
interference graph, it thus holds that

O∗ ≤
K∑

i=1

IQi ,Qi
+ O ≤ O

K − 1
+ O. (23)

Rearranging (23), we can get

O

O∗ ≥ 1 − 1
K

. (24)

To this end, we have proofed Theorem 3. �
The K-CUT problem aims to maximize the removed inter-

ference, which is equivalent to minimizing the remaining inter-
ference. Theorem 3 indicates that the USA can achieve at least(
1 − 1

k

)
O∗. Thus, the worst-case performance of the USA is

presented by Theorem 3. For instance, if K = 2, the USA can
achieve at least O ∗

2 . When K is large, a better performance can
be obtained. Denote U as the remaining interference obtained
by the USA, i.e., U =

∑
i IQi ,Qi

. Define U ∗ as the minimum
value of

∑
i IQi ,Qi

and U ∗ = λO∗, where λ is an constant for
a given interference graph. Then, based on the conclusion of
Theorem 3, we can get that U ≤

(
1 + 1

λK

)
U ∗.

B. Power Control Algorithm

In the K-CUT problem, each cluster corresponds to a time
slot. Given the clusters, we should further optimize the transmis-
sion power of the devices to satisfy their rate requirements. Since
the devices in different clusters are independent, we can solve
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Algorithm 2: User Scheduling Algorithm (USA).
1: Input: User set B and cluster number K.
2: Construct the interference graph G (V,E).
3: Choose K vertexes in V randomly as K initial clusters,

denoted by Q1 ,Q2 , . . . ,QK respectively.
4: Set V ⇐ V \ Q1 \ Q2 \ · · · \ QK .
5: repeat
6: Choose one vertex in V randomly, denoted by v∗.
7: Choose the cluster k∗ from the K clusters according

to k∗ = arg min
k=1,...,K

Iv ∗,Qk
.

8: Set Qk ∗ ⇐ Qk ∗ ∪ {v∗} and V ⇐ V \ {v∗}.
9: until V == ∅

10: while 1 do
11: Set R=1 if there is a vertex v∗ ∈ Qi and a cluster Qj

where i 
= j and Iv ∗,Qi
> Iv ∗,Qj

, otherwise set
R = 0.

12: if R == 1 then
13: Move v∗ from Qi to Qk ∗ , where k∗ = arg min

k=1,...,K

Iv ∗,Qk
.

14: else
15: Break.
16: end if
17: end while
18: Output: The K clusters Q1 ,Q2 , . . . ,QK .

the PCP for each cluster separately. Specifically, the achievable
data rate of device m in Qk can be rewritten as

Rm = B0 log2

(

1 +
pm Gm∑

n∈Qk ,n>m pnGn + σ2

)

. (25)

The PCP in Qk can be formulated as

find Pk = {pm | m ∈ Qk}
s.t. C1 : Rm ≥ Dm , ∀m ∈ Qk

C2 : 0 ≤ pm ≤ pm , ∀m ∈ Qk . (26)

Noted that the above problem may be infeasible due to the
constrains C1 and C2. Thus, it is very hard to tackle (26) directly.
To make the PCP always feasible, we formulate the following
problem.

min
Pk

max
m∈Qk

pm

pm

s.t. C1 : Rm ≥ Dm , ∀m ∈ Qk

C2 : pm ≥ 0, ∀m ∈ Qk . (27)

The relationship between (26) and (27) is demonstrated as
the following theorem.

Theorem 4: If the optimal value of (27) is no larger than one,
the problem in (26) is feasible, and the optimal solutions of (27)
are also the feasible solutions of (26), otherwise the problem in
(26) is infeasible.

Proof: First, we prove that the problem in (27) is always fea-
sible. Combining (25) and C1 in (27), we can get the minimum

transmission power of device m that satisfies its minimum data
rate requirement under the condition that the transmission power
of other devices is fixed. This minimum value is specified as

Xm (Pk ) =

(
2

D m
B 0 − 1

)(∑
n∈Qk ,n>m pnGn + σ2

)

Gm
. (28)

Define X (Pk ) = {Xm (Pk ) | m ∈ Qk}. We can easily
proof that X (Pk ) has the following three properties:

1) Positivity: For any Pk , X (Pk ) > 0 holds.
2) Monotonicity: If Pk ≥ P′

k , then X (Pk ) ≥ X (P′
k ).

3) Scalability: For any α > 1, αX (Pk ) > X (αPk ) holds.
It has been proved in [41] that if an vector satisfies the pos-

itivity, monotonicity, and scalability, this vector is a standard
interference function, thereby X (Pk ) is a standard interference
function. If an interference function is standard, the global op-
timal solution must exist and can be obtained in an iterative
manner [41]. Since there is no upper limit for Pk in (27), the
constraint C1 in (27) can be satisfied for any Dm , that is, the
problem in (27) is always feasible.

If the optimal value of (27) is no larger than one, the condition
of 0 ≤ pm ≤ pm holds for each m ∈ Qk . The corresponding
solutions of (27) are also the feasible solutions of (26). On the
contrary, if the optimal value of (27) is larger than one, there is at
least one device which cannot satisfy its rate requirement under
the power constraint 0 ≤ pm ≤ pm . In this case, the problem in
(26) is infeasible. �

According to Theorem 4, we can obtain the feasible solutions
of (26) or confirm that it is infeasible by solving the problem
in (27). Furthermore, based on the standard interference func-
tion,we propose an iterative power control algorithm to solve
the problem in (27), which corresponds to the steps 3–8 in Al-
gorithm 3. According to the obtained results, we further deal
with the problem in (26). To make (26) feasible, we adopt the
admission control scheme based on Theorem 4. Specifically, the
device with the maximum power ratio (i.e., m∗=arg max

m∈Qk

pm

pm
)

is removed one by one until the objective function of (27) is no
larger than 1 (i.e., fi = max

m∈Qk

pm

pm
≤ 1). These operations cor-

respond to the steps 9–13 in Algorithm 3. When fi ≤ 1, the
problem in (26) becomes feasible, that is, the remaining devices
can coexist in the same slot. Finally, we can get the user schedul-
ing and power control policies in slot t according to (29) and
(30). In addition, the removed devices will be assigned to other
clusters, which will be discussed in the following subsection.

C. Iterative Algorithm and General Procedure

The USA and PCA focus on the user scheduling subprob-
lem and power control subproblem, respectively. In this section,
we propose an iterative algorithm to solve the joint optimization
problem in (10). The proposed resource management algorithm,
referred to as IRMA, is given in Algorithm 4. Specifically, the
IRMA optimizes user scheduling and power control in an it-
erative manner. In each iteration, the users are grouped intoK
clusters by using the USA (step 5). Then, the cluster with the
most members is selected (step 6), and the PCA is adopted to
optimize the user’s transmission power (step 7). By this way, a



560 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 13, NO. 3, JUNE 2019

Algorithm 3: Power Control Algorithm (PCA).
1: Input: User cluster Qk .
2: while 1 do
3: Set i = 1, fi = 0, and Pk = {pm = pm | m ∈ Qk}.
4: repeat
5: Set i = i + 1.
6: Update the transmission power of each user

m ∈ Qk according to pm = Xm (Pk ).
7: Calculate fi = max

m∈Qk

pm

pm
.

8: until | fi − fi−1 |≤ ε
9: if fi ≤ 1 then

10: Break;
11: else
12: Find the user m∗ according to m∗ = arg max

m∈Qk

pm

pm

and remove it from Qk , i.e., Qk ⇐ Qk \ {m∗};
13: end if
14: end while
15: Get the control policy {S∗ (t) ,P∗

k} according to

s∗m (t) =

{
1, if m ∈ Qk

0, otherwise
, ∀m ∈ U . (29)

p∗m =

{
pm , if m ∈ Qk

0, otherwise
, ∀m ∈ U . (30)

16: Output: The control policy {S∗ (t) ,P∗
k}.

feasible user scheduling and power control policy in slot t is ob-
tained. In the next iteration, t is increased by one, i.e., t = t + 1
(step 3). Based on the previous control policy, the remaining
users are regrouped into K − 1 clusters by the USA, and the
transmission power of the users in the cluster with most mem-
bers is optimized by the PCA. The aforementioned operations
are repeated until t = T ∗. As such, we can get the user schedul-
ing and power control policies in all slots after T ∗ iterations.
Since the USA and the PCA are iteratively implemented, a bet-
ter solution of the problem in (10) can be obtained at the end of
the IRMA in comparison with the independent operation of the
USA and the PCA.

The general procedure of our proposed scheme for
solving the problem in (4) is illustrated in Fig. 3. More de-
tailedly, Algorithm 1 chooses the operating period T ∗ by a
bisection method and puts it into Algorithm 4. By calling
Algorithm 2 and Algorithm 3 in an iterative manner, Algorithm
4 outputs the control policy {S∗, P∗} for the given operating
period T ∗. Then, Algorithm 1 tests whether all of the devices
can be supported under the control policy {S∗, P∗} or not. If
yes, the final control policy {S∗, P∗, T ∗} is obtained, otherwise
the aforementioned operations are repeated until the termination
condition is satisfied.

The problem considered in the paper is NP-hard, which is very
hard to tackle. To solve it effectively, a tradeoff between perfor-
mance and complexity should be made. In order to get a good
solution, multiple iterative operations are implemented in our

Fig. 3. General procedure of the proposed scheme.

Algorithm 4: Iterative Resource Management Algorithm
(IRMA).

1: Input: Operating period T ∗.
2: Set B = U and C = ∅.
3: for t = 1 : 1 : T ∗ do
4: Set B ⇐ B \ C and K = T ∗ − t + 1 ;
5: Put B and K into Algorithm 2 and get Q1 ,Q2 , . . . ,

QK .
6: Choose the cluster Qk according to k = arg max

i=1,...,K

|Qi |.
7: Put Qk into Algorithm 3 and get {S∗ (t) ,P∗

k}.
8: Get the user set C = {m | m ∈ U , s∗m (t) = 1}.
9: end for

10: Output: The control policy {S∗, P∗}.

proposed algorithms, which will consume some computing
time. As a consequence, there are some constraints for
the application scenario of our algorithms. In general, our
algorithms can be applied into two types of scenarios. The
first one is that the position of devices and the surrounding
environment are fairly static, e.g., some sensor networks.
In this scenario, the transmission demand and the channel
condition of the devices remain about the same or change very
slowly. For this type of application scenario, we can implement
the proposed algorithms one time at the beginning of the
system or periodically during runtime. The other scenario is
that the transmission demand and the channel condition of
the devices changes relatively quickly, however the traffic
is delay-insensitive, e.g., file transfer of some slow-moving
devices. For this scenario, our algorithms can also be applied.

V. SIMULATION RESULTS

In this section, we present plenty of simulation results to
investigate the performance of our proposed algorithms. Specif-
ically, we conduct simulations of the NOMA network with
cell radius as 1000 m, wherein the IoT devices are randomly
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and uniformly deployed in the coverage area of the AP. The
channel bandwidth is set as 180 KHz. The noise power is set
as 1.8 × 10−14 W, that is, the noise power spectrum density
(NPSD) is −160 dBm/Hz. Besides, the large-scale channel fad-
ing including path loss and shadowing fading is considered
in the simulations. Detailedly, the path loss is calculated by
128.1 + 37.6log10 (d[km]), and the shadowing fading is ran-
domly generated according to a log-normal distribution with
mean as zero and variance as eight. Other parameters are spec-
ified in each simulation.

To demonstrate the advantages of our scheme, we compare it
with other six schemes, namely the US-Only, PC-Only, Random,
MTS [11], DPC [21], and OMA. The detailed introduction for
these four schemes are given in the following.

� US-Only: This scheme adopts our general optimization
procedure (i.e., Algorithm 1 and Algorithm 4) and the user
scheduling algorithm (i.e., Algorithm 2) but without power
control. The transmission power of the devices are set as
their maximum values, i.e., pm = pm , ∀m ∈ U .

� PC-Only: This scheme employs our proposed power con-
trol algorithm (i.e., Algorithm 3) and the general opti-
mization procedure. The difference is that the devices are
randomly scheduled by the PC-Only scheme among the
slots. Specifically, the devices are randomly divided into
T groups, each of which corresponds to a slot.

� Random: This scheme also adopts our general optimization
procedure but without optimizing the transmission power
and the scheduling scheme of the devices. In particular,
the devices are randomly assigned to T slots with their
maximum transmission power.

� MTS: The MTS proposed in [11] is a user scheduling algo-
rithm, which schedules users into n given slots to maximize
the throughput of the network. To make it applicable for
our problem, we embed it into Algorithm 1 and replace
the step 5. This algorithm can be used to evaluate the per-
formance of our proposed user scheduling algorithm (i.e.,
Algorithm 2).

� DPC: The DPC proposed in [21] is a distributed power
control algorithm, which aims to minimize the total power
consumption through optimize the transmission power.
Similar to the PC-Only, the devices are also randomly
scheduled among slots. By comparing with the DPC,
we can evaluate the performance of our proposed power
control algorithm (i.e., Algorithm 3).

� OMA: Different from the former schemes, the OMA
scheme adopts the orthogonal multiple access technique.
With this scheme, the minimum operating period is identi-
cal to the number of devices. The OMA scheme is utilized
as a benchmark to illustrate the performance gain of the
NOMA network and our proposed algorithms.

A. Convergence Performance

In this subsection, we investigate the convergence property
of our proposed Algorithms 1, 2, and 3.

Fig. 4 shows the convergence evolution of Algorithm 1. The
simulation results corresponding to each line (i.e., each M )

Fig. 4. Convergence evolution of Algorithm 1 under different number of
devices (pm = 200 mW, Dm = 500 Kbits, ∀m ∈ U).

Fig. 5. Convergence evolution of Algorithm 2 under different number of
devices (pm = 200 mW, Dm = 500 Kbits, ∀m ∈ U).

are obtained by a random realization. From this figure, it can
be observed that the operating period under each number of
devices can converge to a stable value rapidly, and the number
of iterations is usually smaller than ten. This result confirms the
fast convergence property of Algorithm 1. Furthermore, we can
find that the operating period when M = 70 is larger than that
when M = 80. This result indicates that the minimum operating
period is not only dependent on the number of devices but also
affected by the channel conditions of the devices. Therefore, to
fully exploit the advantages of NOMA and thereby minimize
the access delay, the specific channel conditions of the devices
should be taken into account when designing the power control
and user scheduling schemes.

Fig. 5 plots the convergence evolution of Algorithm 2, which
shows the total interference versus the number of iterations. As
descried in subSection V-A, the user scheduling subproblem is
remodeled as a K-CUT problem with the objective to minimize
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Fig. 6. Convergence evolution of Algorithm 3 under different number of
devices (pm = 200 mW, Dm = 500 Kbits, ∀m ∈ U).

the total interference among devices. Motivated by the K-CUT
problem, we propose the Algorithm 2. A key operation in Al-
gorithm 2 is step 11, which removes a device from one cluster
to another if the total interference can be reduced. With the ex-
ecution of the algorithm, the total interference will be reduced
gradually until reaching a certain value. This variation trend is
verified by Fig. 5. Besides, this figure shows that the number of
iterations under different number of devices is usually smaller
than 30. Thus, Algorithm 4 also has good convergence, which
is helpful for its application in practical systems.

Fig. 6 demonstrates the convergence evolution of Algorithm
3, where the y-axis denotes the objective function value (OFV)
of (27). To solve the problem in (27), we propose an itera-
tive power control algorithm based on the standard interference
function. As shown in Fig. 6, the OFV of (27) converges to a
fixed point only after several iterations. This result is consistent
with the theory of interference function, which shows that if
an interference function is standard, the iterative algorithm can
converge geometrically fast to the global optimal value of the
problem with any initial points. Additionally, this figure shows
that the OFV increases first and then decreases during the itera-
tive procedure. The main reason for this phenomenon is due to
the directional interference in NOMA networks. More specif-
ically, affected by the decoding order of SIC, the near devices
(with large CPG) undergo large interference while the far de-
vices (with small CPG) undergo small interference. In the initial
stage, the near devices will improve their transmission power to
satisfy the rate requirements, while the far devices will decrease
their transmission power to save energy. After several iterations,
the interference received by the near devices is reduced due to
the decrement of the transmission power of the far devices. Con-
sequently, the transmission power of the near devices will also
decrease with iterations until reaching the stable state.

B. Snapshots of Scheduling Results

To give some insight into our proposed user scheduling algo-
rithm, we plot the scheduling results of our algorithm and the

Fig. 7. Scheduling results under different algorithms, where each color rep-
resents a slot (M = 20, pm = 200 mW, Dm = 300 kbit, ∀m ∈ U).

PC-Only scheme (i.e., a random scheduling algorithm). The sim-
ulation results are obtained by a random realization and shown
in Fig. 7, where the dots and the triangle denote the devices and
the AP respectively, and different colors of the dots represent
different time slots. As shown in this figure, the operating period
T with our algorithm is three, while T is five with the random
scheduling algorithm. Thus, our algorithm greatly outperforms
the random scheduling algorithm in terms of T . From Fig. 7(a),
we can find that there are both near devices and far devices in
each slot with our algorithm. By this way, the user diversity in
the power domain is fully exploited, and hence more devices can
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Fig. 8. Average operating period under different traffic volume Dm (pm =
200 mW, M = 10).

be supported in the same slot. As a consequence, our algorithm
can satisfy the traffic demand of all devices in a short operating
period. By contrast, with the random user scheduling algorithm,
the distribution of the devices in different slots is very uneven, as
depicted in Fig. 7(b). For instance, all green dots are distributed
in the cell-edge area, while the pink dots gather around the AP.
Due to the uneven distribution, each slot can only accommodate
a small number of devices, thereby leading to a long operat-
ing period. The aforementioned reasons account for why our
algorithm outperforms the random scheduling algorithm.

C. Performance Comparison

In this subsection, we evaluate the performance of our scheme
by comparing it with the US-Only, PC-Only, Random, OMA,
MTS [11], DPC [21], and exhaustive search method under dif-
ferent system parameters. The resulting values are obtained by
averaging over 2000 random simulation runs.

To evaluate the gap between our solution and the optimal
solution, we first compare our scheme with the exhaustive search
method in a small-scale scenario. Specifically, we set the number
of devices as 10 and change the traffic volume from 200 kbits
to 2 Mbits. It is noted that even in this small-scale scenario, the
complexity of the exhaustive search method is still very high.
This is because we should test the operating period T from
1 to 10, and furthermore for each given T , we should check
the feasibility for every possible user scheduling scheme. As
shown in Fig. 8, the gap between our scheme and the exhaustive
search method is small. The data shows that our scheme only
increases about 8% operating period with respect to the optimal
solution. For instance, if the optimal operating period is 25 slots,
our scheme only consumes about two more slots. However, the
computational complexity is reduced significantly, which makes
our scheme applicable in practical networks. In addition, it can
be observed that even in this small-scale scenario, our scheme
can still achieve large performance gain in comparison with

Fig. 9. Average operating period under different traffic volume Dm (pm =
200 mW, M = 100).

other schemes. These results verify the effectiveness of our
proposed algorithms.

Fig. 9 shows the effect of different traffic volume Dm on
the average operating period (AOP). First, we can find that
our scheme can greatly reduce the AOP with respect to other
schemes. Besides, the US-Only and the PC-Only outperform the
MTS and the DPC. This result verifies that both our proposed
power control algorithm and user scheduling algorithm are very
effective. Since the MTS and the DPC respectively focus on
throughput maximization and power minimization, they exhibit
bad performance on the AOP. This reflects that to minimize the
access delay of devices, new user scheduling and power control
algorithms should be designed. Furthermore, this figure shows
that the NOMA networks with random scheme almost have the
same performance with the OMA networks in terms of the AOP.
However, if the transmission power or the scheduling scheme of
the devices is optimized, the NOMA networks can exhibit its ad-
vantages on the access delay (or device connections). Moreover,
the simulation results also tell us that both the power control
and the user scheduling are efficiency control policies, which
are capable of enhancing the performance of NOMA networks
significantly. Therefore, to take the advantages of NOMA, it
is necessary to optimize the transmission power of the devices
incorporated with appropriate user scheduling scheme.

Fig. 10 plots the AOP versus the number of devices. As can be
seen, the AOP with all schemes almost linearly increases with
the number of devices. When there exists abundant devices in
the network, the access delay with the OMA scheme becomes
very large. This result indicates that the traditional OMA tech-
niques are not suitable for the network with massive IoT devices.
Besides, if the resources (slots and power) are not properly al-
located among the devices, the AOP of the NOMA network is
also very large. As can be seen, the performance of the MTS,
the DPC, and the Random is almost the same as the OMA.By
contrast, the NOMA networks with our scheme can keep the
AOP at a relatively low level. For instance, the AOP is about 25
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Fig. 10. Average operating period under different number of devices M
(pm = 200 mW, Dm = 400 Kbits, ∀m ∈ U).

Fig. 11. Average operating period under different maximum transmission
power constraints pm (M = 100, Dm = 700 Kbits, ∀m ∈ U).

when there exists 150 devices in the NOMA network, that is,
each slot can support 6 devices. This result demonstrates that the
NOMA networks with appropriate optimization algorithms can
be applied into the 5G application scenarios of low latency and
massive connections. In addition, from Fig. 9 and Fig. 10, we
can see that the power control policy can achieve more perfor-
mance gain in comparison with the user scheduling policy when
the traffic demand is large, while the situation is reverse when
the traffic demand is small. Thus, if the operating complexity
of the network is limited, a decision on how to choose control
policy should be made according to the traffic demand.

Fig. 11 shows the effect of the maximum transmission power
pm on the AOP. It can be observed from this figure that the AOP
with the OMA, US-Only, MTS, DPC, and Random schemes is
almost unchanged with the increment of pm . However, pm has a
great effect on our scheme and the PC-Only scheme. The reason

is specified as follows. To make the problem in (4) feasible, we
assume that the traffic demand can be satisfied if each device is
scheduled in an individual slot with its maximum transmission
power. Hence, different values of pm have no effect on the AOP
with the OMA scheme. As mentioned before, the MTS, DPC,
and Random schemes have the similar performance with the
OMA scheme, thus pm also has no effect on it. Besides, the
transmission power of the devices with the US-Only scheme is
set as the maximum value. As such, the SINR of the devices is
almost unchanged when the transmission power of the devices
is improved proportionally. Accordingly, the AOP with the US-
Only scheme also keeps unchanged under different values of
pm . On the contrary, our scheme and the PC-Only scheme set
different transmission power for each device. It is noted that the
performance gain derived by the power control policy comes
from the user diversity in the power domain. If pm is large, the
transmission power of the devices can be set as more different
levels, and hence more devices can be supported in the same slot
by NOMA technique. Therefore, the effect of pm on the AOP
with our scheme and the PC-Only scheme is more obvious.

VI. CONCLUSION

This paper has investigated the access delay minimization
problem (ADMP) for the uplink NOMA networks with massive
connections by jointly considering user scheduling and power
control. We have formulated the ADMP as a mixed-integer and
non-convex programming problem, which has been proved to
be NP-hard. To tackle this hard problem, we have proposed
a low-complexity algorithm based on the K-CUT method and
standard interference function. Specifically, the proposed al-
gorithm solves the user scheduling subproblem and the power
control subproblem in an iterative manner. Finally, we have con-
ducted abundant simulations to evaluate the performance of our
algorithm. The simulation results have verified the good per-
formance of our algorithm in terms of convergence and access
delay.
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