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Abstract—The security of mobile robotic networks (MRNs)
has been an active research topic in recent years. This paper
aims to secure the ubiquitous formation control of MRNs against
the replacement attack, where an external robot can replace
a formation robot by compromising the communication and
physically interfering with the victim simultaneously. To counter
this advanced attack, the novel idea of this work is to leverage
the physical proximity of the formation shape and the interaction
topology among robots for defense design. First, from the
physical proximity perspective, we propose the convex neighbor
polygon (CNP) to capture the geometric characteristic of the
formation robots, and design a CNP-based security mechanism
for the robots during the replacement attack. Then, from the
interaction perspective, we introduce the indirect controllability
to characterize the possibility that the attacker leverages the
interaction between robots to deactivate the CNP mechanism,
and establish the conditions regarding the topology structure and
the attack input to counter the replacement. Finally, based on the
obtained conditions, we demonstrate how to design the initiatory
topology among the formation robots to enhance the defense
performance. Comparative simulations verify the effectiveness of
the proposed method.

Index Terms—Mobile robotic network, formation control, re-
placement attack, cyber physical system security.

I. INTRODUCTION

The latest advances in robotics, control, and communication
technologies have raised a surge of interest in mobile robotic
networks (MRNs). Compared with a single robot, MRNs can
tackle complex tasks in a coordinated and parallel fashion,
where formation control serves as a fundamental technique
to maintain a geometric shape [1]. They are deployed in
numerous practical applications, e.g., environment exploitation
and distributed surveillance [2].

As a typical type of cyber-physical systems (CPSs), MRNs
have not only the networked characteristic as CPSs but
also the special physical moving ability. Nevertheless, their
interconnected characteristic in cyberspace and openness in
the environment introduce severe vulnerabilities in adversarial
scenarios [3]–[5]. For example, a malicious attacker can block
the communication channels (Denial-of-Service attacks) or
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manipulate the process data of nodes (false-data injection at-
tacks) [6]–[9], severely degrading the system performance. In
this paper, we aim to secure the fundamental formation control
of MRN from a replacement attack, where a malicious robot
aims to physically replace a victim robot of the formation.
Once the attack is achieved, the malicious robot can update its
states arbitrarily and endanger the whole system by spreading
abnormal information.

A. Motivations

The considered problem is motivated by two aspects. First,
most existing CPS security works focus on detecting and
withstanding attacks from cyberspace. Indeed, the physical
characteristics of MRNs are also promising to be leveraged
to prevent cyber-attacks [10], e.g., a robot can use onboard
sensors to verify the actual states of its neighbors even if
the received information from communication channels are
false. However, attack threats from physical space are rarely
studied. It is more stealthy for an attacker to replace a robot
in a cyber-physical hybrid way than merely manipulating its
transmitted information in cyberspace. Second, the considered
replacement attack in MRNs can be regarded as the primary
stage to make a misbehaving (or Byzantine) node [11], [12],
a typical attack scenario in CPS security. With the physical
defense design that exploits the mobility of the robots to
constrain the attack capability, the security threats brought
by a misbehaving node can be further eliminated along with
conventional cyber security methods.

B. Related Works

The security issues of MRNs have been extensively inves-
tigated in the literature [13], [14]. For example, [15], [16]
focused on the secure rendezvous problem for multiple robots
considering abnormal nodes in the network. The connectivity
maintenance problem of the topology of MRNs was inves-
tigated in [17]–[19]. The works [20], [21] investigated how
to ensure the cooperation performance of MRNs when some
communication links failed. A few works can also be found
that are dedicated to countering attacks from physical space,
e.g., spoofing/disrupting onboard sensors by interfering with
the physical sensing mechanism [22]–[24]. Some recent works
have revealed that the attacker can also infer the internal
topology of the MRN [25], or learn the interaction mechanism
of avoiding obstacles [26] from physical observations. These
developments will better support the implementation of the
considered replacement attack.
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It is worth noting that the considered attack has a close
relationship with the conventional resilient consensus problem,
where some nodes are hijacked by external attackers and their
states can be maliciously manipulated. The resilient defense
methods aim to make the normal nodes reach consensus, where
each node ignores suspicious values sent by its neighbors
during the interaction process [27], [28]. The key of these
methods is generally built upon certain topology conditions
of the network to tolerate the misbehaving nodes, e.g., r-
connectivity [29], r-robustness [30] and graph isolability [31].
Despite the fruitful achievements in this direction, the resilient
methods mainly focus on how to overcome the malicious
influences after the nodes are compromised, and they may fail
to work when the above topology conditions do not hold [32].
By contrast, this paper focuses on the previous stage before the
nodes are hijacked and aims to answer how to prevent a robot
from being replaced and becoming malicious. Therefore, the
proposed method is not an alternative to the resilient consensus
methods, and can comprehensively enhance the security of
MRNs together with the latter ones.

C. Contributions

In this paper, we propose a physical proximity based defense
method to secure a robot in the MRN from being replaced
by an external attack robot. Specifically, the attacker is not
only consistently spoofing the identity of the victim robot from
cyberspace, but also physically approaching it to confuse the
authentication of normal robots, as shown in Fig. 1. To address
this challenging problem, our key insight is to exploit the
physical proximity characteristic of the formation shape and
leverage the interaction among robots for real-time defense.
The contributions of this paper are summarized as follows.

• We investigate the secure formation control problem that
protects a robot in the MRN from being replaced by an
external robot. Specifically, we exploit the characteristics
of the formation robots’ geometric shape and interaction
structure to constrain the attacker’s capability. The notion
of the convex neighbor polygon (CNP) is proposed to
explicitly characterize the physical proximity of MRNs
under formation control.

• Based on the proposed CNP, we design a security
mechanism for the formation robots when they cannot
distinguish the attacker and the victim robot. Then, we
introduce the indirect controllability to characterize how
the robots will be affected by the attacker. The sufficient
and necessary conditions of indirect controllability are
derived from the formation topology and the attack input.

• By considering the effects of indirect controllability on
forming a CNP, we define the dominantly feasible re-
placement to characterize the risk for a robot to be
replaced. We also provide the topology design guidance
that constrains the attack capability from the defense per-
spective. Extensions to distributed communication cases
are discussed. Simulations demonstrate the effectiveness
of the proposed security mechanism.

The remainder of this paper is organized as follows. In
Section II, some preliminaries of the MRN are presented.

Fig. 1. Illustration of the replacement attack against an MRN.

TABLE I
NOTATION DEFINITIONS

Symbol Definition

ra, rv , ri the abbreviation of the attacker, victim, robot i
za, zv , zi the state of ra, rv , ri

z̃i the state of ri when the MRN is under attack
za, zv , zi the two-dimensional position of ra, rv , ri

zs the two-dimensional position of the base station rs
ue, uc the velocity output of g(·), and the formation leader

h the shape configuration vector of formation robots
di,j the distance between the positions of ri and rj

P(z, R) the R-disk region center at the position z
Pc(Cp

v ) the convex neighbor polygon of rv
A, L the original adjacency and Laplacian matrices
Ã, L̃ the adjacency and Laplacian matrices under attack
pℓ, qℓ the ℓ-th left and right eigenvectors of L
p̃ℓ, q̃ℓ the ℓ-th left and right eigenvectors of L̃

The CNP-based security mechanism is proposed in Section
III, along with its performance analysis and parameter design.
Simulation results are shown in Section IV. Finally, Section
V concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

Let G = (V, E) be a directed graph that models an MRN,
where V = {1, · · · , n} is the finite set of nodes (i.e., robots)
and E ⊆ V × V is the set of interaction edges. An edge
(i, j) ∈ E indicates that i will receive information from j.
The weighted adjacency matrix A = [aij ]n×n of G is defined
such that aij >0 if (i, j) ∈ E , and aij =0 otherwise. Denote
N in

i = {j ∈ V : aij > 0} and N out
i = {j ∈ V : aji > 0}

as the in-neighbor and out-neighbor sets of i, respectively. A
node is called a source node if it has no in-neighbors, and a
root node is a source node from which all other nodes can be
reached through directed paths.

For ease of notation, robot i (j) in the formation, the mali-
cious attack robot, and the victim robot are denoted as ri (rj),
ra, and rv , respectively. Denote by 1 and 0 the all-one and
all-zero vectors with compatible dimensions, respectively. Let
the bold font variable zi = [zxi , z

y
i ]

⊺ be the two-dimensional
position vector of ri. To simplify expressions, we omit the
superscripts x and y in notations zxi and zyi , and directly
use the non-bold font zi to describe the state of ri in one
dimension. If the original variables concerning the node state
and structure are denoted with a superscript ·̃, they represent
the same meanings in attack situations. The three specific state
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notations za, zv , zs along with their position versions will not
be denoted by the superscript ·̃. The distance between ri and rj
is represented by di,j(t) = ∥zi(t)− zj(t)∥2. Some commonly
used symbols are summarized in Table I.

A. Formation Control

Consider that the MRN implements a go-to-goal task with
a preset formation shape. Let hi ∈ R be the desired relative
displacement between ri and a reference point in one dimen-
sion. Note that the relative displacements hij = hj−hi for all
i, j ∈ V characterize the desired stable formation shape, which
will not change with the reference point selection. Besides,
one robot is usually specified as the leader with an extra
velocity input to dynamically guide the formation motion. The
following assumption is made throughout this paper.

Assumption 1. Suppose G has a unique spanning tree, and
the root node, rn, is taken as the leader and the reference
node. The velocity of rn is constant, i.e., un=uc.

For arbitrary follower robot i ∈ V\{n}, its dynamics in
each dimension is described by

żi =
∑

j∈N in
i

aij(zj − zi − hij) + ui, (1)

where ui is the tracking input about ri’s neighbors and is used
to ensure the robots move in an unified velocity. Numerous
designs of ui with convergence guarantees can be found in
the literature. For example, one can set ui by [33]

ui = β sgn

(∑
j∈N in

i

aij(zj − zi − hij)

)
, (2)

where β is a positive constant larger than the maximum
velocity, and sgn(·) is the signum function. Note that the
detailed design of ui is not the focus of this paper, and in
the following sections, we will simplify it without harming
the result analysis. Next, denote by L = diag{A1} − A
the Laplacian matrix of G. Assume the eigenvalues of L are
distinct and ordered as |λ1| ≤ |λ2| ≤ · · · ≤ |λn|. Let pi ∈ Rn

and qi ∈ Rn be the left and right eigenvectors of λi, satisfying{
p⊺i (λiI − L) = 0, (λiI − L)qi = 0

p⊺i qi = 1, p⊺i qj=0 (i ̸=j)
. (3)

Then, the global form of the system dynamics is given by

ż(t) = −Lz(t) + Lh+ u, (4)

where u = [u1, · · · , un]
⊺ ∈ Rn. Note that L1 = 0 always

holds, and thus λ1 = 0. For simplicity without losing gener-
ality, take q1 = 1 and p1 = [p11 · · · p1n]⊺.

B. Interaction Modeling for MRNs

To form the desired shape and run safely in the environment,
the robots require some interaction abilities to support their
operations. The following assumption is made for the robots’
capabilities, whose details will be introduced below.

Assumption 2. The formation robots adopt bounded disk
ranges for communication, and are equipped with onboard
sensors to detect and avoid obstacles in the environment.

First, for the communication aspect, the robots need to
exchange information (like position, speed, or ID) via wireless
communication (e.g., ZigBee, WiFi, LTE, etc). The well-
known disk model [2] is commonly used to describe the
bounded communication range between robots. Specially, the
R-disk region of a position vector z is defined as

P(z, R) = {z0 : ∥z0 − z∥2 < R} . (5)

Besides, the communication architecture in MRNs can be
generally classified into two types: i) centralized form with
a base station robot rs supporting the communication of the
system, and ii) distributed form where the robots indepen-
dently communicate with each other [34]. Then, let Rc be the
communication range between two robots, and their positions
in normal situations satisfy{

zi, zj ∈ P(zs, Rc), in centralized case
zj ∈ P(zi, Rc), in distributed case

, (6)

where zs is the position vector of rs.
For the obstacle detection and avoidance aspect, this func-

tion is supported by the onboard sensors (such as LiDAR,
infrared, and ultrasonic sensors), which can detect the relative
distances and angles with obstacles in the environment. For
instance, a rotating LiDAR provides 360-degree coverage by
measuring the time of flight of laser pulses to detect changes in
the angle of arrival. Note that the obstacle-avoidance behavior
is mainly determined by the relative motion states between a
robot and the obstacle (such as relative position and velocity)
[35]. Let z̃j be the system state when a robot rj in the
formation is influenced by an obstacle, and the dynamics of
the robots are updated by

˙̃zj=g(zob−z̃j , zj∗−z̃j , vj), zob∈P(z̃j , Ro), (7)

where zj∗ is the desired goal of rj , zob is the position state
of the obstacle, and Ro is the trigger range to avoid obstacles.
The aim of g(·) is to make the robot away from the obstacle
while approaching the goal position. It is generally required
in practice that 2Ro < hij < Rc (i, j ∈ V and i ̸= j), such
that a stable formation shape can be achieved. Regardless of
the detailed designs of g, its response magnitude is strictly
bounded due to energy constraints in practice, satisfying

0 ≤ |g(·)| ≤ umax
e , (8)

where 0 < umax
e < ∞ is the magnitude bound of g.

C. Attack Modeling

Consider an attacker ra who has no prior knowledge of
the formation, and it aims to physically replace one of the
formation robots rv and gain (partial) control over other
formation robots. The whole attack process is conducted in
a cyber-physical hybrid manner and mainly contains two
phases: the formation knowledge learning and the replacement
implementation. Note that an exact mathematical expression
for the above process is hard to write, and we present the
details of each phase as follows.

Phase 1: Knowledge learning. Since ra does not have any
prior knowledge of the system, it needs to actively learn
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them to support the final attack, e.g., communication topol-
ogy L and the obstacle-avoidance mechanism g(·). Recent
works [25], [26] have investigated to fulfill such learning
tasks based on external observations. The key insights are i)
extracting the communication relationships from the shape-
forming process of the MRN, and ii) revealing the obstacle-
avoidance mechanism from the triggered position-velocity
variations when obstacles occur. Note that if the shape of the
MRN is already formed, the attacker can actively interfere with
the robots to break the shape and collect the observations for
topology inference. Specifically, with the learned topology, ra
can further use popular critical node analysis with specific
performance objectives [36] to determine the victim rv to be
replaced, e.g., the robot with the maximum number of out-
neighbors. The details of this phase are omitted here.

Phase 2: Replacement implementation. In this phase, ra
implements the attack from both cyber and physical space,
as described by the following assumption.

Assumption 3. In the cyber space, ra can block the commu-
nication of rv and spoof the identity of rv . In the physical
space, ra can interfere with rv closely to trigger the obstacle-
avoidance mechanism g(·) of rv .

Note that the first point for ra in Assumption 3 aims to
significantly impair rv’s ability to transmit data and fake rv’s
identity. This process is reasonable and feasible in practice due
to the vulnerabilities of wireless communication architecture,
such as using jamming and denial-of-service (DoS) attacks
to block the communication, using man-in-the-middle attacks
to modify the transmitted messages, and broadcasting faked
messages with rv’s ID to other robots. Taking a WiFi network
an instance, the attacker can fabricate the address resolution
protocol (ARP) cache entries of rv after it receives the ARP
reply from the neighbor robots. We refer to [4], [37]–[39]
for detailed implementation examples of compromising the
communication network.

The second point in Assumption 3 is motivated by the
physical sensing abilities of robots for potential verification.
For instance, if ra is not physically detected by the onboard
sensors, the formation will recognize no actual robot at the
position reported in the faked communication message and
will not use this information for state updating, making the
replacement directly fail. Besides, by keeping ra close to rv ,
other formation robots can only detect the two close objects by
physical sensing, without knowing which one is the victim or
the attacker. Hence, from the attack perspective, it is desired to
make ra physically close to rv and detectable. Notice that the
obstacle detection by the physical sensing can be done by all
formation robots. For the non-victim robots, their avoidance
behaviors will not be frequently triggered by ra (i.e., g(·) = 0),
because they are mainly driven to form the desired shape and
ra is only very close to rv during the attack.

Mathematically, let ua be the input of ra’s movement and

it is obtained by solving the following optimization problem

min
ua(t)

F (ua(t), zv(t)) (9a)

s.t. za(t) ∈ P(zv(t), Ro), (9b)
żv = g(za(ua)− zv, zv∗ − zv, vv), (9c)

where vv is the velocity of rv , and F (ua(t), zv(t)) is the
objective function that describes the attack costs. Specifically,
(9b) requires that ra needs to closely interfere with rv such
that rv’s obstacle-avoidance behavior is triggered, and (9c)
represents rv’s dynamics under attack. Since ra can comprise
rv’s communication for neighbor recognition and the physical
sensing of a robot is only for the obstacle detection (not the
identity recognition), other formation robots will take ra that
broadcasts faked messages of rv as the true rv .

D. Problem of Interest

Based on the previous formulation, this paper aims to design
a security mechanism for the formation robots to counter
the replacement attack. Specifically, we mainly focus on the
following two aspects:

• how to exploit the attack’s dependency on the physical
characteristics of the formation shape and the topology
structure from the attacker’s perspective.

• how to utilize the obtained analytical relationships to
guide the defense design and explicitly characterize its
performance.

To address the above issues, we will introduce the notions of
convex neighbor polygon and indirect controllability to facil-
itate the attack condition and defense performance analysis.

III. CNP-BASED SECURITY MECHANISM: DESIGN AND
ANALYSIS

In this section, we develop a physical proximity based
security mechanism. First, we provide a detailed design for the
centralized communication case of MRNs. Then, we analyze
the attack capability and derive the condition to disable the
replacement attack. Furthermore, we present the initiatory
topology design to enhance the defense performance and
extend the method to distributed communication cases.

A. Convex Neighbor Polygon Based Security Mechanism

As introduced before, during the formation control process,
each robot must take action based on the information from
its in-neighbors, and intuitively they exhibit a sub-formation
shape in real-time. This intrinsic feature essentially serves as a
physical constraint of the MRN and can be used as an internal
criterion for attack countermeasure design.

To begin with, we define the CNP of a robot as below.

Definition 1 (Convex neighbor polygon of a robot). Given
v ∈ V and Cp

v ⊆ {v ∪ N out
v }, Pc(Cp

v ) is called a convex
neighbor polygon of rv , if i) Pc(Cp

v ) is the maximum convex
polygon region with the positions of some nodes in Cp

v being
the vertexes, satisfying zi ∈ Pc(Cp

v ),∀i ∈ Cp
v , and ii) zv is a

vertex of Pc(Cp
v ).

This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAC.2025.3526002

© 2025 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on April 27,2025 at 05:00:55 UTC from IEEE Xplore.  Restrictions apply. 



5

Fig. 2. Examples of the proposed CNP pattern by taking r1 as rv . In the left
case, {r1,N out

1 } constitute a quadrangle region, but r1 is inside the region
and not a vertex of the polygon, thus Pc(Cp

v ) is absent. In the right case,
{r1,N out

1 } constitute a pentagon region with r1 being a vertex, thus the
CNP pattern Pc(Cp

v ) exists.

The CNP pattern Pc(Cp
v ) presents a special sub-formation

shape of a robot and its out-neighbors (Fig. 2 provides an
illustrative example). If rv has only one out-neighbor, then
Pc(Cp

v ) always exists and the region covered by Pc(Cp
v ) is

the segment between rv and the neighbor. Based on the CNP,
we propose a physical proximity based security mechanism to
counter the replacement attack. Recall that ra’s attack needs to
be within the trigger range of rv’s obstacle-avoidance behavior
(i.e., ∥za − zv∥ ≤ Ro). Considering ra and rv are both within
the communication range of ri and ri cannot discriminate
against them due to their proximity, the following rule is used
to update the state of a non-victim robot ri

˙̃zi=


∑

ℓ∈N in
i \{v}

aiℓ(z̃ℓ−z̃i−hiℓ)+aiv z̄v+ui, i ∈ N out
v∑

ℓ∈N in
i

aiℓ(z̃ℓ−z̃i−hiℓ)+ui, i /∈ N out
v

, (10)

where z̄v = (1 − α)zv + αza − z̃i−hiv and α ∈ [0, 1] is
a weight parameter. From defense perspective, (10) reversely
utilizes ra’s proximity limitation ∥za − zv∥ ≤ Ro to avoid
confusion of selecting the true rv , while alleviating the risk
directly influenced by ra.

Based on (10), we present the security rules for the system
to determine whether ra is the true rv . Given the preset time
interval tl > 0 for validation, ra will be taken as the true rv
at time t0 by the MRN when the following conditions hold

• CNP-based security rules

∀i∈N out
v , di,a(t)<di,v(t), t≥ t0−tl, (11a)

za(t)∈P(zs(t), Rc), t≥ t0 − tl, (11b)
zv(t) /∈ P(zs(t), Rc), t≥ t0. (11c)

The first rule (11a) requires ra to be closer to all robots in
N out

v than rv , and the existence confirmation of this CNP
pattern is conducted by the base station robot rs. The latter
two rules (11b)-(11c) illustrate that ra needs to be within
while rv needs to be outside the communication range of rs,
respectively. Only when the three rules are satisfied together,
rs will convey the message that ra is the true rv to N out

v

(i.e., the replacement is achieved). The proposed CNP-based
security mechanism is reasonable due to the intrinsic proximity
characteristic of a formation shape and the distance limitation
in their communication.

According to the above analysis, we summarize the whole
proposed security mechanism as Algorithm 1. When rv is

Algorithm 1 CNP-based Security Mechanism
Input: The initial time under attack ta, the checking period t∆, and

the preset time interval tl.
1: Initialization: tc = 0, k = 0, tk = ta;
2: while ra is indistinguishable from rv do
3: z̄v(tk) = αzv(tk) + (1− α)za(tk)−z̃i(tk)−hiv;
4: for i ∈ N out

v do
5: ˙̃zi(tk)=

∑
ℓ∈N in

i \{v}
aiℓ(z̃ℓ(tk)−z̃i(tk)−hiℓ)+aiv z̄v(tk)+ui(tk);

6: end for
7: if ∀i∈N out

v , di,a(tk)≤di,v(tk), za(tk)∈P(z̃i(tk), Rc) then
8: tc = tc + 1;
9: if tc ≥ ⌈ tl

t∆
⌉ then

10: if zv(tk) /∈ P(zs(tk), Rc) then
11: break;
12: end if
13: end if
14: else
15: tc = 0;
16: end if
17: tk+1 = tk + t∆, k = k + 1;
18: end while
19: ra is recognized as the true rv;

under the replacement attack, all its out-neighbors cannot
distinguish the true rv and ra due to the closeness between ra
and rv , and they will adopt (10) for updating the states [Line
3-6]. The replacement for ra can be achieved only when ra
is closer to N out

v than rv and ra drives rv out of the station
robot’s communication range [Line 8-13]. In the algorithm,
the checking period t∆ > 0 is used to denote the validation
moment, and the auxiliary variable tc serves as a time counter
to determine whether the proposed rules hold for at least a
time period of tl. Note that there is a special case where the
base station robot rs is selected as the victim. In this situation,
the attacker ra further needs to fake the confirmation message
to other robotics when the CNP-based security rule is violated,
which requires additional communication costs.

Next, we characterize the proximity properties of a CNP.

Theorem 1. Given the positions of rv and N out
v , define the

intersected region Pf
v =

⋂
i∈Nout

v

P(zi, di,v). If the CNP pattern

Pc(Cp
v ) exists, then it holds that for arbitrary z ∈ Pf

v ,

∥z − zi∥2 < ∥zv − zi∥2, i ∈ N out
v . (12)

Proof. The key to proving this result relies on demonstrating
the non-emptiness of Pf

v .
Note that this property obviously holds when the cardinality

number |Cp
v | = 2, thus we consider nontrivial cases where

|Cp
v | ≥ 3. First, when |Cp

v | = 3, there are only two vertexes
adjacent to v, denoted as i1 and i2, respectively. In this case,
P(zi1 , di1,v)∩P(zi2 , di2,v) = ∅ if and only if the scalar states
zv , zi2 and zi2 are linearly dependent, which contradicts with
the convex vertex condition of v. Therefore, it follows that

Pv(di1,v, di2,v) ≜ P(zi1 , di1,v) ∩ P(zi2 , di2,v) ̸= ∅. (13)

Next, we turn to the general situation when |Cp
v | > 3. For

i3 ∈ {Cp
v\{v ∪ i1 ∪ i2}}, it follows from (13) that

Pv(di1,v, di3,v) ̸= ∅, Pv(di2,v, di3,v) ̸= ∅. (14)
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Then, we need to prove

Pv(di1,v, di3,v) ∩ Pv(di2,v, di3,v) ̸=∅. (15)

We use the proof by contradiction and suppose
Pv(di1,v, di3,v) ∩Pv(di2,v, di3,v) = ∅. This case is equivalent
to the states of four vertexes satisfying

zi3 − zv = β1(zi1 − zv) + β2(zi2 − zv), (16)

where β1 ≤ 0, β2 ≤ 0, β1β2 = 0, and they are not both zero
at the same time. Note that β1 = 0 (or β2 = 0) indicates i1
(or i2), i3 and v are on the same line. Consequently, we have

zv =
zi3 − β1zi1 − β2zi2

1− β1 − β2
, (17)

which means zv is a convex combination of {zi1 , zi3} or
{zi2 , zi3}, and thus contradicts with the convex vertex con-
dition of v in Pc(Cp

v ). Therefore, if Pv(di1,v, di3,v) ̸= ∅ and
Pv(di2,v, di3,v) ̸=∅, then Pv(di1,v, di3,v) ∩ Pv(di2,v, di3,v) ̸=
∅. By analogy, we can continue to use this transitivity property
and obtain

Pf0
v ≜

⋂
j∈{Cp

v\v}

P(zj , dj,v) ̸= ∅. (18)

If ∃i∈N out
v \Cp

v , then its position also locates in the convex
polygon region formed by Cp

v , i.e., zi ∈ Pc(Cp
v ). Then, it

follows from the convex property that

P(zi, di,v) ∩ Pf0
v ̸= ∅. (19)

Summing up (13), (18) and (19) leads to

Pf
v =

⋂
i∈Nout

v

P(zi, di,v) ̸= ∅. (20)

Finally, applying the definition of P(zi, di,v), i ∈ N out
v to

z ∈ Pf
v further yields (12). The proof is completed.

Theorem 1 illustrates that if rv and its out-neighbors con-
stitute a CNP pattern Pc(Cp

v ), it will provide an entry point
for ra to directly meet the proximity rule (11a), incurring a
severe security vulnerability. In this situation, ra can keep
za ∈ Pf

v and make the CNP-based security rules easier to
meet. Nevertheless, we observe that the attack entry provided
by the CNP pattern is only an external beneficial factor for
ra. Even if the CNP for rv is absent at the beginning of the
attack, it is still possible that ra can make {v∪N out

v } form the
CNP pattern during the attack process, and further deactivate
the CNP-based security mechanism.

B. System Evolution Under Attack

In this part, we demonstrate that the implicit interaction
characteristic of formation robots is also dominant for the
proposed security mechanism, apart from the explicit prox-
imity properties of the CNP. Specifically, we propose the
indirect controllability between two robots to analyze the
system performance under the replacement attack, supporting
the following security design.

First, we illustrate how the system will evolve when the
attack is absent.

Lemma 1. Considering the tracking input ui = 0,∀i ∈ V\{n}
and Assumption 1 holds, there exists bounded error between
the asymptotic and desired formation shapes, i.e.,

lim
t→∞

|zi(t)− zj(t)− hij | = |si − sj |, (21)

where si (sj) is the i(j)-th element of s =
n∑

ℓ=2

1
λℓ
qℓp

⊺
ℓu.

Meanwhile, all nodes have the same velocity as t → ∞, i.e.,

lim
t→∞

|żi(t)− żj(t)| = 0. (22)

Proof. The key point to proving this theorem is to establish
the explicit expression about t. First, by simple integration,
the global solution to (4) is written as

z(t) = e−Ltz(0) +

∫ t

0

e−L(t−τ)(Lh+ u)dτ. (23)

Note that under Assumption 1, the eigenvalue λ1 = 0 is
unique. Similar to the proof of [40, Theorem 2.2], we consider
that all other eigenvalues {λi, i ∈ V\{1}} are of order one for
simple expressions (the general case follows similarly). Then,
the Jordan decomposition of L and e−Lt can be respectively
written asL = M diag{λ1, · · · , λn}M−1 =

∑n

i=1
qip

⊺
i λi

e−Lt=M diag{e−λ1t,· · ·, e−λnt}M−1=
∑n

i=1
qip

⊺
i e

−λit
,

(24)
where M = [q1, · · · , qn] and (M−1)⊺ = [p1, · · · , pn] are
the transformation matrices consisting of the right and left
eigenvectors of L, respectively. It is straightforward to obtain
that MM−1 =

∑n
i=1 qip

⊺
i = I . Substituting (24) into (23),

z(t) is further written as

z(t) =

[
q1p

⊺
1z(0) +

n∑
i=2

qip
⊺
i e

−λitz(0)

]

+

[
q1p

⊺
1t+

n∑
i=2

1

λi
qip

⊺
i (1−e−λit)

](
n∑

i=1

λiqip
⊺
i h+ u

)

=q1p
⊺
1u · t+ q1p

⊺
1z(0)+(I−q1p

⊺
1)h+

n∑
i=2

1

λi
qip

⊺
i u

+

n∑
i=2

e−λitqip
⊺
i (z(0)− h)−

n∑
i=2

e−λit

λi
qip

⊺
i u, (25)

where the first equality utilizes the fact that λ1 = 0 and∫ t

0
e−λit = (1 − e−λit)/λi (i ∈ V\{1}), and the sec-

ond equality utilizes the properties
∑n

i=1 qip
⊺
i = I and

n∑
i=2

(
qip

⊺
i (

n∑
i=1

qip
⊺
i )

)
=

n∑
i=2

qip
⊺
i . It is clear that the terms

in the last row of (25) are all exponentially decaying with t,
which is the key to achieving asymptotic convergence of the
system.

Recall that under Assumption 1, the left and right eigenvec-
tors of λ1 = 0 can be determined as p1 = [0, · · · , 0, 1]⊺ and
q1 = 1, thus yielding that{

q1p
⊺
1u = 1([0, · · · , 0, 1] · [0, · · · , 0, uc]

⊺) = uc1

q1p
⊺
1z(0)=1([0, · · · , 0, 1] · [z1, · · · , zn]⊺)=zn(0)1

. (26)
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Therefore, substituting (26) into (25), it follows that

lim
t→∞

(z(t)− uc1 · t− zn(0)1− (I − q1p
⊺
1)h)

=
∑n

i=2

1

λi
qip

⊺
i u = s. (27)

Apparently, one can conduct element-wise operation on (27)
and obtain lim

t→∞
(zi(t)−uct−zn(0)−[(I − q1p

⊺
1)h]i) = si.

Then, subtract arbitrary two elements of (27) and one has

lim
t→∞

|zi(t)− [(I − q1p
⊺
1)h]i − (zj(t)− [(I − q1p

⊺
1)h]j)|

= lim
t→∞

|zi(t)− zj(t)− hij | = |si − sj |, (28)

where the fact [(I − q1p
⊺
1)h]i = hi − hn is adopted. The

first statement is proved. Meanwhile, it is deduced that the
derivative of z(t) satisfies

lim
t→∞

ż(t) = q1p
⊺
1u = uc1, (29)

which means that the velocities of all robots are identical and
completes the proof.

Lemma 1 shows that even if the velocity tracking is absent
in the control input of a follower, the formation robots can
still keep the same velocity asymptotically but with bounded
pattern error. Indeed, the resultant velocity synchronization is
exactly maintained by the pattern error between robots, i.e., the
pattern error works as an input to keep the velocity. Therefore,
the larger the leading velocity uc is, the larger the pattern error
will be. Another common case is that each follower is aware of
the leader’s velocity uc [41], i.e., u = uc1. In this situation,
one can adopt the proof of Lemma 1 and easily obtain the
pattern error vector s = 0.

Remark 1. We observe that the absence of the velocity track-
ing input will not affect the final velocity synchronization. The
tracking input can be regarded as an estimator of the leading
velocity, which aims to eliminate the formation shape error
s asymptotically. Considering exponential decaying charac-
teristic of reaching a stable formation in both situations of
u = [0, · · · , 0, uc]

⊺ and u = uc1, the performance of a
velocity tracking term can also be bounded by an exponential
decaying term, i.e., ∃λ̄ ∈ (0, 1) and γ ∈ R, such that

|ui(t)| ≤ uc(1 + γe−λ̄t). (30)

Since the major impact of the attack is put on the velocity, we
temporarily drop the velocity tracking term ui (i ∈ V\{n})
for legibility.

When rv is under attack, it can be seen as a malicious
node affected by ra. For simple expression, denote by ue =
g(za(ua) − zv, zv∗ − zv, vv) the velocity of rv under attack.
Notice that the primary goal of rv’s obstacle-avoidance mecha-
nism is to produce desired ue to keep itself from colliding with
ra. Even if there is communication-keeping considerations in
g(·), it will not affect the replacement attack, where ra can
still expel rv from the formation by solving the attack design
problem (9). During the attack process, the attack impact on rv
will spread to N out

v , and this indirect influence is critical for
physically disabling the communication between two robots.

To formally describe this property, we introduce the following
definition.

Definition 2 (Indirect controllability). Given a robot pair
(ri, rj) and a target state z∗c , ri is indirectly controllable by
rj , if there exists a bounded control ue on rj such that ri can
reach z∗c in finite time.

Note that from a graphical perspective, the proposed in-
direct controllability has a close relationship with the well-
documented structural controllability [42]–[44], since they
both need the targeted node to be reachable from the input
node. However, the indirect controllability does not require all
the nodes to be reachable, which is necessary for the structural
controllability. In this sense, the indirect controllability can be
regarded as a weak version of the structural controllability for
two nodes in a network system.

Next, we illustrate under what conditions a robot ri is
indirectly controllable by rv . Since the dynamics of rv is
directly determined by ue = g(·) when it is under attack, rv
can be treated as another source node. Then, the new adjacency
matrix Ã(v) = [ãij(v)] in this situation is given by

ãij(v) =

{
0 , if i = v, j ∈ N in

v

aij , otherwise
, (31)

and the corresponding Laplacian L̃(v) is given by

L̃(v) = diag{Ã(v) · 1} − Ã(v). (32)

The parentheses notation (v) in Ã(v) and L̃(v) is omitted in
the following when no confusion is caused. Notice that there
are two all-zero rows in Ã. Thus, the algebraic multiplicity
of the zero eigenvalues for L̃ is µ = 2. The following lemma
shows how L̃ will influence the convergence process.

Lemma 2 (Proposition 1 in [45]). Considering a dynamic
model żo = −L̃zo with arbitrary initial state zo(0), the limit
state of zo is given by

lim
t→∞

zo(t) =
∑µ

ℓ=1
q̃ℓp̃

⊺
ℓ z

o(0), (33)

where p̃ℓ (q̃ℓ) are the distinct and linearly independent left
(right) eigenvectors associated with the zero eigenvalues of L̃.
Specifically, the vectors satisfy

p̃⊺ℓ1 = 1(ℓ = 1, · · · , µ), and
∑µ

ℓ=1
q̃ℓ = 1. (34)

Note that the global asymptotic state (33) in Lemma 2 does
not imply all the nodes reach the same value. Next, for simple
analysis, we temporarily consider that ra makes rv move in
a constant velocity ue, and demonstrate the conditions of rv’s
indirect controllability on ri. Recall that there are two all-zero
rows in Ã and the Laplacian L̃ is still a row-stochastic matrix.
A subset Vr(i) ∈ V is called a reach, if node i ∈ V is the root
node of Vr(i), and Vr(i)\{i} consists of all nodes that can be
reached from node i. Then, for the graph associated with Ã,
there are two reaches Vr(v) ∈ V and Vr(n) ∈ V , and for ease
of distinction, they are treated as the first and second reaches
in Ã, respectively.
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Theorem 2. Consider that rv obeys żv = ue and other robots
obey (10). Given desired state z∗c and arbitrary initial state
z0i , ri is indirectly controllable by rv if and only if

q̃
[i]
1 |ue| > q̃

[i]
2 |uc|, (35)

where the right eigenvectors q̃1 and q̃2 correspond to the
first and second reaches, respectively, and their i-th elements
satisfy q̃

[i]
1 > 0, q̃[i]2 ≥ 0 and q̃

[i]
1 + q̃

[i]
2 = 1.

Proof. The basic idea of this proof is to demonstrate that
rn’s influence on the motion of ri should be larger than
rv’s influence on ri. Since the dynamic evolution of robots
is determined by the velocity of rn (as stated in Lemma 1),
we directly focus on the velocities of the robots.

To begin with, we need to obtain the values of left
eigenvectors associated with the zero eigenvalues of L̃, i.e.,
p̃ℓ(ℓ = 1, 2). By leveraging the conclusion in [46, Theorem
5.2], we have that p̃[i]1 > 0 (or p̃

[i]
2 > 0) if and only if node

i is a root node of the reach Vr(v) (or Vr(n)). Based on
this property, the vector p̃1 can be obtained by solving the
following equations{

p̃
[i]
1 = 0, if i is not the root node in Vr(v)

p̃⊺11 = 1
. (36)

Similarly, the vector p̃2 satisfies the same equations in (36)
except that Vr(v) is replaced by Vr(n). Hence, the solutions
to p̃1 and p̃2 are given by{

p̃
[i]
1 = 1, i = v

p̃
[i]
1 = 0, i∈V\{v}

, and

{
p̃
[i]
2 = 1, i = n

p̃
[i]
2 = 0, i∈V\{n}

. (37)

Next, we give the explicit expressions of ri’s state evolution
under attack, where dynamics of the MRN is determined by L̃.
Recall that (25) gives the state of ri when there is no attack.
When there are two source nodes, it resembles Lemma 2 that
the system evolution under attack is given by

z̃(t) =

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ ũ · t+

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ z̃(0)+(I−

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ )h

+

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ ũ

λ̃ℓ

+

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ (z̃(0)−h)

eλ̃ℓt
−

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ ũ

λ̃ℓeλ̃ℓt
, (38)

where λ̃ℓ, ℓ = 1, · · · , n are the eigenvalues of L̃ (λ̃1 = λ̃2 =
0), and ũ = [0,· · ·, 0, ue, 0,· · ·, 0, uc]

⊺ is the formation input
under attack. Then, the derivative of z̃(t) is given by

˙̃z(t)=

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ ũ+

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ (ũ−λ̃ℓz̃(0)+λ̃ℓh)

eλ̃ℓt
. (39)

Since the second sum term in (39) is exponentially decaying
with t, its influence will be extremely small as the system runs
and can be neglected. Consequently, we have

lim
t→∞

˙̃z(t) =
∑2

ℓ=1
q̃ℓp̃

⊺
ℓ ũ. (40)

Then, substituting the solution (37) into (40), the velocity of
ri as t → ∞ is given by

˙̃z∞i = q̃
[i]
1 (p̃

[v]
1 ue + p̃

[n]
1 uc) + q̃

[i]
2 (p̃

[v]
2 ue + p̃

[n]
2 uc)

= q̃
[i]
1 ue + q̃

[i]
2 uc, (41)

which is a convex combination of ue and uc.
Finally, we show that the condition (35) is sufficient and

necessary for the indirect controllability based on (41). i)
Sufficiency: when (z∗c − z0i )uc > 0, it means that the attack
of ra aims to strengthen the movement in the direction of
the leader. In this trivial situation, arbitrary ue satisfying
ueuc > 0 is available to meet the indirect controllability.
When (z∗c − z0i )uc < 0, it means that ra aims to strengthen the
movement in the opposite direction of uc. Then, substituting
q̃
[i]
1 |ue| > q̃

[i]
2 |uc| into (41) yields that

(q̃
[i]
1 ue + q̃

[i]
2 uc)uc < 0, (42)

which indicates that ri will directly run to z∗c , and thus is in-
directly controllable by rv . ii) Necessity: when (z∗c − z0i )uc >
0, this case is trivial as rv will directly go to z∗c . When
(z∗c − z0i )uc < 0, if ri is directly controllable by rv , it
means that the influence of the original leadership uc is
counteracted by ra (i.e., ˙̃ziue > 0). Hence, it follows from
(q̃

[i]
1 ue + q̃

[i]
2 uc)ue > 0 that∣∣∣q̃[i]1 ue

∣∣∣ > ∣∣∣q̃[i]2 uc

∣∣∣ , (43)

yielding (35). Finally, based on the arbitrariness of (z∗c − z0i ),
(35) is sufficient and necessary for the indirect controllability.
The proof is completed.

Theorem 2 points out the sufficient and necessary condition
for indirect controllability in terms of the global topology
structure of the MRN, where the eigenvectors {q̃ℓ} play a
critical role. To meet the condition, ra is required to have the
global topology of the MRN, such that the eigenvectors {q̃ℓ}
can be calculated from L̃.

C. Vulnerability Under the Replacement Attack

As indicated in Section III-A, if the CNP pattern for a
selected rv exists when the attack begins, rv is highly vulner-
able to the replacement attack. This is because ra only needs
to take major efforts to break the communication conditions
(11b)-(11c), which can easily achieved by leveraging by the
obstacle-avoidance mechanism. In this part, we focus on the
vulnerability analysis when the CNP pattern is absent initially.

First, note that the exact state evolution of the MRN is
affected by many practical factors (e.g., the moving strategies
of the attacker and obstacles in the environment), and the
formation shape may fluctuate in the non-steady stage. It is
extremely hard to find an explicit dynamic model such that
all the above factors could be covered. Therefore, to avoid
tedious considerations, we characterize the feasibility of the
replacement attack by introducing the following definition.

Definition 3 (Dominantly feasible replacement). When the
CNP pattern for rv is absent initially, an attack strategy for re-
placing rv is called dominantly feasible if ∃i∈N out

v , such that
ri is not indirectly controllable by rv , i.e., q̃[i]1 |ue| ≤ q̃

[i]
2 |uc|.

An illustration of Definition 3 along with its relationships
with the CNP and the indirect controllability is shown in
Fig. 3. By defining the dominantly feasible replacement, we do
not mean that the strategy can achieve the replacement attack
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Fig. 3. Relationships between dominantly feasible replacement, CNP, and the
indirect controllability. Note that the dominantly feasible replacement aims at
the attack process of making the absent CNP pattern for rv formed. The
weaker the indirect controllability of rv on N out

v is, the better for the attack.

definitely, but enlighten the great possibility of achieving the
attack. Definition 3 can be inversely interpreted as the more
ri (i ∈ N out

v ) is indirectly controllable by rv , the harder rv
can bypass ri and become a vertex in a CNP pattern. In other
words, if all robots in N out

v are indirectly controllable by rv ,
it is very hard for ra to achieve the replacement attack.

Remark 2. Although we previously suppose that the resultant
obstacle-avoidance behavior ue = g(·) is constant, it will not
affect the existence of dominantly feasible replacement if ue

is time-varying, as long as the bound umax
e and the topology

satisfy
q̃
[i]
1 |umax

e | ≤ q̃
[i]
2 |uc|. (44)

Besides, although the robots may adjust the formation shape
due to some practical constraints, this process is only tran-
sient and will not affect the existence of dominantly feasible
replacement for our analysis.

Notice that (35) reveals the conditions for indirect control-
lability from a global topology perspective. For an external
attacker, obtaining the global topology in some situations can
be hard due to the capability constraints (e.g., limited obser-
vation range). Despite this drawback, we point out that the
attacker is still likely to determine the indirect controllability
of a robot merely by local knowledge about the MRN. The
following theorem demonstrates how the dominantly feasible
replacement can be countered.

Theorem 3. Considering the CNP pattern for rv is absent ini-
tially, there exists no dominantly feasible replacement against
rv if ∀i ∈ N out

v , such that

aiv|ue| > āi|uc|, (45)

where āi =
∑

j∈N in
i \{v}

aij .

Proof. The key point of this theorem is to analyze the influ-
ence of the in-neighbors of ri and prove (45) is sufficient for
the indirect controllability.

First, we will show that when rv is under attack, the state
of its out-neighbor, z̃i(t), can be bounded by other two state
evolution processes, whose velocities are the same as rv .
During the attack process, the state of ri is updated by (10)
and ra satisfies za(t) ∈ P(zv(t), Ro). Consider the extreme
cases zav (t) = zv(t) and zbv(t) = zv(t)−Ro, and the resulting
state evolution is denoted by ˙̃za(t) and ˙̃zb(t), respectively.

Resembling the velocity evolution of the MRN under attack
described by (39), ˙̃za(t) and ˙̃zb(t) can be written as

˙̃za(t)=

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ ũ+

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ (ũ−λ̃ℓz̃(0)+λ̃ℓh)

eλ̃ℓt
, (46)

˙̃zb(t)=

2∑
ℓ=1

q̃ℓp̃
⊺
ℓ ũ+

n∑
ℓ=3

q̃ℓp̃
⊺
ℓ (ũ−λ̃ℓz̃(0)+λ̃ℓh

′)

eλ̃ℓt
, (47)

where h′ = h − R0ev , and ev ∈ Rn is the unit vector with
the entry for rv being one. It is clear from (46) and (47) that
the offset in h′ will not affect the velocity term

∑2
ℓ=1 q̃ℓp̃

⊺
ℓ ũ

when t → ∞, and

z̃i(t) ∈
[
min{z̃ai (t), z̃bi (t)},max{z̃ai (t), z̃bi (t)}

]
. (48)

Therefore, using an arbitrary state that locates in [zv(t) −
Ro, zv(t)] to update ri’s state will make no difference when
analyzing the indirect controllability. In the sequel, we directly
consider that ri uses zv(t) to update z̃i(t).

Next, we turn to prove the indirect controllability of rv on
ri. For legibility, we begin with the simple case where only
one directed path exists from rv to ri. In this situation, other
in-neighbors of ri will not receive information from rv , i.e.,
∀j ∈ N in

i \{v}, ajv = 0. Based on the global state evolution
(25), define the exponentially decaying term under attack as

f(t) =

n∑
i=2

e−λ̃itq̃ip̃
⊺
i (z̃(0)− h)−

n∑
i=2

e−λ̃it

λ̃i

q̃ip̃
⊺
i ũ. (49)

Then, one can rewrite the dynamics of ri under attack as

˙̃zi =aiv(zv−z̃i−hv+hi) +
∑

j∈N in
i \{v}

aij(z̃j−z̃i−hj+hi)

=aiv(uet+ z̃0v − z̃i − hiv)

+
∑

j∈N in
i \{v}

aij(uct+ z̃0j + fj(t)− z̃i − hij), (50)

where z̃0v and z̃0j are the constant offsets of rv and rj , which
can be computed similar to the constant vector in (25). Let
biv = aiv(z̃

0
v −hiv), b̄i =

∑
j∈N in

i \{v}
aij(z̃

0
j −hij), āi =

∑
j∈N in

i \{v}
aij ,

and f̄i =
∑

j∈N in
i \{v}

aijfj . Then, (50) is further rewritten as

˙̃zi = aivuet− aiv z̃i + biv + āiuct− āiz̃i + b̄i + f̄i

= (aivue + āiuc)t− (aiv + āi)z̃i + (biv + b̄i) + f̄i

= b1t− b2z̃i + b3 + f̄i, (51)

where b1 = aivue+āiuc, b2 = aiv+āi and b3 = biv+b̄i. Note
that (51) is a first-order constant coefficient non-homogeneous
linear equation. Leveraging the constant variation method and
superposition principle, the solution of (51) is given by

z̃i(t) =
b1
b2
t+ (

b1
b22

− b3
b2
)(e−b2t − 1) +

∫ t

0

f̄i(t)dt. (52)

Then, the explicit expression of ri’s velocity is represented as

˙̃zi(t) =
b1
b2

+ (b3 −
b1
b2
)e−b2t + f̄i. (53)
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Note that the last two terms in (53) all decay exponentially
with t and will not determine the final motion of ri. Therefore,
we directly focus on the asymptotic velocity

˙̃z∞i =
b1
b2

= aivue + āiuc, (54)

where b2 = 1 is used. The next step is the same as the proof of
Theorem 2. It follows that whether ri is indirectly controllable
by rv is determined by (z∗c − z0i )uc and aivue + āiuc.
Accordingly, one infers that ri is indirectly controllable by
rv when (45) is satisfied.

Finally, consider the general case where other directed paths
exist from rv to ri apart from the one rv directly reaching ri.
In this situation, ∃j ∈ N in

i \{v}, ajv > 0, i.e., ri will also be
indirectly influenced by rv . Then, one has

˙̃zi=aiv(zv−z̃i−hiv)+
∑

j∈N in
i \{v}

aij(z̃j(zv)−z̃i−hij), (55)

where z̃j(zv) indicates that z̃j is influenced by zv . Given the
same local interaction weights {aij , j ∈ N in

i }, (55) indicates
that z̃i(t) is much more influenced by ra, compared with the
case (50) where ajv = 0. Recalling the explicit asymptotic
form of ˙̃zi given by (41) (i.e., ˙̃z∞i = q̃

[i]
1 ue + q̃

[i]
2 uc), one

directly derives from this expression and (54) that

q̃
[i]
1 > aiv ⇒ (

1

q̃
[i]
1

− 1) < (
1

aiv
− 1) ⇒ q̃

[i]
2

q̃
[i]
1

<
āi
aiv

. (56)

Therefore, if |ue|
|uc| > āi

aiv
, then |ue|

|uc| >
q̃
[i]
2

q̃
[i]
1

also holds, which
is sufficient to satisfy the global condition in Theorem 2. The
proof is completed.

Theorem 3 is a sufficient condition for the indirect control-
lability of rv . Meanwhile, it characterizes the severe vulnera-
bility of rv under the replacement attack, even if ra does not
have the global but only local topology knowledge about the
MRN. Hence, the topology design is critical in determining
the security performance under the replacement attack.

D. Topology Parameter Design

In this part, we present the initiatory topology design that
enhances the performance of the CNP-based mechanism. First,
we characterize the replacement risk of a robot.

Corollary 1. Given the victim rv and the maximum umax
e ,

there exist no dominantly feasible replacement under Algo-
rithm 1, if the eigenvectors of L̃ satisfy

q̃
[i]
1 |umax

e | > q̃
[i]
2 |uc|, ∀i ∈ N out

v . (57)

Proof. This result can be easily proved by utilizing Theorem
2 to ensure each robot in N out

v is indirectly controllable by
ra. Due to the space limit, the details are omitted here.

Theoretically, Corollary 1 points out the direction to design
the global topology parameters to disable dominantly feasible
replacement. It is worth noting that the non-existence of the
dominantly feasible replacement is based on the negative
proposition of Definition 3, and the condition in Theorem 3
is only sufficient to meet Corollary 1.

Next, we show how the topology parameters can be de-
signed. Since the formation shape of the MRN is initially
preset when it is deployed, the interaction relationships be-
tween robots are not arbitrary. Therefore, we directly sup-
pose that the edge set E and the interaction weight bounds
0 < alb ≤ aup ≤ 1 are given by the user. Then, for a selected
rv , the topology design that defends rv and its out-neighbors
from the replacement attack is to make the condition (57) easy
to meet by minimizing q̃

[i]
2 /q̃

[i]
1 , formulated as

min
A

∑
i∈Nout

v

q̃
[i]
2 (v)

q̃
[i]
1 (v)

(58a)

s.t. alb ≤ aij ≤ aup, if (i, j) ∈ E , (58b)
aij = 0, if (i, j) /∈ E , (58c)∑n

j=1
aij = 1, (58d)

(31) and (32). (58e)

Notice that the constraint (58e) represents the construction of
new adjacency matrix Ã(v) and its corresponding Laplacian
matrix L̃(v) when the victim rv is determined. Specifically,
L̃(v) is directly used to calculate the terms q̃

[i]
1 (v) and q̃

[i]
2 (v)

in the objective function (58a). If we do not merely put the
security consideration on a single robot rv but the whole MRN,
then the objective function in (58) can be further revised as

min
A

n∑
v=1

∑
i∈Nout

v

q̃
[i]
2 (v)

q̃
[i]
1 (v)

, (59)

along with the same constraints in (58).
It should be noted that the optimal solution of (58) or (59)

is hard to obtain because the objective function is built on the
eigenvectors of L̃(v), which is highly nonlinear about A. To
overcome this issue, we are inspired by Theorem 3 to provide
a conservative but more computation-efficient version of (58),
given by

min
A

∑
i∈Nout

v

āi
aiv

=
∑

i∈Nout
v

1

aiv
− |N out

v | (60a)

s.t. (58b) − (58e). (60b)

It is clear from (60) that when the CNP pattern for a selected rv
(e.g., the robot with maximum out-neighbor number |N out

v |)
is absent initially, the larger each weight aiv is (not necessarily∑

i∈Nout
v

aiv), the more immune rv is to its replacement.
Note that if the victim selection criteria of ra is taken into
consideration in the topology parameter design, then it will
introduce a tradeoff between the attack risk and the topology
design. For example, supposing the robot with maximum out-
degree summation is always selected as the victim, the original
problem (60) needs to include a new constraint

v = argmax
ṽ∈V

∑
i∈Nout

ṽ

aiṽ. (61)

In this case, solving the revised problem would be more
difficult because rv needs to be determined. Similar to (59), if
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TABLE II
ATTACK CAPABILITY LIMITATION UNDER DIFFERENT SCENARIOS

Capability to
Realize Attack

With Knowledge of the Topology Without Knowledge
of the Topology

Global Local

Whether the
CNP Pc(Cp

v ) exists
Yes q̃

[s]
1 |ue| ≤ q̃

[s]
2 |uc| asv |ue| ≤ ās|uc| (weak) fail in high probability

No q̃
[i]
1 |ue|≤ q̃

[i]
2 |uc|, i∈N out

v
and make Pc(Cp

v ) form
aiv |ue| ≤ āi|uc|, i∈N out

v (weak)
and make Pc(Cp

v ) form fail in high probability

we consider the replacement risk for all robots, the objective
function in (60) is revised as

min
A

n∑
v=1

∑
i∈Nout

v

1

aiv
=

n∑
v=1

∑
j∈N in

v

1

avj
(62)

which can be decomposed into minimizing
∑

j∈N in
v

1
avj

for
each v ∈ {1, · · · , n} independently. Notice that the conser-
vativeness of (60) or (62) lies in that we directly optimize
the local topology weights instead of the global one, and this
operation can be regarded as minimizing the upper bound
of (58a) or (59). Despite the conservativeness, designing the
topology parameters by solving (60) or (62) is feasible and
computation-tractable, and the optimality is guaranteed under
the constraints (58b)-(58e).

Finally, we observe that for the situation where the CNP
pattern for rv exists (either it exists initially or is formed
later), the proximity rule (11a) can be easily satisfied, and
realizing the replacement attack mainly lies in meeting the
communication conditions (11b)-(11c). In this regard, similar
to rv’s indirect controllability on its out-neighbors, the indirect
controllability of rv on rs is the key to the defense, where the
smaller q̃[s]2 /q̃

[s]
1 is, the harder (11b)-(11c) can be met.

E. Extensions and Discussions

In this part, we first consider the situation where no cen-
tral robot is available and extend the CNP-based security
mechanism to distributed cases. Then, a brief summary and
application discussions are presented.

By calling distributed here, we mainly indicate that the
interactive communication between robots is distributed, and
a robot can only have information from its neighbors. In this
situation, the requirement that ∀i ∈ N out

v in the original rules
(11) can be relaxed, as all the robots in the MRN indepen-
dently and directly communicate with each other. Therefore,
given a time slot tl and i ∈ N out

v initially, ri will take ra as
the real rv at moment t0 if and only if the following three
conditions are satisfied.

• Distributed CNP-based security rules

di,a(t)<di,v(t), t ≥ t0 − tl, (63a)
za(t)∈P(z̃i(t), Rc), t≥ t0 − tl, (63b)
zv(t) /∈ P(z̃i(t), Rc), t≥ t0. (63c)

The above rules can be regarded a special one-on-one case
of the rules in (11), as ri is unaware of other members in
N out

v . Since there is no central robot in the formation, the out-
neighbors N out

v only need to independently confirm the rules

in (63). It is worth noting that in distributed cases, achieving
the replacement attack is easier than that in centralized cases.
This is because ra can be recognized as the true rv by rv’s out-
neighbors in sequence (as indicated by (63)), which is more
flexible to implement for ra than being recognized by rv’s out-
neighbors simultaneously. From the defense perspective, there
is no need to solve the problem (60) for topology design, and
one can change the objective function as a min-max version,
given by

min
A

max
i∈Nout

v

1

aiv
. (64)

In summary, the distributed CNP-based security mechanism
enjoys lower computation burdens, but is more vulnerable than
the centralized one.

Next, we summarize the attack capability limit under the
CNP-based mechanism in Table II. It is clear that whether the
replacement attack against an MRN can be realized is largely
determined by the prior system knowledge mastered by ra,
which corresponds to the common intuition. First, without the
topology knowledge of the MRN, ra can hardly achieve the
attack as the strategy cannot be designed accordingly. Second,
if a CNP pattern Pc(Cp

v ) is unavailable, ra needs to find
extra attack strategies to make it present, which essentially
requires much higher attack costs. Once the bound of the
obstacle-avoidance mechanism |g(·)| and uc are fixed, the
attack feasibility is directly constrained by the indirect control-
lability. Specifically, for the local topology case, the condition
aiv|ue| ≤ āi|uc| needs to hold for all i ∈ N out

v , which is
utilized to increase the attack costs of ra. Here we describe
the condition as weak because it is not sufficient to meet the
global condition, which can be explicitly demonstrated by

āi
aiv

≥ q̃
[i]
2

q̃
[i]
1

and
āi
aiv

≥ |umax
e |
|uc|

⇏
q̃
[i]
2

q̃
[i]
1

≥ |umax
e |
|uc|

. (65)

Therefore, we observe that the best way to actively strengthen
the system security is to jointly design the formation shape
configuration, the communication topology, and the reaction
input magnitude, making it extremely hard for the attacker to
successfully achieve the attack.

Another issue concerning the communication is that a non-
victim robot may lose connection with the other robots during
the attack process. Since this robot is not a spoofing target
for the attacker (i.e., there is no communication package with
its faked ID in cyberspace), it can adopt some predicting-and-
tracking control strategies that leverage the historical data of
its neighbors to reconnect the formation [18]. This point is not
the focus of this paper and is omitted here.
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Fig. 4. An MRN of 12 robots with the specified formation shapes and
topologies. The red arrow is the attack direction.

Finally, it is worth mentioning that the proposed defense
method mainly builds on two fundamental factors in formation
control: the topology structure and the geometric shape, and
has little dependence on the specific robot control models.
In this sense, the method can be well applied to real-world
scenarios. Although the velocity of the formation leader is sim-
plified to be constant, it can be time-varying. This relaxation
will mainly affect obtaining the explicit critical conditions for
defense as in (45), and will not change the topology parameter
design. Specifically, if the time-varying leader velocity can
reach a stable state or is strictly bounded, the critical condition
analysis can still be applied by using the maximum velocity
magnitude and work in a conservative sense.

IV. SIMULATION RESULTS

In this section, we provide representative simulation exam-
ples to demonstrate the performance of the proposed CNP
security mechanism against the replacement attack.

We use an MRN of 12 robots for performance evaluation,
considering both the centralized and distributed communica-
tion cases. Two representative scenarios with different topol-
ogy settings and communication ranges are provided, as shown
in Fig. 4. In the centralized case, r8 is the central robot rs with
communication range Rc,1 = 14.5m, while r5 is selected as
the victim robot. Note that here the CNP pattern for r5 does not
exist initially. In the distributed case, each robot communicates
with its neighbors independently with communication range
Rc,2 = 7m and r5 being the victim robot. Note that the CNP
pattern for r5 is presented in this case. The velocity setting is
uc = 0.1 m/s and umax

e = 1 m/s. As for the strategy design
of the attack (9), here we set the attack cost function as

F (ua(t), zv(t), Rc) = −
∑

j∈Nout
v

(∥ẑj(t)−zv(ua(t))∥2−Rc)
2,

which aims to maximize the sum of the distance of rv and
N out

v , such that their connection breaks. At each step, the
attack input is obtained by the heuristic search method.

First, we present the results for the centralized communi-
cation case. For comparisons, we denote the topology of the
centralized case in Fig. 4 as topology setting 1, and addition-
ally use a topology setting 2 which inherits the former one with
slight modifications (a42 = 0.8, a45 = 0.2, a75 = 0.8, a78 =
0.2 in this setting). Fig. 5(a)-5(b) show the example under
topology setting 1, where Fig. 5(a) plots the distances between
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(d) CNP pattern verification.

Fig. 5. Examples of the CNP-based security mechanism in centralized
communication case. (a)(b) the replacement attack fails in the topology setting
1. (c)(d): the replacement attack succeeds in the topology setting 2.

(a) Initial time (b) Iteration step 10

(c) Iteration step 20 (d) Iteration step 30

Fig. 6. Snapshots of the evolution for r5 and N out
5 in topology setting 1.

{ra, rv, r4, r7} and r8 to verify the communication condition
(11b)-(11c), while Fig. 5(b) plots the distance difference of
N out

5 -ra and N out
5 -r5 to verify the CNP condition (11a).

Regardless of the communication condition, it is clear to see
that d7,a − d7,v will not decrease as the attack continues, and
the curves associated with N out

5 -r5 cannot reach below zero
simultaneously, indicating the CNP pattern for r5 cannot be
formed and the replacement attack fails. This is because r5 has
total indirect controllability on r7, which moves along with
r5 to prevent r5 from becoming a vertex of a CNP pattern.
Fig. 5(c) and Fig. 5(d) show the example under topology
setting 2, and have the same meanings as those of Fig. 5(a) and
Fig. 5(b). By contrast, the CNP condition in this example is
easy to meet as the attack continues and the replacement attack
will succeed. Specifically, r5’s indirect controllability on r7 is
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Fig. 7. Example of the CNP-based security mechanism under the replacement
attack in distributed communication case.

larger than that on r4 (i.e., q̃[7]1 /q̃
[7]
2 > q̃

[4]
1 /q̃

[4]
2 ), d7,a−d7,v < 0

is slower to meet than d4,a − d4,v < 0, corresponding to the
topology parameter design idea that larger q̃[i]1 /q̃

[i]
2 (i ∈ Vp

v ) is
better for defense. Furthermore, to intuitively show the attack
process, the snapshots of the evolution process of r5 and N out

5

in topology setting 1 are given in Fig. 6, which also verifies
that the CNP pattern for r5 cannot be formed. The process
plots for topology setting 2 are likewise and omitted here.

Next, we move on to the distributed communication case
shown in Fig. 7, where r5 has two out-neighbors and the
CNP pattern for r5 exists initially. Fig. 7(a) describes the
distances of N out

5 -ra and N out
5 -r5 , where d6 increases while

dv,7 decreases during the attack process. Note that this effect
arises from that ra tries to meet the communication conditions
(63b)-(63c) for r6 first. After this is achieved, ra continues to
meet the above conditions for r7. Fig. 7(b) illustrates that the
proximity condition (63a) for the two neighbors can be met
sequentially, indicating the replacement attack can be easily
achieved. This result corresponds to the previous conclusion
that the MRN is more vulnerable to the replacement attack in
distributed cases than in centralized cases.

V. CONCLUSION

In this paper, we investigated the problem of securing the
formation control of MRNs against the replacement attack,
where an external attack robot aimed to replace a victim robot
in the MRN. First, we proposed the notion of CNP to exploit
the intrinsic physical characteristic of a formation shape,
and designed a CNP-based security mechanism to counter
the attack. Then, we introduced the indirect controllability
between two robots to explicitly characterize the feasibility
conditions from the attack perspective. We demonstrated that
the topology structure and formation shape of the MRN largely
constrained the attack capability. Finally, we provided the
initiatory topology design to enhance the defense performance,
along with extensions to the distributed communication cases
and application discussions. Simulations illustrated the effec-
tiveness of the proposed method. Future directions include i)
extending the method to more general system models, and ii)
investigating the detection and defense designs for situations
when the attack is successfully realized.
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