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Abstract—In this paper, we consider a wireless powered cooperative non-orthogonal multiple access (NOMA) relay network, in which one source is supposed to send independent messages to two users with the assistance of one energy-constrained relay that harvests energy from the source. Firstly, we study the minimum power consumption at the source node to fulfill the least required transmission rates by two users in both time switching relaying (TSR) strategy and power splitting relaying (PSR) one. Secondly, when the relay is provisioned with data buffer and energy storage, the long-term average power consumption minimization problem is formulated to take into account of the data and energy queue causality, peak transmit power constraint, and transmission mode selection. By using Lyapunov optimization framework, a novel buffer-aided transmission scheme (BATS) is proposed to asymptotically approach the optimal solution. Our analysis shows that, the PSR outperforms the TSR in terms of the realized energy efficiency, and BATS can be utilized to further improve the energy efficiency. It is disclosed that, there is an inherent trade-off between the long-term power consumption and the average queuing delay. In addition, larger user rates or less power consumption can be realized if a larger delay can be tolerated.

Index Terms—Buffer-aided transmission, cooperative NOMA relay network, energy efficiency.

I. INTRODUCTION

NON-ORTHOGRAPHICAL multiple access (NOMA) technique provides us a promising solution to improve spectral efficiency and to support massive connectivity in mobile communication network. Recently it has attracted considerable attentions in the society [1]–[6]. Unlike the conventional orthogonal multiple access techniques (OMA), NOMA allows multiple users to be served simultaneously at different power levels in the same resource blocks, either in time, frequency, or code domain. By using the superposition code at the transmitter and successive interference cancellation (SIC) at the receivers, the user with the best channel condition can successfully detect and eliminate the co-channel interference from those users with inferior channel qualities. When compared with the OMA techniques, the NOMA ones can effectively improve the utilization of scarce resources.

Meanwhile, simultaneous wireless information and power transfer (SWIPT) technique provides a promising solution to prolong the lifetime of energy-constrained networks like the Internet-of-Things (IoTs) and wireless sensor networks (WSNs) [7]–[14]. SWIPT allows the energy-constrained node to extract both information and energy from the received radio frequency (RF) signals simultaneously. Time switching (TS) and power splitting (PS) based receiver architectures were proposed in [8], [9] to realize the SWIPT. In the TS based receiver, each time slot will be further sub-divided into two sub-slots, one for energy harvesting and one for information transmission. The PS based receiver allows the receiver to decompose the received RF signal into two streams for energy harvesting and information processing, respectively. Motivated by the benefits of NOMA and SWIPT, the new paradigm was introduced in [6], [11]–[14] by combining NOMA and SWIPT in order to prolong the lifetime of the energy-constrained networks and to support massive connectivity.

In addition, the buffer-aided relaying system has attracted much research attention since it opens up a new degree of freedom to improve the system capacity and energy efficiency [20], [21], [29]–[33]. For the buffer-aided relaying system, the relay can adaptively select operation mode between the relay reception and the relay transmission based on the current channel state information (CSI), which has been shown to be able to give rise to a larger network throughput at the cost of some increase in the queueing delay. Nonetheless, to the best of the authors’ knowledge, there is few research effort to explore the impact of buffer-aided mechanism on the realized energy efficiency in the wireless powered cooperative NOMA networks, which motivates our work in this paper.
In this paper, we consider the wireless powered cooperative NOMA relay network, in which one source is supposed to send independent messages to two users with the assistance of one half-duplex energy-constrained relay that harvests energy from the source. In addition, the NOMA scheme is assumed at the relay to forward data from the source to both users. To address the energy efficiency issue, we consider to minimize the power consumption at the source node when the system is supposed to fulfill the required transmission rates by two users with either the time switching based relaying (TSR) strategy or the power splitting based relaying (PSR) one. The relay is further assumed to be provisioned with data buffer and energy storage to store the received data and the harvested energy temporarily. Now the relay can adaptively switch its transmission mode amongst energy harvesting, relay receiving, and relay transmitting according to the current CSI, the energy consumption state information (ESI) and the data buffer state information (BSI). In this setup, the long-term average power consumption minimization problem is formulated to take into account of the data and energy queue causality, the peak transmit power constraint, and the transmission mode selection. To make the problem easier to be handled, we will show how to transform the long-term average power consumption minimization problem into a real-time optimization problem by using the Lyapunov optimization framework. On the basis, the buffer-aided adaptive transmission scheme (BATS) was derived. Our analysis results show that, the proposed BATS is capable of asymptotically approaching the optimal solution. The contributions of this paper can be briefly summarized as follows:

- When the relay is not provisioned with the data buffer, the minimal power consumption problem of both the PSR strategy and the TSR one are studied for the given required least data rates by two users. We derive the closed-form optimal solution for the PSR strategy. While for the TSR strategy, we show that the minimal power consumption can be determined through one-dimension line search. Numerical results are presented to show that, the PSR outperforms the TSR in terms of the realized energy efficiency performance.

- When the relay is provisioned with both data buffer and energy storage, the minimal power consumption problem was formulated for the given required least data rates by two users. And a novel BATS is developed to take into considerations of the rate allocation, power allocation, and transmission mode selection. Numerical results are presented to reveal that, when compared with the PSR and the TSR schemes, the proposed BATS can significantly improve the energy efficiency for the same required least data rates by two users.

- Our analysis discloses the inherent trade-off between long-term power consumption and the average queuing delay. It is shown that, less power consumption can be realized when the user can tolerate some increase in the transmission delay.

The remainder of this paper is organized as follows. Section II presents a related literature survey. The wireless powered cooperative NOMA relaying system model and the minimum power consumption analysis in both the PSR strategy and the TSR one are presented in Section III. The buffer-aided wireless powered cooperative NOMA relaying system model and the BATS scheme will be addressed in Section IV. Numerical analysis results are presented in Section V. Finally, we conclude our work in Section VI.

II. RELATED WORK

As a promising technique to improve spectral efficiency, NOMA based relaying has recently attracted research attention. A cooperative NOMA with SWIPT was investigated in [6] to show that, the NOMA scheme could be utilized to significantly reduce the outage probability, when compared with the conventional OMA based SWIPT relaying networks. In the presence of imperfect CSIs, both the single-antenna relay and the multi-antenna relay were considered in [11] and [12] for the NOMA-based relaying networks. The relay selection issues were studied in [15]–[18] to improve transmission efficiency in the cooperative NOMA networks with multiple relays. A cooperative NOMA scheme with both direct link users and indirect link users was studied in [19] to reveal that, the cooperative NOMA scheme significantly outperforms the cooperative OMA one in terms of the realized coding gain without losing diversity order.

Meanwhile, the buffer-aided transmission scheme has attracted considerable attentions to improve transmission efficiency in recent years [20]–[33]. A novel link selection scheme was proposed for the buffer-aided relay network [20], in which the relay can adaptively decide whether to transmit or to receive data according to the involving CSI. It is shown that, when compared with the conventional relay protocols without buffering, the transmission efficiency can be significantly improved by using the buffer-aided relay protocol. In [21], a delay-aware adaptive transmission scheme was proposed for the buffer-aided two-way energy-constrained relay network to effectively improve the achievable rate region by deploying the data buffer and energy storage at the relay. In [22], the buffer-aided relaying scheme was proposed for the full-duplex relay network to maximize the long-term achievable rate, in which the relay can adaptively determine to either receive, transmit, or simultaneously receive and transmit. An opportunistic relaying protocol for the buffer-aided multi-relay network was proposed to minimize the total energy consumption for an inter-relay interference cancellation scheme in [23], and it is shown that, when relays are provisioned with data buffers, the energy efficiency and network throughput can be significantly improved. A buffer-aided multi-way relay selection scheme was studied in [24] to effectively exploit the best link in multi-way cooperative multi-antenna system. An adaptive buffer-aided distributed space-time coding scheme and a buffer-aided physical network coding technique was proposed for the wireless cooperative network in [25] and [26], respectively. It was shown that, with the help of buffers, the bit error rate can be significantly reduced because the buffer-aided mechanism provides the extra degree of freedom in choosing the best transmission channel. A novel buffer-aided relay
selection scheme was proposed for trust-aware relay networks in [27] to show that, a lower outage probability or a higher diversity order can be achieved with the help of buffer-aided mechanism. Moreover, by using infinite horizon partially observable Markov decision process, an energy-efficient optimal control problem was formulated for SWIPT-MIMO system in [28], and it is shown that, the antenna selection and beamforming power control scheme can be derived based on current data and energy queue state information to minimize the users’ delay under the average power and transmission rate constraints. In addition, the transmission mode selection and power allocation were jointly optimized in [29] to maximize the long-term achievable rate region of the buffer-aided two-way relay network. Some novel link selection schemes for the buffer-aided multi-relay network were proposed to improve the network throughput [30], [32] and the outage probability [31].

Motivated by the great potential of buffer-aided transmission mechanism, some works had begun to investigate the buffer-aided NOMA network [36]–[41]. A joint user scheduling and power allocation scheme was proposed in [36] to minimize the long-term power consumption for the NOMA downlink networks. A joint user-and-hop scheduling scheme was proposed in [37] to maximize the long-term achievable rate region in the dual-hop system, in which two source-destination pairs share a buffer-aided relay. It was shown that, due to the advantages of buffer-aided mechanism, the multiuser and multihop diversity can be further exploited to improve the achievable rate region. The long-term network utility maximization problem was studied in [38] for the buffer-aided cooperative NOMA network, in which the working mode selection, admission control, and power allocation were jointly optimized. The outage probability of the buffer-aided NOMA relaying systems was analyzed in [39] in two scenarios of whether the relay knows the CSI or does not know the CSI. An adaptive transmission scheme was proposed to maximize the sum throughput of the NOMA users for the buffer-aided cooperative NOMA relay network in [40].

Although there are already many research progresses on buffer-aided techniques, most of the existing work mainly focus on improving the network performance in the single-relay [20], [22], multi-relay [23]–[27], [30]–[33], two-way relay [29], and NOMA-based relaying networks [38]–[40]. The SWIPT technique has not been considered in these works. On the other hand, for most of the existing works about the wireless powered cooperative NOMA relay network, they are dedicated to exploring either the outage performance [6], [11], [12], [34] or the achievable rate [35]. In addition, the long-term power consumption of the NOMA based downlink networks was studied in [36], but the wireless energy transfer was not considered in [36]. Moreover, since we assume that the relay is an energy-constrained node, it can only harvest energy from the source, which makes the optimal transmit power in the energy harvesting phase and the relay transmitting phase become coupled with each other, which poses a technical challenge. To the best of our knowledge, few research efforts are devoted to exploring the buffer-aided mechanism in the wireless powered cooperative NOMA relay networks to improve the realized energy efficiency, which motivates our work in this paper. When the NOMA-based relay is equipped with data buffer and energy storage to store the received data and harvested energy temporarily, three important issues should be addressed: (i) How to design an efficient scheduling scheme to improve energy efficiency? (ii) How the data and energy queues affect the power allocation and transmission mode selection? (iii) Does the data queue affect the NOMA based relaying scheme? These issues motivate our research efforts in this paper.

III. SYSTEM MODEL AND ENERGY EFFICIENT RELAYING DESIGN

As illustrated in Fig. 1, let us consider a wireless powered cooperative NOMA relay network, in which one source (S) is supposed to send independent messages to two users (U1, U2) via one half-duplex energy-constrained decode-and-forward (DF) relay (R). The relay is an energy-constrained node that is powered by RF signal from the source only. It is assumed that there are no direct links between the source and two users. All nodes are assumed to be provisioned with a single antenna. All the underlying wireless channels are assumed to be independent and block fading, such that the channel coefficients remain constant within each time slot but may change independently from one time slot to another. Let h(t) and g1(t) (g2(t)) denote the channel coefficient of links S → R and R → U1(U2) within the t-th time slot, respectively. Throughout the paper, the perfect CSI is assumed at the source, the relay, and two users.1 In this paper, the centralized scheduling scheme is assumed, in which the relay is the central control node that keeps track of all the involved CSIs, energy state information (ESI), and buffer state information (BSI). In fact, the relay knows its own BSI and ESI. By designing an appropriate signaling system, the source is assumed to be able to feed its BSI to the relay. The CSI acquisition needs the appropriate channel estimate training/pilot sequence insertion at the transmitter side and the suitable channel estimate design at the receiver side for each communication pair. Since our focus in this paper is on the energy efficient buffer-aided transmission scheme in wireless powered cooperative NOMA relay network, we assume two users can acquire perfect CSI, and feed it back to the relay node. Then the relay node will make the decision on the transmission control at the

1Since our focus is the energy efficient wireless powered cooperative NOMA relay network, we do not consider the channel estimation problem in this paper. As for the practical channel estimate design issue in the decode-and-forward relaying system, the readers may refer to the related literature, e.g., [43].
beginning of each time slot, and inform the source how to adapt the transmission and the two users when to receive via the dedicated signaling system. It should be addressed that, although we have assumed ideal CSI acquisitions in our design, it still provides useful guidance on the mechanism design and unveils some insightful philosophy. Of course, all the imperfections, such as the imperfect CSIs, require a robust adaptive relaying scheme that is capable of approaching the performance bound derived in this paper with ideal CSI, which will be left for exploration in the future.

A. Energy Efficient Power Splitting-Based Relaying Design

In the power splitting based relaying protocol, the duration of each time slot $T$ will be sub-divided into two sub-slots. The first $T/2$ is used for relay receiving, and the second $T/2$ is used for information relaying. In the first $T/2$, the power splitting fraction $\rho(t) \in [0, 1]$ of the received signal power is used for energy harvesting at $R$, while the remaining fraction $1-\rho(t)$ of the received signal power is used for relay receiving. Thus the harvested energy at $R$ is

$$E_h(t) = \rho(t)P(t)\hat{h}(t)^2\eta T,$$

where $P(t)$ is the transmit power by $S$ at time slot $t$, $d_{sr}$ is the distance between $S$ and $R$, $m$ is the path loss exponent, and $\eta \in [0, 1]$ is the energy conversion efficiency. In the first sub-slot, the received signal at $R$ will be [9]

$$y_r(t) = \sqrt{1-\rho(t)}\left(\frac{\hat{h}(t)}{d_{sr}}\sqrt{P(t)x} + n_{r,a}\right) + n_{r,c},$$

where $x$ represents the transmitted signal intended for either $U_1$ or $U_2$, $E\{|x|^2\} = 1$. $n_{r,a} \sim \mathcal{CN}(0, \sigma_a^2)$ and $n_{r,c} \sim \mathcal{CN}(0, \sigma_c^2)$ are additive white Gaussian noise (AWGN) at the relay antenna and at the relay down-converter, respectively. Once the channel gain of the link from $S$ to $R$ is given, the maximum transmission rate from $S$ to $R$ is determined accordingly, which equals to $\frac{1}{2}\log_2\left(1 + \frac{1}{(1-\rho(t))\sigma_a^2 + \sigma_c^2}\right)$, where $h(t) = \frac{\hat{h}(t)^2}{d_{sr}^2}$. Thus, we can make a transmission rate allocation for two users. Let $R_{s1}(t)(i = 1, 2)$ denote the transmission rate allocated to the message of $U_1$ by the source, which satisfies the following constraint:

$$R_{s1}(t) + R_{s2}(t) \leq \frac{1}{2}\log_2\left(1 + \frac{1}{(1-\rho(t))\sigma_a^2 + \sigma_c^2}\right).$$

After the relay successfully extracts the message for $U_1$ and $U_2$, the NOMA based relaying scheme will be used to serve the two users in the remaining time slot, namely, the relay transmits the following mixture signal of $x_1$ and $x_2$ via superposition coding,

$$x_r = \sqrt{P_{r1}(t)}x_1 + \sqrt{P_{r2}(t)}x_2,$$

where $x_i (i = 1, 2)$ is the transmit message intended for $U_i$, and $E\{|x|^2\} = 1$, $P_{r1}(t)$ is the transmit power for $x_1$. Thus, the received signal at $U_i (i = 1, 2)$ is given by

$$y_i(t) = \frac{\hat{g}_i(t)}{d_{ri}}\left(\sqrt{P_{r1}(t)x_1} + \sqrt{P_{r2}(t)x_2}\right) + n_{i,a} + n_{i,c},$$

where $d_{ri}$ denotes the distance between $R$ and $U_i$, $n_{i,a} \sim \mathcal{CN}(0, \sigma_a^2)$ and $n_{i,c} \sim \mathcal{CN}(0, \sigma_c^2)$ are additive white Gaussian noise (AWGN) at the $i$-th user antenna and at the $i$-th user down-converter, respectively. Without loss of generality, we assume that $\frac{\hat{g}_1(t)}{d_{r1}^2} < \frac{\hat{g}_2(t)}{d_{r2}^2}$. According to NOMA scheme, the optimal decoding order for the downlink transmission is ascending order in the channel gain [36], i.e., both users first use successive interference cancellation to decode $x_1$, and then $U_2$ subtracts the signal intended for $U_1$ and decodes its own signal. Let $R_{r1}(t)$ and $R_{r2}(t)$ denote the achievable rate from the relay to $U_1$ and $U_2$ at time slot $t$, respectively, we have

$$R_{r1}(t) = \frac{1}{2}\log_2\left(1 + \frac{P_{r1}(t)g_1(t)}{P_{r2}(t)g_1(t) + \sigma^2}\right),$$

$$R_{r2}(t) = \frac{1}{2}\log_2\left(1 + \frac{P_{r2}(t)g_2(t)}{\sigma^2}\right),$$

where $g_i(t) = \frac{\hat{g}_i(t)^2}{d_{ri}^2}$ and $\sigma^2 = \sigma_a^2 + \sigma_c^2$. It should be addressed that, the energy consumption of the relay should not exceed its harvested energy, therefore we have

$$P_{r1}(t) + P_{r2}(t) \leq \rho(t)P(t)h(t)\eta, \forall t.$$

In this paper, our objective is to minimize the power consumption of the source subject to the minimum required rate by two users. Since the total energy consumption of the source in the $t$-th time slot is $\frac{P(t)T}{2}$, the average power consumption of the source at time slot $t$ is equal to $\frac{P(t)}{2}$. Thus, the power consumption minimization problem for the PSR protocol can be formulated as follows

$$P1: \min_{P(t), R_{s1}(t), R_{s2}(t)} \frac{P(t)}{2}$$

s.t. $\min\{R_{s1}(t), R_{s2}(t)\} \geq \bar{R}_i, \ i = 1, 2, \forall t,$

$$0 \leq \rho(t) \leq 1, \forall t,$$

(3), (6), and (7),

where $\bar{R}_i (i = 1, 2)$ is the minimum required rate by $U_i$. Unfortunately, the optimization problem P1 is neither convex nor concave. So it is difficult to directly solve it by using existing optimization tools. However, we can obtain the optimal solution by some analysis and algebraic operations. Firstly, in order to ensure that the relay can harvest enough energy to forward the information to users, we can obtain the minimum required transmit power at the relay by imposing constraints $R_{r1}(t) = \bar{R}_i, (i = 1, 2)$. From (6), the minimum $P_{r1}(t)$ and $P_{r2}(t)$ must satisfy the following equations

$$P_{r1}(t) = (2\bar{R}_1 - 1)\left(\frac{2g_1^2\sigma^2}{g_2(t)} + \frac{\sigma^2}{g_1(t)} - \frac{\sigma^2}{g_2(t)}\right),$$

$$P_{r2}(t) = \frac{(2\bar{R}_2 - 1)\sigma^2}{g_2(t)}.$$
Moreover, in order to guarantee that the relay can successfully extract the data of two users, according to (3) and imposing constraints $R_i + R_2 = R_{ii}$ ($i = 1, 2$), we can derive the minimum required transmit power at the source as below

$$f_2^{PS}(\rho(t)) = (2^{2(\bar{R}_1 + \bar{R}_2)} - 1)(1 - \rho(t))\sigma_a^2 + \sigma_2^2$$

(10)

Thus, $P_1$ can be transformed into the following single-variable optimization problem:

$$\textbf{P1.1: min : } \max_{\rho(t)} \{ f_1^{PS}(\rho(t)), f_2^{PS}(\rho(t)) \}$$

s.t. $0 \leq \rho(t) \leq 1$.

It is worth noting that, $f_3^{PS}(\rho(t))$ and $f_2^{PS}(\rho(t))$ is the monotonically decreasing and increasing function of $\rho(t)$, respectively. Moreover, we can easily derive $\lim_{\rho(t) \to 0} f_3^{PS}(\rho(t)) = \infty$ and $\lim_{\rho(t) \to 1} f_2^{PS}(\rho(t)) = \infty$, which indicates that $f_1^{PS}(\rho(t))$ and $f_2^{PS}(\rho(t))$ have a unique intersection at $\rho(t) \in [0, 1]$. The optimal $\rho(t)$ should satisfy $f_1^{PS}(\rho(t)) = f_2^{PS}(\rho(t))$. One may readily derive that, the optimal $\rho(t)$ satisfies the following equation

$$-\sigma_a^2 A \rho(t)^2 + (\sigma_2^2 + B) \rho(t) - B = 0,$$

(11)

where $A = \frac{2^{2(\bar{R}_1 + \bar{R}_2)} - 1}{\eta T}$ and $B = \frac{2^{2(\bar{R}_1 + \bar{R}_2)} - 1}{g_2(t)} + \frac{(2^{2(\bar{R}_1 - 1)} - 1) \eta}{g_1(t)}$. Let $f(\rho(t))$ denote the left-hand side of (11). We may easily observe that, $f(0) < 0$ and $f(1) > 0$. Moreover, since $-\sigma_a^2 A < 0$, there must be two roots for (11), one of which satisfies $0 < \rho(t) < 1$, and the other satisfies $\rho(t) > 1$. Thus, we can derive the optimal $\rho(t)$ as follows

$$\rho^*(t) = \frac{\sigma_2^2 + B - \sqrt{(\sigma_2^2 + B)^2 - 4\sigma_a^2 A \rho(t)}}{2\sigma_a^2 A}.$$  

(12)

When we obtain the optimal $\rho^*(t)$, by substituting it into (8) and (10), we can derive the optimal power allocation at $R$ and the minimal power consumption at the source, respectively. In addition, it is worth noting that the optimal power splitting factor $\rho(t)$ for the PSR must satisfy $f_1^{PS}(\rho(t)) = f_2^{PS}(\rho(t))$, i.e., the transmission rate of the first hop equals to that of the second hop, such that no power is wasted. The pseudo-code of the energy efficient PSR design procedure is given in Algorithm 1.

**Algorithm 1 Energy Efficient PSR Design Procedure**

**Input:** $h(t), g_1(t), g_2(t), R_1, R_2, \eta, \sigma_a^2, \sigma_2^2$.

**Output:** $P_1^*(t), P_2^*(t), P_{r1}^*(t), \rho^*(t)$

1. Set $A = \frac{2^{2(R_1 + R_2)} - 1}{\eta T}$
2. if $g_1(t) < g_2(t)$ then
3. $B = \frac{2^{2R_1}(2^{2R_2} - 1)\sigma_2^2}{g_2(t)} + \frac{(2^{2R_1} - 1)\sigma_2^2}{g_1(t)}$
4. Set $P_{r1}^*(t) = (2^{2R_1} - 1)(\frac{2^{2R_2}\sigma_2^2}{g_2(t)} + \frac{\sigma_2^2}{g_1(t)} - \frac{\sigma_a^2}{g_2(t)})$
5. else
6. $B = \frac{2^{2R_2}(2^{2R_2} - 1)\sigma_2^2}{g_1(t)} + \frac{(2^{2R_2} - 1)\sigma_2^2}{g_2(t)}$
7. Set $P_{r1}^*(t) = \frac{(2^{2R_2} - 1)\sigma_2^2}{g_1(t)}$
8. $P_{r2}^*(t) = (2^{2R_2} - 1)(\frac{2^{2R_1}\sigma_2^2}{g_1(t)} + \frac{\sigma_2^2}{g_2(t)} - \frac{\sigma_a^2}{g_1(t)})$
9. Set $\rho^*(t) = \frac{\sigma_2^2 A + B - \sqrt{(\sigma_2^2 A + B)^2 - 4\sigma_a^2 A B}}{2\sigma_a^2 A}$
10. Set $P_{r2}^*(t) = (2^{2(R_1 + R_2)} - 1)(\frac{1 - \rho^*(t)}{\eta T})\sigma_a^2 + \sigma_2^2$

Like the PSR scheme, we assume that the source transmits a signal $x$ intended for either $U_1$ or $U_2$ to $R$ in the relay receiving phase, and the received signal at $R$ can be given by

$$y_r(t) = \frac{\hat{h}(t)}{\sqrt{\eta T}} \sqrt{P(t)x} + n_{r,a} + n_{r,c}.$$  

(14)

Likewise, the achievable rate pair $(R_{s1}(t), R_{s2}(t))$ from $S$ to $R$ satisfies

$$R_{s1}(t) + R_{s2}(t) \leq \frac{1 - \alpha(t)}{2} \log_2 \left( 1 + \frac{P(t)h(t)}{\sigma_T^2} \right).$$  

(15)

After the relay correctly recovers the data for two users, the relay will use the harvested energy to forward data to two users by using the NOMA scheme. When $g_1(t) < g_2(t)$, the achievable rate from relay to two users can be given by

$$R_{r1}(t) = \frac{1 - \alpha(t)}{2} \log_2 \left( 1 + \frac{P_{r1}(t)g_1(t)}{P_{r2}(t)g_1(t) + \sigma_T^2} \right)$$  

(16a)

$$R_{r2}(t) = \frac{1 - \alpha(t)}{2} \log_2 \left( 1 + \frac{P_{r2}(t)g_2(t)}{\sigma_T^2} \right).$$  

(16b)

In addition, due to the energy causality of the relay, the energy used by the relay to forward data should be no larger than its harvested energy, namely,

$$\left( P_{r1}(t) + P_{r2}(t) \right) \left( 1 - \alpha(t) \right) \leq \alpha(T)P(t)h(t)\eta.$$  

(17)

At time slot $t$, since the total energy consumed by the source is $\frac{(1 + \alpha(t))P(t)}{2}$, the problem of minimizing the source power consumption in the TSR protocol can be expressed as

$$\textbf{P2: min : } \frac{(1 + \alpha(t))P(t)}{2}$$

s.t. $\min \{ R_{s1}(t), R_{s2}(t) \} \geq \tilde{R}_i, i = 1, 2, \forall t$,

$$0 \leq \alpha(t) \leq 1, \forall t,$$

(15), (16), and (17).
Algorithm 2 Golden Section Search for $\alpha^*(t)$

Input: $h(t), g_i(t), g_2(t), R_1, R_2, \eta, \sigma^2$, tolerance error $\epsilon_c$;
Output: $\alpha^*(t)$;
1: Initialization: $a = 0$, $b = 1$, $\alpha_1 = a + 0.382(b - a), \alpha_2 = a + 0.618(b - a)$;
2: while $\alpha_2 - \alpha_1 > \epsilon_c$ do
3: Calculate $F(\alpha_1) = \max\{f_1^{TS}(\alpha_1), f_2^{TS}(\alpha_1)\}$ and $F(\alpha_2) = \max\{f_1^{TS}(\alpha_2), f_2^{TS}(\alpha_2)\}$;
4: if $F(\alpha_2) > F(\alpha_1)$ then
5: $b = \alpha_2, \alpha_2 = \alpha_1, and \alpha_1 = a + 0.382(b - a)$;
6: else
7: $a = \alpha_1, \alpha_1 = \alpha_2, and \alpha_2 = a + 0.618(b - a)$;
8: end if
9: end while
10: Set $\alpha^*(t) = \frac{\alpha_1 + \alpha_2}{2}$.

Like P1, P2 is also non-convex and non-concave. Similarly, by imposing the constraints of $R_{si}(t) = R_{ri}(t) = R_i$ ($i = 1, 2$) and from (16), we can obtain the minimal power requirement for the relay to satisfy the target rate constraints by two users, which are given by

$$P_{r1}(t) = \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{\sigma^2}{g_2(t)}.$$

$$P_{r2}(t) = \frac{2^{2R_i(t) - 1}}{g_2(t)} - \sigma^2 g_2(t). \quad (18a)$$

Combined the objective function of P2 and the energy causality at the relay in (17), to ensure the successful transmission from the relay to users, the minimum required average transmit power at the source should satisfy

$$f_1^{TS}(\alpha(t)) = \frac{1 + \alpha(t)P(t)}{2} - \alpha^2(t) \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{\sigma^2}{g_2(t)}.$$

$$f_2^{TS}(\alpha(t)) = \frac{1 + \alpha(t)P(t)}{2} - \alpha^2(t) \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{\sigma^2}{g_2(t)}.$$

(19)

On the other hand, to ensure that the rate from the source to relay can be satisfied, according to (15), we can obtain the minimum required average transmit power by the source as follows

$$f_1^{TS}(\alpha(t)) = \frac{(1 + \alpha(t))P(t)}{2} - \alpha^2(t) \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{\sigma^2}{g_2(t)}.$$

$$f_2^{TS}(\alpha(t)) = \frac{(1 + \alpha(t))P(t)}{2} - \alpha^2(t) \frac{2^{2R_i(t) - 1}}{g_2(t)} - \frac{\sigma^2}{g_2(t)}.$$

(20)

We may easily observe that, P2.1 is a single-variable optimization problem on $\alpha(t)$, which can be effectively solved by using one-dimension line search algorithms, for instance, the uniform sampling search and the golden section search. In the proposed algorithm, the golden section search is used to derive the optimal $\alpha(t)$, as illustrated in Algorithm 2. Since the search space will be reduced by 38.2% after each iteration in the golden section search procedure and $\alpha(t) \in [0, 1]$, the maximum number of iteration $N$ for the given tolerance error $\epsilon_c$ satisfies $0.618^N \leq \epsilon_c$, i.e., $N \geq \log(\frac{\epsilon_c}{0.618}) = 2.0788 \log(\frac{1}{\epsilon_c})$. Thus, the computation complexity of Algorithm 2 for calculating $\alpha^*(t)$ is $O(\log(\frac{1}{\epsilon_c}))$.

When the optimal $\alpha^*(t)$ is obtained, by substituting it into (18), we can obtain the optimal power allocation at $R$. In addition, the optimal transmit power at $S$ can be given by

$$P_s(t) = \frac{2\max\{f_1^{TS}(\alpha^*(t)), f_2^{TS}(\alpha^*(t))\}}{1 + \alpha^*(t)}.$$ 

We may easily observe that, P2.1 is a single-variable optimization problem on $\alpha(t)$, which can be effectively solved by using one-dimension line search algorithms, for instance, the uniform sampling search and the golden section search. In the proposed algorithm, the golden section search is used to derive the optimal $\alpha(t)$, as illustrated in Algorithm 2. Since the search space will be reduced by 38.2% after each iteration in the golden section search procedure and $\alpha(t) \in [0, 1]$, the maximum number of iteration $N$ for the given tolerance error $\epsilon_c$ satisfies $0.618^N \leq \epsilon_c$, i.e., $N \geq \log(\frac{\epsilon_c}{0.618}) = 2.0788 \log(\frac{1}{\epsilon_c})$. Thus, the computation complexity of Algorithm 2 for calculating $\alpha^*(t)$ is $O(\log(\frac{1}{\epsilon_c}))$.

When the optimal $\alpha^*(t)$ is obtained, by substituting it into (18), we can obtain the optimal power allocation at $R$. In addition, the optimal transmit power at $S$ can be given by

$$P_s(t) = \frac{2\max\{f_1^{TS}(\alpha^*(t)), f_2^{TS}(\alpha^*(t))\}}{1 + \alpha^*(t)}.$$ 

(21)

The pseudo-code of the energy efficient TSR design procedure can be outlined in Algorithm 3.

IV. ADAPTIVE TRANSMISSION DESIGN

In this section, we assume that the source is provisioned with a data buffer to store the data from the upper layer application temporarily. The relay is equipped with data buffer and energy storage for temporarily storing the received messages and harvested energy, respectively. The data queue size is assumed to be large enough such that the overflow
probability of data buffer can be negligible.\(^2\) Let \(Q_{si}(t)\) and \(Q_{ri}(t)\) \((i = 1, 2)\) denote the amount of data for \(U_i\) stored in \(S\) and \(R\) in time slot \(t\), respectively. Let \(E(t)\) denote the available energy in the energy storage at time slot \(t\). The energy storage size is denoted by \(E\). Unlike the conventional PSR and TSR, when the relay is provisioned with data buffer and energy storage, the entire time slot can be adaptively allocated to the relay for harvesting energy, receiving information, or transmitting data. Thus, we introduce three binary decision variables \(q_k(t) = \{0, 1\}, k \in \{1, 2, 3\}\) to indicate whether or not the corresponding transmission mode is chosen in the \(t\)-th time slot. \(q_1(t) = 1\) if the energy harvesting mode is selected at time slot \(t\), otherwise \(q_1(t) = 0\). \(q_2(t) = 1\) \((q_3(t) = 1)\) if the relay receiving (transmitting) mode is chosen at time slot \(t\), otherwise \(q_2(t) = 0\) \((q_3(t) = 0)\). In addition, we assume that at most one transmission mode can be selected in each time slot, i.e., \(\sum_{k=1}^{3} q_k(t) = 1\).

**A. Problem Formulation**

Our objective is to minimize the long-term average power consumption of the source under the constraints of the given target rates by two users, as well as the data and energy queue causality. Moreover, the rate allocation at \(S\), the power allocation at \(S\) and \(R\), and transmission mode selection are jointly optimized to minimize the average power consumption of the source. Therefore, the long-term power consumption minimization problem can be formulated as below

\[
P_3: \min_{R_s, P_s, P_r, q} \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} P_s(t)
\]

s.t. \(C1: Q_{si}(t+1) = (Q_{si}(t) + \tilde{R}_i - R_{si}(t))^+, \quad i = 1, 2, \forall t,\)

\(C2: Q_{ri}(t+1) = (Q_{ri}(t) + R_{ri}(t) - \tilde{R}_r(t))^+, \quad i = 1, 2, \forall t,\)

\(C3: E(t+1) = \min\{ (E(t) + E_h(t) - E_r(t))^+, \tilde{E} \}, \quad \forall t,\)

\(C4: \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{si}(t) \geq \bar{R}_i, \quad i = 1, 2,\)

\(\lim_{M \to \infty} \frac{1}{M} \sum_{i=0}^{M-1} R_{ri}(t) \leq \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{si}(t), \quad i = 1, 2,\)

\(C5: R_{si}(t)+R_{ri}(t) \leq q_2(t) \log_2 \left(1 + \frac{P(t)h(t)}{\sigma^2}\right), \forall t,\)

\(C6: P(t) \leq \hat{P}, \forall t,\)

\(C7: P_{r1}(t) + P_{r2}(t) \leq \hat{P_r}(t), \forall t,\)

\(C8: q_i(t) \in \{0, 1\}, i \in \{1, 2, 3\}, \forall t,\)

\(C9: q_1(t) + q_2(t) + q_3(t) = 1, \forall t,\)

where \((\cdot)^+ \triangleq \max\{\cdot, 0\}\) and \(P_s(t) = (q_1(t) + q_2(t))P(t)\). The transmission rate pair \((R_{r1}(t), R_{r2}(t))\) is given by

\[
(R_{r1}(t), R_{r2}(t)) = \begin{cases} 
q_3(t) \left( \log_2 \left(1 + \frac{P_{r1}(t)g_1(t)}{\sigma^2}\right) \right), & \text{if } g_1(t) > g_2(t), \\
\log_2 \left(1 + \frac{P_{r1}(t)g_1(t)}{P_{r1}(t)g_2(t) + \sigma^2}\right) & \text{otherwise},
\end{cases}
\]

\(E_h(t)\) and \(E_r(t)\) denote the harvested energy and consumed energy by \(R\) in time slot \(t\), respectively, which are given by

\[
E_h(t) = q_1(t)P(t)h(t)\eta T, \quad (22a)
\]

\[
E_r(t) = q_3(t)(P_{r1}(t) + P_{r2}(t))T. \quad (22b)
\]

\(\hat{P}\) and \(\hat{P}_r(t)\) are the peak transmit power at \(S\) and \(R\), respectively. In particular, in each time slot, we set \(\hat{P}_r(t) = \frac{E(t)}{T}\) such that the energy consumed by \(R\) does not exceed the stored energy. \(C1\) and \(C2\) represent the data queue causality constraint at \(S\) and \(R\), respectively. \(C3\) denotes the energy queue evolution constraint. \(C4\) represents the target rate constraint of two users. \(C5\) ensures that the transmission rate from \(S\) to \(R\) does not exceed its link capacity. \(C6\) and \(C7\) stands for the peak transmit power constraint of \(S\) and \(R\), respectively. \(C8\) and \(C9\) specify the transmission mode selection constraint in each time slot.

It is worth noting that the above problem \(P_3\) is a mixed-integer non-convex time average optimization problem. To make the problem more tractable, we transform the time average optimization problem into real-time problem by employing the Lyapunov optimization framework, and decompose it into three subproblems to derive the optimal rate allocation, power allocation, and transmission mode selection separately.

**B. Lyapunov Optimization Framework**

At first, based on the practical data and energy queue evolution, we can obtain the following Lemma 1.

**Lemma 1:** If all the data queues of \(Q_{si}(t)\) and \(Q_{ri}(t)\) \((i = 1, 2)\) are both rate stable, i.e., \(\lim_{M \to \infty} \frac{Q_{si}(M)}{M} = \lim_{M \to \infty} \frac{Q_{ri}(M)}{M} = 0\), then we have

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{si}(t) \geq \bar{R}_i, \quad i = 1, 2, \quad (23a)
\]

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{ri}(t) \geq \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{si}(t), \quad i = 1, 2. \quad (23b)
\]

**Proof:** See Appendix A.

From (23), all the data stored in the data buffer of the source can be successfully sent out if all the data queue are rate stable. This means that, the target rates by both users can be effectively guaranteed, i.e., \(C4\) is satisfied. Thus, Lemma 1 indicates that, \(P_3\) can be transformed into minimizing the

---

\(^2\)In [30], it is shown that, the practical buffer occupancy will be less than the pre-defined control parameter \(V\). Thus it is reasonable to assume no overflow if the storage size is larger than \(V\), which can be adjusted for different traffic delivery delay requirements.
long-term power consumption under the constraints of stabilizing all data queues. The Lyapunov optimization framework can be used to effectively handle this issue.

According to the data and energy queue states, the quadratic Lyapunov function is defined as

$$L(\Theta(t)) = \frac{1}{2} \sum_{i=1}^{2} \left( Q_{s_i}^{2}(t) + Q_{r_i}^{2}(t) \right) + \frac{\mu}{2} (\bar{E} - E(t))^2,$$

(24)

where $\Theta(t) \triangleq [Q_{s_i}(t), Q_{r_i}(t), E(t)]$ denotes the concatenated vector for all involved queues at the beginning of time slot $t$. $\mu$ is a non-negative weighting coefficient for the energy queue, which is used to ensure that the data and energy queue size are in the same order of magnitude. $L(\Theta(t))$ measures the current backlog of all queues, which grows with the increase in all data queue sizes. The Lyapunov drift specifies the expected change between two consecutive slots, which is given by

$$\Delta(\Theta(t)) = E[L(\Theta(t + 1)) - L(\Theta(t))] + \Theta(t),$$

(25)

where the expectation depends on transmission decisions and the randomness of CSI for the given $\Theta(t)$. To guarantee the stability of all data queues, our transmission decision should minimize the above Lyapunov drift. Meanwhile, our goal is to minimize the long-term power consumption of the source, and thus we can minimize the following Lyapunov drift-plus-penalty

$$\Delta(\Theta(t)) + \frac{V}{2} E[P(R) + \Theta(t)],$$

(26)

where $V > 0$ is a non-negative weighting coefficient, which can be set up to effectively realize the tradeoff between the queue stability and the long-term power consumption at $S$.

Lemma 2: The Lyapunov drift-plus-penalty has the following upper bound,

$$\Delta(\Theta(t)) + \frac{V}{2} E[P(R) + \Theta(t)] \leq B + \frac{V}{2} E[P(R) + \Theta(t)]$$

$$+ \sum_{i=1}^{2} \left( Q_{s_i}(t) E[R_i - R_{s_i}(t)] \Theta(t) \right)$$

$$+ Q_{r_i}(t) E[R_{s_i}(t) - R_{r_i}(t)] \Theta(t)) \right)$$

$$+ \frac{\mu}{2} (\bar{E} - E(t))^2 E[E_r(t) - E_h(t)] \Theta(t),$$

(27)

where $B$ is a constant independent of $V$, and

$$B = \frac{1}{2} \sum_{i=1}^{2} \left( 2R_{s_i}^2 + R_{r_i}^2 + R_{s_i}^2 \right) + \frac{\mu}{2} (E_r^2 + E_h^2).$$

$R_{s_i}$ and $R_{r_i}$ denotes the maximum transmission rate of the corresponding link. $E_r$ and $E_h$ represents the maximum energy consumed and harvested by the relay, respectively.

Proof: See Appendix B.

Lemma 2 gives us the upper bound of the Lyapunov drift-plus-penalty. Here we propose an online rate allocation, power allocation, and transmission mode selection algorithm to minimize the long-term power consumption of the source by minimizing the above upper bound. Given all queue states $\Theta(t)$ and CSI in each time slot, we make up the transmission decisions on rate and power allocation, as well as transmission mode selection by solving the following real-time optimization problem.

$$P3.1: \min_{R_s, R_v, P_v, q} \left\{ \frac{1}{2} \sum_{i=1}^{2} \left( (Q_{r_i}(t) - Q_{s_i}(t)) R_{s_i}(t) - Q_{r_i}(t) R_{r_i}(t) \right) \right\}$$

$$+ \frac{\mu}{2} (\bar{E} - E(t))(E_r(t) - E_h(t)) + V P_v(t) \right.$$

$$s.t. \quad C5, C6, C7, C8, C9.$$

Note that the optimization problem $P3.1$ is still non-convex. However, we can observe that the optimization variables $q_i(t), (i = 1, 2, 3)$ are binary, and at most one transmission mode can be chosen in each time slot. Therefore, we can enumerate the optimization problem in different situations. If $q_1(t) = 1$, we can derive the optimal power allocation in the energy harvesting mode. If $q_2(t) = 1$, we can design the optimal rate and power allocation of the source in the relay receiving mode. If $q_3(t) = 1$, we can obtain the optimal power allocation of the relay in the relay transmitting mode.

C. Power Allocation in the Energy Harvesting Mode

If the relay is scheduled to harvest energy from the source, i.e., $q_1(t) = 1$ and $q_2(t) = q_3(t) = 0$, the optimization problem $P3.1$ can be equivalently transformed into $P3.2$

$$P3.2: \min_{P(t)} \left\{ (V - \frac{\mu}{2} (\bar{E} - E(t)) h(t)) \eta T P(t) \right.$$

$$s.t. \quad 0 \leq P(t) \leq \hat{P}.$$

Apparently, the above optimization problem is a standard linear programming problem, and the optimal solution can be obtained at the boundary only. Thus, we can easily obtain the optimal power allocation of the source in the energy harvesting mode, which is given in Lemma 3.

Lemma 3: The optimal power allocation of the source in the energy harvesting mode is

$$P(t) = \begin{cases} \hat{P}, & \text{if } \frac{\mu}{2} (\bar{E} - E(t)) h(t) \eta T \geq V; \\ 0, & \text{otherwise.} \end{cases}$$

(28)

From Lemma 3, for a given $V$, the source transfers energy to the relay with the maximum allowed transmit power only when the channel state $h(t)$ is good enough. Moreover, with the increase in $E(t)$, the probability that the relay can harvest energy from the source will decrease. Furthermore, as $V$ increases, the relay harvests energy only when the channel state $h(t)$ is in a better state.

D. Rate and Power Allocation in the Relay Receiving Mode

If the relay is scheduled to receive messages from the source in time slot $t$, i.e., $q_2(t) = 1$ and

$$P3.3: \min_{R_s, P, R_v} \left\{ \frac{1}{2} \sum_{i=1}^{2} \left( (Q_{r_i}(t) - Q_{s_i}(t)) R_{s_i}(t) + V P_v(t) \right) \right.$$

$$s.t. \quad R_{s1}(t) + R_{s2}(t) \leq \log_2 \left( 1 + \frac{P(t) h(t)}{\sigma^2} \right),$$

$$0 \leq P(t) \leq \hat{P}.$$

Obviously, the objective function of $P3.3$ is linear, and all the constraint functions are convex for all optimization variables. Therefore, the above optimization problem is a
standard convex problem. We can easily obtain the optimal rate and power allocation scheme by using the KKT (Karush-Kuhn-Tucher) conditions, which are given in Lemma 4.

**Lemma 4:** The optimal rate and power allocation scheme of the source in the relay receiving mode can be given by

\[
(R_{s1}(t), R_{s2}(t)) =
\begin{cases}
\left( \log_2 \left( 1 + \frac{P(t)h(t)}{\sigma^2} \right), 0 \right), & \text{if } D_1(t) \geq D_2(t) \& D_1(t) > 0, \\
\left( 0, \log_2 \left( 1 + \frac{P(t)h(t)}{\sigma^2} \right) \right), & \text{if } D_2(t) \geq D_1(t) \& D_2(t) > 0, \\
(0, 0), & \text{otherwise},
\end{cases}
\]

where \( D_1(t) = Q_{s1}(t) - Q_{s2}(t) \) and \( D_2(t) = Q_{s2}(t) - Q_{s2}(t) \).

We can observe from Lemma 4 that, unlike the PSR and TSR, at most one user’s data will be scheduled to transmit if the current time slot is allocated for relay receiving. That is, with the help of data buffer, the source always allocates the data transmission to the user with the largest data backlog difference between the source buffer backlog and the relay buffer backlog. The data of \( U_i \) will not be scheduled for transmission at \( S \) as long as the corresponding data backlog is larger than \( Q_{s2}(t) \) at the source. Furthermore, unlike the traditional power water-filling algorithms, the optimal power allocation at \( S \) in the relay receiving mode will not only depend on the underlying CSI, but also on the data backlog. A larger \( D_1(t) \) will result in a lager allocated power if the data of \( U_i \) are scheduled for transmission.

**E. Power Allocation in the Relay Transmitting Mode**

When the relay is scheduled to transmit the corresponding data to both users by using the NOMA scheme, i.e., \( g_1(t) = g_2(t) = 0 \) and \( g_2(t) = 1 \). Without loss of generality, we assume that \( g_1(t) < g_2(t) \), and the results can be easily extended to the case of \( g_1(t) > g_2(t) \). The optimization problem **P3.3** can be rewritten as below

\[
\text{P3.4 : } \min_{P_r} : - \sum_{i=1}^{2} Q_{r_i}(t) R_{r_i}(t) + \mu(\hat{E} - E(t)) T \sigma^2 \left( \frac{2R_{r_1}(t)+R_{r_2}(t)}{g_2(t)} + \frac{1}{g_1(t)} \right) - \frac{1}{g_2(t)} \frac{2R_{r_1}(t)}{1 \frac{g_1(t)}{g_2(t)}} + \frac{1}{g_1(t)} \frac{2R_{r_1}(t)}{1 \frac{g_1(t)}{g_2(t)}}
\]

\text{s.t. } R_{r_1}(t) = \log_2 \left( 1 + \frac{P_{r_1}(t)g_1(t)}{g_2(t)g_1(t) + \sigma^2} \right),

R_{r_2}(t) = \log_2 \left( 1 + \frac{P_{r_2}(t)g_2(t)}{\sigma^2} \right),

P_{r_1}(t) + P_{r_2}(t) \leq P_r. \quad (33)

The above optimization problem is non-convex since both equality constraints are non-linear. However, we can convert **P3.4** into the convex problem by using some mathematical transformation. From (31) and (32), we can obtain

\[
P_{r_1}(t) = (2R_{r_1}(t) - 1) \left( \frac{2R_{r_1}(t)\sigma^2}{g_2(t)} + \frac{\sigma^2}{g_1(t)} \right),
\]

\[
P_{r_2}(t) = (2R_{r_2}(t) - 1) \sigma^2.
\]

By substituting (34) into **P3.4**, we can obtain the following equivalent optimization problem

\[
\text{P3.5 : } \min_{R_r} : - \sum_{i=1}^{2} Q_{r_i}(t) R_{r_i}(t) + \mu(\hat{E} - E(t)) T \sigma^2 \left( \frac{2R_{r_1}(t)+R_{r_2}(t)}{g_2(t)} + \frac{1}{g_1(t)} \right) - \frac{1}{g_2(t)} \frac{2R_{r_1}(t)}{1 \frac{g_1(t)}{g_2(t)}} + \frac{1}{g_1(t)} \frac{2R_{r_1}(t)}{1 \frac{g_1(t)}{g_2(t)}}
\]

\text{s.t. } \left( \frac{2R_{r_1}(t)+R_{r_2}(t)}{g_2(t)} + \frac{1}{g_1(t)} \right) \leq \frac{P_r(t)}{\sigma^2},

R_{r_i}(t) \geq 0, \quad i = 1, 2.

We can easily find that the optimization problem **P3.5** is convex when \( g_1(t) < g_2(t) \). Hence, we can obtain the optimal rate and power allocation scheme by using the KKT conditions, which are given in Lemma 5.

**Lemma 5:** The optimal transmission rate pairs \( (R_{r_1}(t), R_{r_2}(t)) \) are given in (35), as shown at the bottom of the next page.³ By substituting them into (34), we can obtain the optimal power allocation scheme in the relay transmitting mode.

\[
R_{r_1}(t) = \log_2 \left( 1 + \frac{P_{r_1}(t)g_1(t)}{P_{r_2}(t)g_1(t) + \sigma^2} \right),

R_{r_2}(t) = \log_2 \left( 1 + \frac{P_{r_2}(t)g_2(t)}{\sigma^2} \right),

P_{r_1}(t) + P_{r_2}(t) \leq P_r. \quad (33)
\]

³Here we drop the time index \( t \) for brevity.
In order to gain more insight, the impact of data queue size on the power allocation at the relay is demonstrated in Fig. 2. One may easily observe that, the larger data backlog $Q_{r1}(t)$ and $Q_{r2}(t)$ will lead to larger power consumption, such that the queue stability can be guaranteed. Moreover, if $g_1(t) < g_2(t)$, the relay will use the NOMA scheme to forward the data to both users only when $Q_{r1}(t) > Q_{r2}(t)$. Otherwise, the relay prefers to transmit the data of $U_2$ only such that the power consumption can be saved. Furthermore, if the data buffer backlog size of $U_1$ is much larger than that of $U_2$, to ensure the stability of data queues, the relay tends to only forward the data of $U_1$ even if its link quality is poor.

F. Transmission Mode Selection

When the optimal power allocation or rate allocation in the corresponding mode have been obtained, by substituting them into the corresponding objective function, we can get the optimal transmission mode selection scheme, which is given in Lemma 6.

**Lemma 6:** The optimal transmission mode selection scheme is given by

$$q_i^*(t) = \begin{cases} 1, & \text{if } i = \arg \min_{k=1,2,3} \Lambda_k(t), \\ 0, & \text{otherwise}, \end{cases}$$

(36)

where $\Lambda_k(t), k = 1, 2, 3$, are the transmission mode selection metrics, which are given by

$$\Lambda_1(t) = (V - \mu(\hat{E} - E(t))h(t))P(t),$$

(37a)

$$\Lambda_2(t) = \sum_{i=1}^{2} (Q_{r1}(t) - Q_{si}(t))R_{si}(t) + VP(t),$$

(37b)

From the transmission mode metrics, one may easily observe that, the energy harvesting mode will be scheduled if there is a smaller energy queue size. As the data backlog size at the source $Q_{si}(t)$ increases, the system tends to choose the relay receiving mode such that the data backlog size of relay $Q_{r1}(t)$ will increase. With the increase in $Q_{r1}(t)$, the relay transmitting mode will be scheduled with a higher probability. In the relay transmitting mode, $E(t)$ and $Q_{r1}(t)$ will be decreased until the system goes back to select the energy harvesting mode or relay receiving mode. Therefore, by using the proposed BATS, the stability of data buffers can be guaranteed.

In order to clearly clarify the workflow, the pseudo-code of the proposed BATS is outlined in Algorithm 4.

G. Performance Analysis

In this subsection, we analyze the upper bound of the data queue size and the long-term power consumption of the source achieved by using the proposed BATS.

**Theorem 1:** When the proposed rate and power allocation, and transmission mode selection scheme are used, for any $V > 0$, there exists $\epsilon > 0$ such that the proposed BATS satisfies the following features:

1. All data queue $Q_{si}(t)$ and $Q_{r1}(t) (i = 1, 2)$ are rate stable.

$$\Lambda_3(t) = \sum_{i=1}^{2}(-Q_{r1}(t)R_{r1}(t) + \mu(\hat{E} - E(t))P_{r1}(t)T).$$

(37c)

From the transmission mode metrics, one may easily observe that, the energy harvesting mode will be scheduled if there is a smaller energy queue size. As the data backlog size at the source $Q_{si}(t)$ increases, the system tends to choose the relay receiving mode such that the data backlog size of relay $Q_{r1}(t)$ will increase. With the increase in $Q_{r1}(t)$, the relay transmitting mode will be scheduled with a higher probability. In the relay transmitting mode, $E(t)$ and $Q_{r1}(t)$ will be decreased until the system goes back to select the energy harvesting mode or relay receiving mode. Therefore, by using the proposed BATS, the stability of data buffers can be guaranteed.

In order to clearly clarify the workflow, the pseudo-code of the proposed BATS is outlined in Algorithm 4.
Algorithm 4 BATS

Input: $h(t), g_1(t), g_2(t), R_1, R_2, \eta, \sigma^2, T, \text{and } V$;
Output: $R_{s1}^*(t), R_{s2}^*(t), P_s^*(t), P_r^*(t), P_{r2}^*(t), \text{ and } q_k^*(t)$ $(k = 1, 2, 3)$;
1: Initialization: $Q_{s1}(t) = Q_{s2}(t) = Q_{r1}(t) = Q_{r2}(t) = E(t) = 0$;
2: for $t = 1, 2, \ldots, \infty$ do
3: Calculate optimal power allocation of the source in the energy harvesting mode based on Lemma 3;
4: Calculate the $P_s^*(t), R_{s1}^*(t), \text{ and } R_{s2}^*(t)$ in the relay receiving model based on Lemma 4;
5: Calculate optimal $P_r^*(t)$ and $P_{r2}^*(t)$ in the relay transmitting mode based on Lemma 5;
6: Derive optimal transmission mode selection $q_k^*(t)$ $(k = 1, 2, 3)$ according to Lemma 6;
7: Update data queues and the energy queue according to $C1, C2, \text{ and } C3$;
8: end for

(2). The average data queue size and average power consumption of the source satisfy the following constraints:

$$\lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} \sum_{i=1}^{2} \mathbb{E}[Q_{si}(t) + Q_{ri}(t)] \leq \frac{B + V P_s^*}{\epsilon},$$

$$P_s^* \leq \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} \mathbb{E}[P_s(t)] \leq P_s^* + \frac{B}{V},$$

where $P_s^*$ is a theoretical optimal average power consumption of the source.

Proof: See Appendix D.

From Theorem 1, we can observe that the stability of all data queues can be guaranteed by using the proposed BATS. Combined with Lemma 1, this means that the target rates by two users can be effectively ensured. Moreover, one may easily find that the average data queue size grows linearly with $V$, and the gap between the long-term power consumption achieved by the proposed BATS and the theoretical optimal value $P_s^*$ is inversely proportional to $V$. This implies that, the long-term power consumption of the proposed BATS can arbitrarily approach $P_s^*$ at the cost of a large enough average queue size. According to Little’s law, the average queueing delay is proportional to the average queueing size. Therefore, we can achieve a tradeoff of $[O(V), O(1/V)]$ between the average queueing delay and the average power consumption.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the PSR, TSR, and BATS scheme through Monte-Carlo simulations. In all simulations, the data transmission bandwidth is set to be 1 MHz, the noise variance at the antenna and at the down-converter are assumed to $\sigma^2_a = \sigma^2_c = -93$ dBm. The energy storage size is $E = 1$ J. The maximum transmit power at the source is $P = 2000$ mW. We assume that all links are Rician fading channel, and the Rician factor is set to 10 dB. The path loss exponent is set to be $m = 2.7$. In addition, we assume that the average signal power attenuation is 30 dB at the reference distance of 1 m. Thus, the distance-dependent path loss model is modeled as $PL = 10^{-3}d^{-m}$. The weighting coefficient of energy queue is $\mu = 10^{3.0}$. The energy conversion efficiency is $\eta = 0.5$. The duration of each time slot is normalized. All the presented simulation results are obtained for $T = 5 \times 10^6$ time slots. Unless otherwise stated, the distance from the source to relay is assumed to be $d_{sr} = 5$ m, and the distances from the relay to two users are $d_{r1} = 10$ m and $d_{r2} = 5$ m, respectively.

Fig. 3 presents the average power consumption of the source for different user target rates. One may easily observe that, the average power consumption in both the PSR and TSR scheme dramatically increases with the increase in the user target rate. However, the average power consumption growth of the BATS scheme is relatively slow. Moreover, we can find that the PSR outperforms the TSR in terms of energy efficiency, and the performance of the BATS is noticeably superior to the PSR and TSR. This can be explained as follows: (i) Based on the previous analysis in Section III, when compared with the TSR, the optimal power splitting factor $\rho(t)$ for the PSR must satisfy $f_{PS}^T(\rho(t)) = f_{PS}^T(\rho(t))$, i.e., the transmission rate of the first hop equals to that of the second hop, such that no power is wasted. (ii) In the BATS, benefiting from the advantages of the data buffer and energy storage, the system can adaptively decide the mode selection based on the current queue length and CSIs, which results in significant improvements in terms of the realized energy efficiency and the time diversity gain.

To explore the effect of target rate changes on the queue length, we present the time evolution of the energy queue size, the data queue size, and the transmission rate from the relay to two users in Fig. 4. At the initial time, the targeted rates are $\bar{R}_1 = \bar{R}_2 = 0.5$ Mbps. At time $t = 10^6$, the target rates are changed to $\bar{R}_1 = \bar{R}_2 = 1$ Mbps. At time $t = 3 \times 10^6$, the target rate of $U_2$ increases to $\bar{R}_2 = 2$ Mbps. We can find that both energy and queue sizes will quickly enter a new stable state when the target rates are changed, which indicates that the BATS can effectively ensure the stability of all queues. Moreover, with the increase in target rates, energy queue size will decrease, and data queue size will increase. Furthermore, as shown in Fig. 4(c), the user rate requirements can be quickly fulfilled when the target rates change.
Fig. 4. The time evolution of the energy queue size, the data queue size, and the transmission rate.

Fig. 5. Average power consumption of the source v.s. $d_{sr}$.

Fig. 5 presents the effect of the relay location on the average power consumption of the source. Here, we assume that the source, the relay, and $U_2$ are on the same horizontal line. $U_1$ is located in the vertical direction of $U_2$ and is 8.66m away from $U_2$. The distance between the source and $U_2$ is fixed at 10 m. It can be easily observed that, the average power consumption of the source will increase as the distance between the source and the relay increases, which complies with the heuristic that, the power consumption can be reduced if the relay is closer to the source.

With different values of $V$, the average power consumption of the source in the energy harvesting mode and relay receiving mode are presented in Fig. 6. We can observe that, both average power consumption for energy harvesting and data transmission will decrease with the increase in $V$. However, the average power consumption for data transmission is reduced to a certain value and will not continue to decline. This is because the amount of transmitted data is fixed when the target rates are given. Moreover, we can find that the average power consumption used for energy harvesting is much larger than that for data transmission. This can be interpreted by the fact that, the relay is an energy-constrained node and its harvested energy decays exponentially with distance. In order to ensure successful transmission of the second hop, the relay has to harvest enough energy, resulting in larger power consumption in the energy harvesting mode.

The effect of different choices of $V$ on the average data queue size and average power consumption for the BATS are shown in Fig. 7(a) and Fig. 7(b), respectively. We can find that the average queue length of data buffers are proportional to the value of $V$. Moreover, the average power consumption of the source decreases as the value of $V$ increases. However, it is worth noting that only a slight amount of transmitting power can be saved when $V$ is large enough. All of these simulation results are consistent with Theorem 1. The relationship between the average queueing delay and $V$ is presented in Fig. 7(c). We can observe that, the average queueing delay increases with the increase in $V$, which indicates that we can set an appropriate value of $V$ based on the user’s sensitivity to the delay to ensure its delay requirement. Moreover, $U_2$ has a lower average queueing delay than that of $U_1$. This is because $U_2$ is closer to the relay and it can achieve a larger transmission rate. Furthermore, combined with Fig. 7(b), we can conclude that, if users can accept larger queueing delay, user target rates can be satisfied with less power consumption.
VI. CONCLUSION

In this paper, we study the power consumption minimum problem for the wireless powered cooperative NOMA networks, where a source communicates with two users via an energy-constrained relay, and the NOMA scheme is used for forwarding data to both users. First, we derive the minimum power consumption for the conventional PSR and TSR without buffering. Moreover, we formulate the long-term average power consumption minimization problem when the relay is equipped with data buffer and energy storage, which considers the data queue and energy queue causality, peak transmit constraint, and transmission mode selection. By transforming the long-term optimization problem into real-time one, we proposed a novel BATS scheme and proved that the proposed BATS can provide us asymptotically optimal solution. Furthermore, simulation results reveal that, PSR outperforms TSR in terms of the realized energy efficiency. Compared with TSR and PSR, the proposed BATS can significantly improve energy efficiency due to the advantage of buffer-aided transmission mechanism. Finally, in the realistic scenarios, the obtained CSI may be imperfect, and we need to design a robust transmission scheme, which will be explored in our future work. Moreover, it should be addressed that, in this paper, the required energy consumption for transmitting training pilots for channel estimate at the source and relay, as well as the required energy consumption for the CSI feedback by two users to the relay and the control decision transmission from the relay to the source and two users via the dedicated control signalling system is not considered. When the aforementioned energy consumption becomes non-negligible, there should be some increase in the required energy consumption at the relay and the source. We leave this practical analysis in our future work as well.

APPENDIX A

PROOF OF LEMMA 1

Based on the data queue evolution in C1 and C2 of the optimization problem P3, we have

\[
Q_{si}(t+1) \geq Q_{si}(t) + \hat{R}_t - R_{si}(t), \quad i = 1, 2, \forall t, \quad (40a)
\]

\[
Q_{ri}(t+1) \geq Q_{ri}(t) + R_{si}(t) - \hat{R}_t, \quad i = 1, 2, \forall t, \quad (40b)
\]

By summing the above equations from 0 to \(M-1\), dividing it by \(M\) and taking limit, we have

\[
\lim_{M \to \infty} \frac{Q_{si}(M) - Q_{si}(0)}{M} \geq \hat{R}_t - \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} R_{si}(t),
\]

(41a)

\[
\lim_{M \to \infty} \frac{Q_{ri}(M) - Q_{ri}(0)}{M} \geq \lim_{M \to \infty} \frac{1}{M} \sum_{t=0}^{M-1} (R_{si}(t) - \hat{R}_t). \quad (41b)
\]

Without loss of generality, we assume that the initial states of data queues are zero, i.e., \(Q_{si}(0) = Q_{ri}(0) = 0\). Since all data queues are rate stable, i.e., \(\lim_{M \to \infty} \frac{Q_{si}(M)}{M} = 0\) by substituting them into (41), we can obtain the Lemma 1.

APPENDIX B

PROOF OF LEMMA 2

According to data and energy queue evolutions in P3, for each time slot, we have

\[
Q_{si}(t+1) \leq Q_{si}(t) + 2(\hat{R}_t - R_{si}(t))Q_{si}(t) + \hat{R}_t^2 + \hat{R}_{si}^2,
\]

\[
Q_{ri}(t+1) \leq Q_{ri}(t) + 2(R_{ri}(t) - R_{si}(t))Q_{si}(t) + \hat{R}_{ri}^2 + \hat{R}_{si}^2,
\]

\[
(\hat{E} - E(t+1))^2 \leq (\hat{E} - E(t))^2 + 2(\hat{E} - E(t))(E_{ri}(t) - E_{hi}(t)) + \hat{E}_{ri}^2 + \hat{E}_{ri}^2.
\]

Substitute the above equations into (26), we can obtain the Lemma 2.

APPENDIX C

PROOF OF LEMMA 5

Since the proposed algorithm for deriving the power allocation of the relay is to solve the optimization problem P3.4, which is non-convex. However, we have equivalently transformed P3.4 into the convex problem, i.e., P3.5. Thus, we can use KKT conditions to obtain the optimal solution, and the corresponding Lagrange function is where \(\beta(t) \geq 0\) and \(\beta_i(t) \geq 0\) \((i = 1, 2)\) are Lagrange multipliers associated with constraint conditions of P3.5. According to the KKT

Fig. 7. The average data queue size, average power consumption, and average queueing delay with different choice of V.
conditions, we have:
\[
\frac{\partial L}{\partial R_{r1}} = (\mu(\hat{E} - E)T + \beta)^2 \left( \frac{2R_{r1} + R_{r2}}{g_2} \right) + \left( \frac{1}{g_1} - \frac{1}{g_2} \right) \ln 2 - Q_{r1} - \beta_1 = 0,
\]
(43)

\[
\frac{\partial L}{\partial R_{r2}} = (\mu(\hat{E} - E)T + \beta)^2 \left( \frac{2R_{r1} + R_{r2}}{g_2} \right) \ln 2 - Q_{r2} - \beta_2 = 0;
\]
(44)

\[
\beta_1R_{r1} = 0, \quad i = 1, 2.
\]
(45)

Based on the possible value of transmission rate \((R_{r1}, R_{r2})\), we can divide it into four cases and discuss them separately.

Case 1: If \(R_{r1} > 0\) and \(R_{r2} > 0\), we can obtain \(\beta_1 = \beta_2 = 0\). By substituting (44) into (43), we can obtain the optimal transmission rates in this case, which are given by
\[
R_{r1} = \log_2 \left( \frac{Q_{r1} - Q_{r2}}{(\frac{c_1}{g_1} - \frac{c_2}{g_2}) \ln 2} \right),
\]
(47a)

\[
R_{r2} = \log_2 \left( \frac{Q_{r2}(g_2 - g_1)}{(Q_{r1} - Q_{r2}g_1)} \right).
\]
(47b)

In addition, if \(\sigma^2 \left( \frac{2R_{r1} + R_{r2}}{g_2} + \left( \frac{1}{g_1} - \frac{1}{g_2} \right) 2R_{r1} - \frac{1}{g_1} \right) = \hat{P}_r\), we have \(\beta \geq 0\), otherwise \(\beta = 0\). If \(\beta \geq 0\), we can substitute (47a) into (45) to obtain the value of \(\beta\), which is given by
\[
\beta = \frac{Q_{r1}g_1}{(\hat{P}_r g_1 + \sigma^2) \ln 2} - u(\hat{E} - E)T.
\]
(48)

If \(\beta = 0\), the optimal \((R_{r1}, R_{r2})\) must satisfy \(\sigma^2 \left( \frac{2R_{r1} + R_{r2}}{g_2} + \left( \frac{1}{g_1} - \frac{1}{g_2} \right) 2R_{r1} - \frac{1}{g_1} \right) < \hat{P}_r\). According to the above discussion and set \(R_{r1} > 0\) and \(R_{r2} > 0\), we can obtain the necessary and sufficient condition that the optimal solution satisfies this case.

Case 2: If \(R_{r1} > 0\) and \(R_{r2} = 0\), we have \(\beta_1 = 0\) and \(\beta_2 = 0\). From (43), we can obtain the optimal \(R_{r1}\) in this case, which is given by
\[
R_{r1} = \log_2 \left( \frac{Q_{r1}g_1}{\sigma^2(\mu(\hat{E} - E)T + \beta) \ln 2} \right).
\]
(49)

If \(\frac{(2R_{r1} - 1)\sigma^2}{g_1} = \hat{P}_r\), we have \(\beta \geq 0\), otherwise \(\beta = 0\). When \(\beta \geq 0\), by substituting (49) into (45), we can derive \(\beta\), which is given in (48). When \(R_{r2} = 0\), we can derive the value of \(\beta_2\) from (44). Based on the above discussion and set \(R_{r1} > 0\) and \(R_{r2} \geq 0\), we can obtain the necessary and sufficient condition that the optimal solution satisfies \(R_{r1} > 0\) and \(R_{r2} = 0\).

Case 3: If \(R_{r1} = 0\) and \(R_{r2} > 0\), we have \(\beta_1 \geq 0\) and \(\beta_2 = 0\). The similar process with Case 2 can be performed in this case. Here we omit it to save space.

Case 4: If \(R_{r1} = R_{r2} = 0\), we can yield \(\beta_1 = 0\), \(\beta_2 = 0\), and \(\beta = 0\). By substituting \(R_{r1} = R_{r2} = 0\) into (43) and (44), we can obtain the values of \(\beta_1\) and \(\beta_2\). By setting \(\beta_1 = 0\), \(\beta_2 = 0\), we can obtain the necessary and sufficient condition for the case \(R_{r1} = R_{r2} = 0\).

Summarize all cases, we can conclude Lemma 5.

**APPENDIX D**

**PROOF OF THEOREM 1**

For the considered optimization problem \(\textbf{P3}\), there exists a stationary randomized power allocation, and mode selection policy \((R_{si}(t), P(t), P_r(t), q(t))\) that is independent of current data and energy queue with following properties [42]

\[
\text{E}[P_{si}(t)] = \text{E}[P_r(t)] = P^*_s,
\]

\[
\text{E}[\hat{R}_i - \hat{R}_{si}(t)] = \text{E}[\hat{R}_i - \hat{R}_{si}(t)] \leq -\epsilon, \quad i = 1, 2,
\]

\[
\text{E}[R_{si}(t) - R_{ri}(t)] = \text{E}[R_{si}(t) - R_{ri}(t)] \leq -\epsilon, \quad i = 1, 2.
\]

Since the proposed BATS \((R_{si}(t), P(t), P_r(t), q(t))\) is to minimize the upper bound of the Lyapunov drift-plus-penalty, and the average energy consumption of the relay for any scheduling scheme cannot exceed its harvested energy, substituting the above equations into (27), we have

\[
\Delta(\Theta(t)) + V\text{E}[P_s(t) | \Theta(t)] \
\leq B + VP^*_s - \epsilon \sum_{i=1}^{2} \text{E}[Q_{si}(t) + Q_{ri}(t)].
\]
(50)

Taking expectations for (50), we can yield

\[
\text{E}[L(\Theta(t) + 1)] - L(\Theta(t))] + V\text{E}[P_s(t)] \
\leq B + VP^*_s - \epsilon \sum_{i=1}^{2} \text{E}[Q_{si}(t) + Q_{ri}(t)].
\]
(51)

Without loss of generality, we assume that the initial queue states of all queues are zero, i.e., \(L(\Theta(0)) = 0\). Thus, summing the above equation from 0 to \(M - 1\), we have

\[
\frac{1}{2} \sum_{i=1}^{2} \text{E}[Q_{si}^2(M)] + \text{E}[Q^2_{ri}(M)] \leq BM + VP^*_s M.
\]
(52)

\[
L(R_s, \beta) = -\sum_{i=1}^{2} Q_{ri}(t)R_{ri}(t) + (\mu(\hat{E} - E(t))T + \beta(t))^2 \left( \frac{2R_{r1} + R_{r2}}{g_2(t)} + \left( \frac{1}{g_1(t)} - \frac{1}{g_2(t)} \right) 2R_{r1} - \frac{1}{g_1(t)} \right) \beta(t) \hat{P}_r(t) - \sum_{i=1}^{2} \beta_i(t)R_{ri}(t).
\]
(42)
Due to the fact that $E[Q^2(t)] \geq E(Q(t))^2$, from (52), we have
\[ E[Q_{si}(t)] \leq \sqrt{2M(B + V P^*_s)}, \quad i = 1, 2. \]  
Dividing by $M$ and taking the limit as $M \to \infty$ for (53), we can yield $\lim_{M \to \infty} \frac{E[Q_{si}(t)]}{M^2} = 0$. Similar processes can be used to data queues of the relay, and thus all queues are rate stable.

On the other hand, by summing (51) from 0 to $M - 1$ slots and dividing it by $M$, we have
\[
\frac{E[L(\Theta(M))] - E[L(\Theta(0))]}{M} + \frac{V}{M} \sum_{t=0}^{M-1} E[P_s(t)] 
\leq B + V P^*_s - \frac{\varepsilon}{M} \sum_{t=0}^{M-1} \sum_{i=1}^{2} E[Q_{si}(t) + Q_{ri}(t)]
\]
Since $L(\Theta(0)) \geq 0$, we can yield
\[
\frac{1}{M} \sum_{t=0}^{M-1} E[P_s(t)] \leq \frac{B}{V} + P^*_s, \quad (55)
\]
\[
\frac{1}{M} \sum_{t=0}^{M-1} \sum_{i=1}^{2} E[Q_{si}(t) + Q_{ri}(t)] \leq \frac{B + V P^*_s}{\varepsilon}. \quad (56)
\]
By taking the limit as $M \to \infty$ for above equations, we can conclude the Theorem 1.
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