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Abstract—Integrated access and backhaul (IAB) is a promising
solution to improve coverage at low deployment costs. In IAB
networks, due to wireless channel variations, guaranteeing delay
for delay-sensitive applications is a major challenge. Given the
random traffic arrivals and channel variations, using a central
controller for packet-level delay management becomes infeasible
due to the added delay from the central controller. In this paper,
we propose a distributed cross-layer method to provide delay-
guaranteed path selection and scheduling for the IAB network
where priority queues and weighted round robin are adopted
to deliver differentiated services. Our goal is to determine the
optimal path and scheduling decisions to maximize the total
utility of the IAB network. We deploy an iterative approach
in a distributed manner to solve the maximization problem at
each IAB-node. Through simulation, we show that our proposed
solution guarantees the delay at the packet-level while achieving
considerable gains in terms of delay and packet delivery ratio
compared to the state-of-the-art.

Index Terms—Integrated Access and Backhaul (IAB), path
selection, scheduling, delay-guarantee, renewal optimization

I. INTRODUCTION

THE amount of mobile traffic worldwide is anticipated to
increase 670 times from 2010 by 2030 [1]. One strategy

to address the increased demand is through network densifi-
cation, which has the potential to substantially improve both
network capacity and coverage [2]. However, this approach
encounters major drawbacks such as scalability and cost.
One solution to address them is the deployment of wireless
backhaul, known as integrated access and backhaul (IAB) [3].
For 5G NR, IAB has been standardized and recognized as a
cost-effective alternative to wired backhauling [4].

Future wireless systems, such as 5G Beyond and 6G,
are anticipated to support global connectivity [5] as there
is a growing demand for providing reliable communication
services in remote and rural regions. Opting for wireless back-
haul instead of wired optical fiber presents an economically
appealing solution to extend connectivity to these underserved
areas and facilitate deployment.

To cover large-scale remote areas, deployment of IAB with
multi-hop backhauling can provide a flexible range extension
and deployment [6]. Also, it enables wireless backhauling
around obstacles [7]. The 3rd Generation Partnership Project
(3GPP) Rel-16 supports multi-hop topologies based on span-
ning trees (ST) and directed acyclic graphs (DAG) [8]. While
multi-hop IAB networks improve the coverage, it would
increase the network latency due to added hops. Increasing
the number of hops introduces other challenges including path
selection, scheduling, and ensuring latency guarantees.

Latency is a crucial Quality of Service (QoS) requirement in
many emerging applications such as augmented reality (AR),
virtual reality (VR), and real-time control of IoT. With the
prevailing best-effort Internet services, the transmission of
packets is susceptible to issues like packet loss and random
latency, mainly due to factors like network congestions [9].
Furthermore, the wireless nature of IAB networks can exac-
erbate the issue. The best-effort design in existing network
routing protocol cannot deal with the diverse needs of data-
sensitive applications and the wireless channel nature, making
it undesirable for delay-sensitive applications.

It is imperative to incorporate a prioritization mechanism
within networks, establishing a framework for Differentiated
Services (DiffServ) that not only caters to the distinct re-
quirements of various applications but also enhances overall
network resource efficiency. In this regard, IAB networks
should differentiate the delay-sensitive (DS) packets from non-
delay-sensitive (NDS) packets, and guarantee the required
latency for DS packets. However, employing priority queues
poses new challenges such as managing queues, scheduling
paths, and selecting routes. The path selection and queue
management algorithm should consider both network capacity
and traffic dynamics to ensure delay-guaranteed services.

Researchers have extensively explored ways to ensure reli-
able, delay-guaranteed services for delay sensitive applications
by tackling routing and scheduling challenges in wired net-
works. Deterministic network (DetNet) standards led by the
IETF DetNet working group seek to offer delay-guaranteed
services based on predetermined flows by investigating ex-
plicit data paths [10]. Each deterministic flow’s data traffic is
transported with assured delay and minimal variation in delay
through the allocation of reserved resources in a centralized
manner [11]. However, in IAB networks, the throughput of
individual links undergoes constant changes due to wireless
channel variations. These fluctuations can impact the latency
experienced on each link. In addition, resource reservation
methods for traffic with random arrival rates have led to low
efficiency. Flow-based traffic engineering solutions lack the
capability to ensure packet-level delay guarantees and they
cannot leverage the capacity of available paths to balance the
loads and manage congestion.

The problem of routing for delay-guaranteed service can
be formulated as an optimization problem with the objec-
tive of maximizing the number of in-time delivered packets.
Optimizing routing for delay-guaranteed services in wireless
networks, particularly in IAB networks is an open issue. Many
existing optimization solutions encounter scalability issues,
especially in dynamic environments like IAB networks, where
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the wireless channel undergoes constant changes.
Motivated by the above challenge, We focus on the backhaul

routing and scheduling in the IAB network, which does
not include the radio access part. We propose a scheduling
and path selection solution named Delay-Guaranteed Path
selection and Scheduling (DGPS) considering the delay budget
of packets, queuing delay, and varying transmission rates of
wireless links. We refer to this procedure as the forwarding
decision. To achieve an effective forwarding decision, DGPS
utilizes both static network topology and link information, and
dynamic traffic and wireless channel information. To ensure
fast response to traffic dynamics and channel changes, DGPS
adopts a distributed approach. As a result, each IAB-node will
be able to adapt its forwarding decision according to real-
time observation of the traffic, queue, and wireless channel
condition.

The main contributions of this paper are three-fold:
• First, to ensure the E2E packet-level delay, we adopt a

cross-layer approach that involves the collaboration of
link layer queue management and routing sublayer. We
formulate our forwarding decision problem as a utility
maximization problem considering the latency constraint
of each packet.

• Second, we propose a distributed approach to solve the
mentioned problem. Each IAB-node runs the proposed
algorithm to select the optimal forwarding decision for
each packet by considering the delay requirement, current
queue length, and the throughput of each wireless link.
The proposed algorithm maximizes the reward using an
iterative method

• Third, to verify the performance of the proposed solution,
extensive simulations have been conducted. Simulation
results show that DGPS can support delay-guaranteed
services, and improve the packet delivery ratio compared
to the existing state-of-the-art.

The rest of the paper is organized as follows. In Section II,
we introduce the related work and IAB architecture. In Section
III, the system model and problem formulation are described.
Section IV presents the proposed DGPS solution. Section V
presents the simulation results, followed by the concluding
remarks and further research issued in Section VI.

II. RELATED WORK AND IAB ARCHITECTURE

A. Related work

Recently, IAB networks have attracted much attention,
particularly given the deployment of millimetre waves
(mmWave). There are several works [12]–[14] which have
deployed stochastic geometry to model and analyze wireless
backhaul systems. For instance, Saha et al. [12] established
an analytical framework to characterize the rate coverage
probability by leveraging stochastic geometry tools. In addi-
tion, there are several studies focusing on resource allocation
problem [15]–[17]. Reference [17] suggested a distributed
stochastic way to jointly solve the problem of resource al-
location and path selection in DAG multi-hop multi-path
IAB networks. They deployed stochastic optimization tools
to solve the problem. They found the problem’s deterministic

equivalent problem by replacing the random variables with
their expected values.

A limited number of studies have investigated path selec-
tion, scheduling, or their combination with other aspects of
the network. In [18], authors developed multi-hop multipath
scheduling to perform path selection and rate allocation using
stochastic optimization. They used reinforcement learning to
find the best path and converted the non-convex rate allocation
to a convex problem using a successive convex approximation
approach.

An optimization framework which can consider traffic de-
mand variations by employment of constraints and multiple
relaxations was developed in [19]. Nevertheless, the mentioned
solution necessitates manual intervention from experienced
experts and involves time-consuming iterations. This approach
becomes impractical in situations where IAB-nodes demand
real-time results and We experience fluctuations in the wireless
channel. Authors in [20] investigated the routing problem
of IAB networks with the goal of minimizing the latency
while meeting the reliability requirement using entropy-based
reinforcement learning with federated learning.

In [21] an outdoor in-band mesh architecture for the IAB
network was explored. The research focused on incorporating
a joint routing and power control mechanism, both centralized
and semi-centralized, under the constraints of Quality of
Service (QoS). This approach is implemented through a logical
controller that oversees network operations at the MAC layer.

In [22], authors developed a scheduling scheme in a multi-
hop network to minimize the end-to-end (E2E) delay. They
considered two scenarios: 1) with the global knowledge of
queues and 2) limited feedback of queues at each frame;
They solved the problem of sectorizing and interference by
using conflict graphs. They used a deep deterministic policy
gradient algorithm from reinforcement learning to learn the
delay-minimizing scheduling policy.

[23] proposed a risk-averse reinforcement learning ap-
proach for IAB mmWave networks to enhance reliability. [24]
introduced a game-theoretic approach where access points
(APs) selfishly optimize their own latency. Using the Shap-
ley value method, achieving improved system performance
in terms of delay and fairness. However, their focus is on
reducing the latency and not providing any form of guarantee.

Majority of previous studies have attempted to execute path
selection and scheduling in IAB networks with an emphasis
on increasing throughput or reducing latency, while guaran-
teeing the delay remains an open issue. Also, due to the
vast number of parameters used in optimization, the majority
of the suggested optimization solutions are rather complex,
and not desirable for DS packet delivery. Furthermore, delay-
guaranteed routing and scheduling should employ a distributed
method instead of depending on a centralized controller to
ensure fast response to network dynamics. In this way, every
IAB-node would be able to make adaptive decisions based on
real-time observations of queue status and channel situation.
This approach can reduce complexity and overhead, leading
to a quicker and more efficient decision-making process.
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Fig. 1: 3GPP’s illustration of IAB architecture diagram in
Stand-Alone mode.

B. IAB architecture and protocol stack

3GPP initially introduced a study item related to wireless
backhaul to handle the increasing demand in data rate, referred
to as LTE relaying [8]. However, due to the lack of spectrum,
it did not attract enough attention.

One fundamental aspect of 5G involves leveraging high-
frequency transmission carriers, such as millimeter-wave
(mmWave), to enable the utilization of a potentially larger
spectrum. Although mmWave can achieve a higher transmis-
sion data rate, it limits the coverage area of each Base station
(BS) due to faster decay of signals over distance, and more
severe shadowing effect. Therefore, there is a requirement for a
denser deployment of BSs. Nevertheless, while the deployment
of IABs is beneficial, creating a high-performing IAB network
remains an ongoing challenge [25].

As illustrated in Fig. 1, an IAB network consists of two
components: IAB-node(s) and IAB-donor. According to 3GPP
technical report [7], IAB-node refers to a BS which enables
wireless access for User Equipments (UEs) while also wire-
lessly backhauling the associated access traffic. IAB-donor
is defined as the BS that provides the connection between
UEs and the core network while also providing wireless
backhauling capabilities to IAB nodes.

In this structure, each IAB node is equipped with a dis-
tributed unit (DU) and a mobile-termination (MT). The MT
enables the IAB node to establish connections with an up-
stream IAB node or the IAB donor. Through the DU, the IAB
node establishes radio link control (RLC) channels to UEs
and the MTs of downstream IAB nodes. The IAB-donor is
also equipped with a DU to provide support for UEs and MTs
of downstream IAB nodes.

Additionally, the IAB donor is equipped with a centralized
unit (CU) that oversees the DUs of all IAB nodes, including
its own DU. The CU can be divided to two parts: the control
plane (CU-CP), which is responsible for hosting the radio

resource control and the control plane part of the packet data
convergence protocol (PDCP) [4]; and the user plane (CU-
UP), which hosts the user plane part of both the PDCP and the
service data adaptation protocol (SDAP) [4]. The assumption
is made that the DUs on an IAB node are exclusively served
by a single IAB donor [7]. The DU part of IAB-donor
encompasses the RLC, Medium Access Control (MAC), and
Physical layer (PHY) protocols.

The 3GPP introduced five different architecture diagrams
which are different in interfaces and additional functionality
to perform multi-hop forwarding. A promising architecture is
1a [25], which is depicted in Fig. 2. This architectural design
utilizes the CU/DU split architecture and incorporates an
adaptation layer for hop-by-hop forwarding and backhauling
[7]. The IAB donor’s CU/DU functional split is motivated by
the concentration of time-sensitive tasks, such as scheduling,
and fast re-transmission in the DU, strategically positioned in
proximity to the radio part. Simultaneously, it facilitates the
centralization of less critical, time-sensitive radio functionali-
ties within the CU [26].

As illustrated in Fig. 2, the network layer in IAB-nodes is
replaced with a sublayer named backhaul adaptation protocol
(BAP). It replaces the IP functionality of the standard F1-stack
[7]. Within the IAB-node, the BAP sublayer comprises a BAP
entity at the MT function and one separate but collocated BAP
entity at the DU function. on the IAB-donor-DU, the BAP
sublayer encompasses only a single BAP entity [27]. Each
BAP entity consists of both a transmitting and a receiving part.
BAP is responsible for routing of the next hop, Determination
of BAP destination and path for packets from the upper layer,
data transfer, etc [27].

The IAB-donor allocates different L2 addresses referred
to as BAP addresses to each controlled IAB node. Once
it is initialized, the IAB-donor becomes aware of the IAB-
nodes within its network. Consequently, under the IAB donor’s
global knowledge, each IAB node can ascertain both the total
number of IAB-nodes and its neighboring IAB-nodes within
the network. The BAP header used in transmission between
IAB nodes and the IAB donor carries source ID, destination
IDs, and the optional path ID. Each IAB node maintains an
individual routing table specifying the next hop identifier for
every BAP ID. Once an IAB-node receives a packet, the BAP
sub-layer checks the destination ID. If the IAB-node is the
destination, it will be forwarded to higher layers. otherwise,
it will be forwarded to DU part of the IAB to transmit the
packet based on its forwarding table.

III. SYSTEM MODEL

A. Network Deployment

As illustrated in Fig. 3, we considered three tiers of BSs
in the IAB network, including one macro base station as the
IAB-donor which has wired backhaul to the core, and a set
of small base stations as IAB-nodes B = {1, ..., B} which
connect to neighbor nodes using wireless backhaul. The first
tier of the IAB network consists of the IAB donor; the second
tier consists of IAB-nodes which have a direct link to the IAB-
donor and the last tier is the IAB-nodes which do not have
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Fig. 2: Example of the protocol stack for UE access with the BAP layer in 3GPP’s architecture 1a, responsible for managing
routing among IAB-nodes.

TABLE I: Key notations

Symbol Description
B, L Set of IAB-nodes and Wireless links
Bi Set of the neighbours of IAB-node i
Ωi Set of feasible paths from IAB-node i
Hi Set of forward decisions
q Queue type
bqi,j Buffer size of IAB-node i to j of queue q

Tstart, tDB Generation time and Delay Budget of the packet
hq
i,j Forward decision at IAB-node i to j using queue q

TB, pktsz Transport Block and Packet size
µ Numerology
tI Transmission time interval
T tr
i,j , T q

i,j Transmission and Queuing Delay from i toward j
wq Round Robin weight for queue q
Qq

i,j , Tu,q
i,j Queue length and upper bound of q from i toward j

Thop(rj) Per hop delay budget
Gq

i,j [t] Achieved reward

a direct link to the IAB-donor. The network is modelled as
a graph G =< B,L >. Here, L is the set of wireless links
among BSs.

Let Bi be the set of the neighbours of IAB-node i with
size Bi. Assume that there is a directive wireless link be-
tween each IAB-node and its neighbour using directional
antennas. Each IAB-node can simultaneously communicate
with multiple IAB-nodes using hybrid beamforming and multi-
user MIMO techniques. Spatial multiplexing allows multiple
signals to be separated in the spatial domain [28]. Also, IAB-
nodes are in in-band operational mode which results in a
half-duplex mode. The in-band operation is subject to a half-
duplex limitation, meaning that the IAB MT component within
an IAB-node cannot receive while its corresponding DU is
transmitting. Similarly, vice versa holds true to prevent intra-
site interference [20]. In addition, we assume perfect beam
alignment and noise-limited system due to the deployment of
mmWave band which reduces the interference in neighbour
IAB-nodes 1 [29].

1Moreover, to avoid loop problem we only consider inter tier transmission
i.e. the IAB-nodes in a same tier cannot both transmit and receive simultane-
ously during the same time slot.

B. Queue Model and Delay Budget
We consider the downlink transmission of DS and NDS

packets with different delay requirements. In each IAB-node,
two queues are deployed at each port to offer DiffServ, a delay-
guaranteed queue (DGQ) denoted by q = 1, and a best-effort
queue (BEQ) by q = 2.

Let the buffer size at the output port of IAB-node i toward
IAB-node j of each queue be denoted by bqi,j . Given bqi,j and
assuming that the link throughput remains stable over a small
period of time, an IAB-node can determine the upper bound of
queuing delay by dividing the buffer length over the minimum
throughput associated with the queue. For instance, if the
buffer size is 96 Kb and the throughput is 1.5 Mbps, then
the queuing delay upper bound would be 64 milliseconds.

Since wireless backhaul links of IAB-nodes are susceptible
to blockage, e.g. moving objects and seasonal change [20],
the throughput of each link changes over time which alters
the delay upper bound. We assume each IAB-node periodically
broadcasts the delay upper bound of its queues to its upstream
IAB-nodes, which are along the paths toward the IAB-donor.
The frequency of these broadcasts depends on network dy-
namics, such as physical channel conditions. Typically, the
broadcast interval aligns with the channel coherence time,
which ranges from tens to hundreds of milliseconds [30],
ensuring timely updates while minimizing network overhead.

To guarantee the per-hop delay upper bound of each DGQ
and prevent BEQ starvation, the weighted round robin (WRR)
scheduling method is adopted [31]. WRR is a scheduling
algorithm that allocates different portions of service time
to queues based on predefined weights. Queues with higher
weights receive more time or resources, allowing them to
process more data, while still ensuring all queues are served
in a round-robin manner. Thus, each queue can be ensured to
have a minimum portion of link resource based on its weight
when it is non-empty, and the link resource can be used by
others if the queue is empty.

In the WRR scheduling approach, each queue is allocated
a portion of the service time which is its weight. The buffer
size and weight assigned to each queue can determine the
maximum queueing delay of the corresponding queue. For
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Fig. 3: Illustration of different paths in an IAB network

example, if the link rate is R Mbps at TTI ts and the buffer size
is bq KB, the upper bound delay for queue q can be calculated
as Tu,q = bq

0.125(R×wq)
, where wq is the weight assigned to the

queue. Increasing the weight wq will reduce the upper bound
delay for queue q, and vice versa.

Also, it is assumed that every packet carries the time stamp
of its generation time Tstart and its delay budget, tDB , on its
header. Each IAB-node has to choose the best path and queue,
also known as the forwarding decision, for each packet. To
simplify, we define the set of scheduling and path choices
available for each packet at IAB-node i as the “forward
decision set”, denoted by Hi and each individual scheduling
choice as a “forwarding decision” denoted by hqi,j . In this
regard, we can show the set of forward decisions for each
packet at IAB-node i as follows:

Hi = {h1i,1, h2i,1, h1i,2, h2i,2, . . . , h
q
i,j , . . . , h

2
i,Bi

}, (1)

where hqi,j is the decision to forward a packet at IAB-node
i toward IAB-node j using queue q, and Bi represents the
number of neighbouring IAB-nodes that IAB-node i can
transmit packets to.

C. Channel Model

Given the static position of IAB-donor and IAB-nodes, we
assume the link throughput over a small period of time remains
stable, while it can change from time to time due to shadowing
or fading. We can apply the Markov model to describe the
channel. Each state represents a range of SNR, and the
steady-state probability and state transition probabilities of the
Markov channel are determined based on the first-order and
second-order statistics of the channel [32].

We use the Rayleigh fading channel to calculate the steady
state distribution and state transition probabilities. The instan-
taneous SNR, γ is divided into a finite number of levels,
denoted by Γi where i shows the state. Let Si denoted
the ith state and the set of all states are represented by

S = {S1, S2, . . . , SM}. The steady-state probability of γ ∈ Si

is given by:

πi =

∫ Γi+1

Γi

p(γ)dγ = exp(−Γi

γ0
)− exp(−Γi+1

γ0
), (2)

where γ0 is the mean of the received SNR, and p(γ) is
the probability density function (pdf) of γ which has an
exponential distribution. Assuming that the channel stays in
the same state for the duration of coherence time tcoh, the
transition probability could be approximated as:

Pi,i+1 =
N(Γi+1)× tcoh

πi
, i = 1, 2, . . . ,M − 1, (3)

Pi,i−1 =
N(Γi)× tcoh

πi
, i = 2, 3, . . . ,M, (4)

Pi,i = 1− Pi,i+1 − Pi,i−1. (5)

Here N(Γi) is the level-crossing rate of the Rayleigh fading
envelope at Γi [33]:

N(Γi) =
√
2πfD

√
Γi

γ0
exp (−Γi

γ0
), (6)

where fD is the Doppler shift.

D. MCS Selection

One of the key features of 5G NR is adaptive modulation
and coding scheme (MCS). Every user reports channel state
information (CSI) to its gNB as feedback [34]. CSI reports can
be triggered by channel variations or broadcast periodically
in accordance with the channel coherence time. These CSI
reports ensure that each IAB-node has up-to-date channel
information. The reporting mechanisms follow existing stan-
dards, such as those defined in 5G NR [35], which include both
periodic and aperiodic updates. The BS schedules downlink
data transmissions such as MCS, number of transmission
layers, and Multiple-Input Multiple-Output (MIMO) precoding
based on the user’s feedback on channel state information
accordingly.

Having different MCS due to channel variations can al-
ternate the network performance in terms of throughput and
latency. To illustrate the impact of this change, different states
in the Markov channel model are mapped to appropriate MCS.

Based on the chosen MCS and subcarrier spacing, we can
calculate the transport block (TB) size and throughput of each
state. According to 3GPP’s technical specification, there are
two approaches to calculate TB [34]. One method determines
the precise amount of TB that is employed in this work,
while the other estimates the maximum size of TB. In our
study, we utilized the precise method to calculate the TB
size, which incorporates factors such as code rate, modulation
order, number of layers, and physical resource blocks. A
comprehensive explanation of this methodology can be found
in [34].
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E. Latency Calculation

One of the key enabler technologies of 5G is the use of
flexible numerology (µ) that allows the network to deploy
different sub-carrier spacing of 2µ×15KHz to support different
services such as URLLC, mMTC, etc. [36]. 5G-NR latency
is mostly measured in terms of multiple transmission time
interval (TTI), tI which is depended on selected µ. The length
of NR TTI is equal to slot length which is 1

2µ ms [20]. The
E2E delay for direct transmission from the IAB-donor to a
user is mostly affected by queuing delay T q , and transmission
delay T tr, since the Processing delay is almost constant, and
propagation delay is negligible. Thus, the total delay for a
multi-hop transmission from IAB-node m to n using path r
hops can be calculated by:

TTotal
m,n (r) =

∑
(i,j)∈r

[
T tr
i,j + T q

i,j

]
. (7)

The transmission time from IAB-node i toward IAB-node j
using queue q can be calculated by T tr

i,j = ⌈ pktsz
TBi,j×wq

⌉ × tI ,
where TBi,j is TB size for the path from IAB-node i to j and
wq is the weight of the round robin for the link departure.
Queuing delay can be calculated by using:

T q
i,j =

Qq
i,j∑

l=1

(pktsz)l
TBi,j × wq

× tI , (8)

here pktsz shows the packet size and Qq
i,j is the queue length

which can be calculated as follows:

Qq
i,j [t+ 1] =

[
Qq

i,j [t]− rqi,j , 0
]+

+ aqi,j , (9)

where rqi,j = TBi,j×wq is the number of departure and aqi,j is
arrival packets, respectively. The delay upper bound for each
queue (Tu,q

i,j ) can be calculated by:

Tu,q
i,j =

bqi,j
TBi,j × wq

× tI . (10)

F. Problem Formulation

Consider the topology shown in Fig. 3. For instance, there
are three paths r1 := {IAB 1 −→ IAB 2 −→ IAB 8},
r2 := {IAB 1 −→ IAB 3 −→ IAB 8}, and r3 := {IAB 1 −→
IAB 4 −→ IAB 8} from the IAB-donor to IAB-node 8. Assume
that every one of these paths can satisfy the required latency as
demanded by the application. This means that the total delay
cost, represented as c(r), for each path, is lower than tDB .
Here, c(r) =

∑
h∈r D1

h stands for the sum of delay upper
bounds of the DGQs, D1

h, for every individual hop h at path
r.

Each IAB-node (including the IAB-donor) has two queues
for each path, and in total, there are six choices to deliver the
packet at the IAB donor. However, not all choices can meet the
required tDB because of the network dynamics and different
TB sizes at each path. Moreover, due to the deployment of
WRR, it is crucial to investigate how to use different queues
since they have a mutual impact. With the deployment of
WRR, a high-priority queue prolongs the queuing delay in
the low-priority queue, and vice versa.

Considering the above condition, the optimal decision aims
to maximize the network’s overall utility considering the delay
requirement. In other words, the optimization problem’s focus
is on identifying a series of appropriate forwarding decisions
for each packet, ensuring that the packet’s end-to-end delay
criteria are met. The optimization problem can be formulated
as follows:

P0 : max
hDS,hNDS∈H

T∑
t=1

UDS(PDS[t]|hDS) + UNDS(PNDS[t]|hNDS)

(11a)
s.t. D(PDS [t]) ≤ tDB , (11b)

where PDS and PNDS denote arrived packets at their destination
at TTI t, respectively. UDS and UNDS represent the network
utility function for DS and NDS packets. The network utility
function is a mathematical tool used to measure the satisfaction
or benefit that users, operators, or applications obtain. hDS and
hNDS show the forwarding decision made at each IAB-node,
respectively. D(.) calculates the E2E delay. Eq.(11a) aims to
maximize the total utility and (11b) is applied to ensure every
received packet has met its delay requirement.

IV. DELAY-GUARANTEED PATH SELECTION AND
SCHEDULING (DGPS)

Performing path selection among the IAB-nodes to reach the
destination via wireless links is challenging due to dynamic
channels. We propose a DGPS algorithm to perform wireless
routing and queue selection, based on local queue information
and TB size. Our proposed algorithm can be divided into two
parts. DGPS initially filters out undesired paths and queues in
three steps to reduce time complexity since the implementation
of priority queues can increase the time complexity. Then, we
aim to identify paths and queues that maximize overall utility

The distributed nature of the proposed method ensures
scalability, as each IAB-node independently makes forwarding
decisions without relying on a centralized controller. This
approach distributes the computational and decision-making
load across the network, enabling efficient scaling as the
number of IAB-nodes increases compared to existing Internet
routing such as OSPF. The decision space grows linearly with
the number of neighbouring IAB-nodes rather than the total
network size, making it more efficient. Our time complexity
analysis confirms that the algorithm remains efficient even in
larger networks.

For DGPS to work effectively, each IAB-node must broad-
cast its updated upper-bound delay, which is calculated based
on the TB size, to its parent IAB-nodes along the path toward
the IAB-donor.

In our proposed algorithm, exploring multiple paths expands
the routing choices, at the cost of higher time and space
complexity. For a network with n IAB-nodes and an average
of k neighbour IAB-nodes, the time complexity of routing
table generation rises to O(kn log n), compared to O(n log n)
for a single-path routing protocol. The space complexity for
maintaining the forwarding table at each router increases from
n (in single-path routing) to kn.
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A. Queue and Path filtering

Since we have a rich decision space for finding the optimal
decision, one of our objectives is to reduce time complexity.
In this regard, we reduce decision space through a three-step
process. The following processes are listed in Lines 1-6 in
Algorithm 1.

Let Ωi denote the feasible paths from IAB-node i to the
destination. In DGPS, each IAB-node finds the shortest path
from each of its neighbours to the destination. Thus, if an
IAB-node has k neighbors, it will calculate k paths. As the
number of neighbours increases, the decision space expands.
As all nodes enlarge the routing options effectively, the number
of paths explored grows exponentially w.r.t. the network size.
This can enhance the overall performance by exploring more
routing choices, particularly in denser networks.

In order to filter out the unacceptable routes and queues,
upon the arrival of a packet, the information such as tDB and
Tstart will be extracted and the packet will be enqueued to
the ingress buffer. Then the IAB-node calculates the remained
t∗DB = Tstart+tDB−Tnow for the packet and computes Tth =
min{t∗DB , c(r)

∗
prev} as the threshold to remove undesirable

paths in the following, where c(r)∗prev is the previous IAB-
node’s computed cost (Lines 1-3).

we first focus on performing path filtering to ensure that
the candidate routes can meet the required latency. For each
route r, c(r) is computed and compared with Tth. If the
selected route cannot meet the threshold (c(r) > Tth), path r is
removed from Ωi. After this filtering, if set Ωi becomes empty,
the IAB-node will drop the packet since it cannot guarantee
the delay (Line 4).

Then, we focus on the available queue space for each
queue. The available queuing space of each queue is given
by bqi,j − Qq

i,j . If the available space is less than pktsz, the
IAB-node will eliminate that queue from the list of possible
choices because there is insufficient space to accommodate the
packet, resulting in the packet being dropped (Line 5).

Next, the per-hop delay budget is computed:

Thop(rj) = t∗DB − c(rj). (12)

The IAB-node compares the queuing delay T q
i,j [t] of each

hqi,j ∈ Hi with per-hop delay budget Thop(rj), and removes
the forwarding decisions which cannot meet the requirement
(Line: 6). At this point, if there is no more available path,
the packet would be dropped. Otherwise, it will continue to
select the path according to the following utility maximization
process.

B. Utility maximization

The IAB-node has a finite set of feasible paths H̃i which
can meet the delay requirement. Our goal is to find the best
decision to maximize the overall utility. Since our problem
is spatiotemporally correlated, it is hard to find the optimal
answer. We propose a distributed approach to find the for-
warding decision based on the packet’s delay budget which
can be categorized as a renewal optimization problem [37],
[38].

At every TTI, we can use a cost-reward tuple
(T q

i,j [t], G
q
i,j [t]) to represent each forwarding decision

hqi,j ∈ Hi, where Gq
i,j [t] is the achieved reward for executing

hqi,j [t] ∈ Hi:

Gq
i,j =

(Thop(rj)− T q
i,j)

wq
. (13)

Such a reward aims to use the lower priority queues first
when they are available and feasible to meet the deadline while
reserving the higher priority queues for the impending urgent
packets. Then, the infinite horizon reward per time cost ratio
for each IAB-node i can be calculated as follows:

θi = lim
K→∞

∑K
k=1G

q
i,j [k]∑K

k=1 T
q
i,j [k]

, (14)

where Gq
i,j [k] and T q

i,j [k] are achieved reward and queuing
latency for the received packet k at IAB-node i, respectively.
In this regard, instead of solving P0, we focus on improving
network utility through local decision-making at each IAB-
node. While it does not guarantee global optimality, it provides
scalable and efficient solutions for dynamic environments.
we can decouple it into a set of sub-problems, i.e., we can
maximize θi for each IAB-node i ∈ B:

P1 : max
hq
i,j∈H̃i

θi, (15a)

s.t. (T q
i,j [k], G

q
i,j [k]) ∈ U(H̃i), k ∈ {0, 1, . . . ,K}.

(15b)

Here, U(H̃i) represents the set of all possible cost-reward
tuples in H̃i. However, finding the optimal answer to P1 is
challenging due to the randomness of network dynamics and
the deployment of adaptive MCS at each IAB. To overcome
these issues, we deployed a heuristic approach leveraging the
iterative algorithm for solving renewal optimization problems
in [37], [39] to solve P1 based on previous decisions where θ∗

is approximated by repeatedly selecting the cost-reward pair
that maximizes the reward gradient i.e., we choose the tuple
which maximizes the reward gradient.

We can convert P1 to the following problem:

P2 : max
hq
i,j∈H̃i

ψ[k] = Gq
i,j [k]− δi[k]T

q
i,j [k], (16a)

s.t. (T q
i,j [k], G

q
i,j [k]) ∈ U(H̃i), k ∈ {0, 1, . . . ,K},

(16b)

where δi will be updated after each decision as follows:

δi[k + 1] =
[
δi[k] + µ(Gq

i,j [k]− δi[k]T
q
i,j [k])

]δmax
i

δmin
i

. (17)

Here, [.]δmax

δmin
is the normalization function between the range

[δmin, δmax], and µ denotes the step size (Line: 7-14).
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Algorithm 1 DGPS Algorithm
Input: Hi and Ωi at node i
Output: Forwarding decision hq∗i,j(Path,Queue)

1: Upon a packet arrival, extract tDB and Tstart and
enqueue it to ingress buffer

2: Calculate the remained delay budget:
t∗DB = Tstart + tDB − Tnow

3: Define Tth = min{t∗DB , c(r)
∗
prev}

4: Path filtering using Tth and C(r)
5: Eliminating queues without enough space
6: Removing hqi.j based on Thop(rj) and T q

i,j [t]

7: for each hki,j ∈ H̃i do
8: Calculate Gq

i,j using Eq. 13
9: Define ψ[k] = Gq

i,j [k]− δi[k]T
q
i,j [k]

10: if ψ∗[k] ≥ ψ[k] then
11: ψ∗[k] = ψ[k], path = j, queue = q
12: end if
13: end for
14: update δi[k + 1] using (17)

Architecture 1a for IAB networks, which is deployed in
this work, assumes that the DUs on an IAB-node are served
by only one IAB-donor [7]. However, this method can be ex-
tended to additional tiers and IAB-donors due to its distributed
nature. In DGPS, each IAB-node independently makes for-
warding decisions, making it well-suited for implementation
in larger networks.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
routing and scheduling protocol. In DGPS algorithm, two
queues are deployed at each IAB-node for each link, which
can be easily extended to more priority queues. Our work
is compared with two routing protocols, the open shortest
path first (OSPF) protocol [40] which calculates the shortest
path among IAB-nodes to efficiently distribute the data using
Dijkstra’s algorithm, and the equal-cost multipath (ECMP)
protocol [41] which can use multiple parallel paths with
equal cost (in terms of a static cost metric) to improve load
balancing. The link cost metrics in these algorithms are the
delay upper bound based on the selected MCS and they do
not use prioritized queues for each link. Also, we assume that
these algorithms are able to drop packets if they exceed the
specified delay budget. This prevents wasting queue space on
delivering outdated packets.

A. Network Configuration

We consider a network of eleven IAB-nodes in a DAG
topology with one IAB-donor as illustrated in Fig. 3. Because
of the deployment of the DAG topology, each IAB-node is
guaranteed to have at least one path available. The simulation
parameters are summarized in TABLE II and TABLE III.

We divided the received SNR into four different levels
and mapped each level to the appropriate MCS [42]. Our
deployed MCSs are [QPKS, 602/1024], [16QAM, 490/1024],
[64QAM, 466/1024], [64QAM, 873/1024]. We considered our
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Fig. 4: Queue length of IAB-donor’s every link in high traffic
load

network is using numerology (µ = 2) and we are using 66
resource blocks (RB) and there are 12 subcarriers per RB.
Furthermore, we used normal cyclic prefix and two physical
downlink shared channel (PDSCH) transmission layers. The
TB for each path is calculated based on these MCS and con-
figurations. For instance, the TB size for [16QAM, 490/1024]
based on this configuration is equal to 19992 bits. Furthermore,
due to the higher transmission power of the IAB-donor,
being a macro base station, compared to other IAB-nodes,
which are small base stations [43], results in a higher steady-
state probability for employing higher MCS. The transition
probabilities between the states are presented in TABLE IV.

We examine our proposed solution across various traffic
load scenarios outlined in Table III. In this regard, we con-
sidered two types of applications supported by our network
for downlink transmission: (1) the time-sensitive application
generates packets of size 1500 B and requires a guaranteed
E2E delay of 10ms (DS packets), and (2) the non-time-
sensitive packets with size of 1500 B and delay budget of 1 s
(NDS packets). The considered buffer size and WRR weights
for DGQ and BEQ are 12 KB and 600 KB, and 0.8 and 0.2,

TABLE II: Buffers and packets configuration

Parameters DGQ BEQ
Buffer Size bqi (KB) 12 600
WRR weight wq

i 0.8 0.2
DS NDS

Packet Size pktsz (B) 1500 1500
Delay budget tDB(TTI) 40 4000

TABLE III: Simulation Parameters

Traffic Load (on/off) High Medium Low
Prb,DS, Prb,NDS 0.5,1 0.5,0.75 0.5,0.5
ρ 0.70 0.59 0.48
Modulation QPSK 16QAM 64QAM 64QAM
Coding rate×1024 602 490 466 873
µ 2
tI (ms) 0.25
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Fig. 5: Queue length of IAB-donor’s every link in high traffic load in lower SNR state
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Fig. 6: Queue length of IAB-donor’s every link in bursty mode with high traffic load in lower SNR state

TABLE IV: Transition probability matrices

IAB-Doner IAB-node0.88 0.12 0 0
0.8 0.18 0.02 0
0 0.9 0.07 0.03
0 0 0.99 0.01


0.35 0.65 0 0
0.15 0.7 0.15 0
0 0.25 0.7 0.05
0 0 0.95 0.05



respectively.
We utilize an on/off packet generation model, originating

from the core network and intended for each IAB-node,
including IAB-donor. These packets are then distributed via
an IAB-donor to different IAB-nodes throughout our network.
At every TTI, within the core network, there exists one NDS
packet generator and one DS packet generator, each designated
for a specific IAB-node as the destination. The probability
Prb,DS and Prb,NDS indicate the likelihood of the DS and
NDS packet generators being active for each IAB-node b as
their destination. The probability of each traffic scenario and
its average arrival rate divided by the departure rate (ρ) is
summarized in Table III.

B. Instant queue length

We first analyzed the queue lengths across each link within
the IAB-donor, as illustrated in Figs. 4 through 6. The x-
axis represents the TTI, while the y-axis indicates the queue
length measured in KB. In the DGPS algorithm, each link
is associated with two queues. Therefore, the queue length
displayed in the figures is the sum of the lengths of these two

queues corresponding to each link. Fig. 4 illustrates the instant
queue length on each link for all algorithms. In the initial
200 TTIs, the wireless channel quality is poor, leading the
IAB-donor to employ lower MCS for transmission, resulting
in prolonged queues. However, as the SNR improves and the
IAB-donor adopts a higher MCS, DGPS effectively reduces
the queue length close to zero, which is not achieved by ECMP
and OSPF. Also, We observe that in OSPF the queue length
for the link from IAB-donor to IAB node 3 remains relatively
constant over a period of time. This consistency is due to
our assumption that OSPF and ECMP algorithms can discard
packets in their queue when they reach their delay budget. This
strategy helps enhance the efficiency of their queues since we
have DS packets which need to be delivered in time. Next, we
are going to focus on TTIs where the wireless channel is not
in a good situation, posing a greater challenge. Two distinct
configurations are employed to illustrate packet distribution in
each queue for three different algorithms.

For the high traffic load scenario, Fig. 5a illustrates that
DGPS effectively distributes packets across various links,
maintaining a balanced load and mitigating congestion on
specific links. Similarly, Fig. 5b depicts ECMP attempting
a similar distribution, albeit less efficiently than DGPS. Ad-
ditionally, Fig. 5c reveals poor traffic distribution, resulting
in prolonged queues for the link from IAB-donor to IAB-
node 3. The superior performance of DGPS is attributed to
its utilization of global network knowledge, including the
delay upper bound of subsequent IAB-nodes, coupled with
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Fig. 7: Average queue length of IAB-donor in medium and high traffic load
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load

local knowledge of its own TB size and queueing delay. This
comprehensive information allows DGPS to make informed
decisions regarding path selection and queue utilization. Sim-
ilarly, a consistent pattern is observed in Fig. 6 for bursty mode
under high traffic load. DGPS demonstrates a well-balanced
distribution of queue lengths, outperforming other algorithms.
In Fig. 6b, it is evident that the queue lengths for the links from
IAB-donor to IAB-node 3 and IAB-donor to IAB-node 4 at
TTI 116 are 271 KB and 211 KB, respectively. This difference
of 60 KB between the two links can adversely impact network
performance.

C. Average queue length and Dropped packets

Furthermore, the average queue length at each TTI for both
medium and high traffic loads is depicted in Fig. 7. Notably,
DGPS maintains a lower average queue length at every TTI
compared to ECMP, due to its better link utilization and traffic
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Fig. 9: Comparison of E2E latency in Medium Traffic Load

distribution. In Fig. 7b, OSPF exhibits the lowest average
queue length. This result is because of the extended queue
latency at one of the links, causing a significant number of
DS packets to be dropped as they fail to meet their delay
budget. In our design, packets are dropped by each IAB-node
upon reaching the delay budget threshold to save the resource
for better utilization.

The count of dropped packets from the IAB-donor at each
TTI under high traffic load is illustrated in Fig. 8. Notably,
OSPF exhibits the highest number of dropped packets at each
TTI due to its prolonged queues, while DGPS consistently
outperforms the other algorithms in minimizing packet drops.

D. E2E delay comparison

We assess our algorithm’s E2E delay performance, pre-
sented in Figs. 9 to 11, across varying traffic loads for received
packets. We examine three traffic load scenarios outlined in
Table III. For moderate traffic loads, Fig. 9 illustrates DGPS’s
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superior E2E latency performance for both DS and NDS
packets compared to ECMP and OSPF. DGPS and ECMP
demonstrate similar performance for DS and NDS packets.
The reason behind the better performance of DPGS and ECMP
is that they distribute the traffic accordingly and improve the
congestion situation in the network. On the other hand, OSPF
is not capable of using alternative paths.

Under high traffic load, Fig. 10 shows that DGPS sub-
stantially outperforms ECMP and OSPF. DGPS algorithm
delivers 99% of DS packets and 79% of NDS packets in four
TTIs. Notably, DGPS’s E2E latency for DS and NDS packets
differs due to its consideration of the packet’s delay budget
in routing and scheduling. Note that this comparison is only
among the received packets in their required latency and it
did not consider dropped packets. Although in Fig. 10, OSPF
outperforms ECMP, it has a lower packet delivery ratio (ν) as
shown in Fig. 12.

Furthermore, we examine DGPS in bursty mode. For bursty
DS Mode, we assumed there are three DS packets generated

for a specific destination (IAB-node 8) at each TTI. Fig. 11
shows the E2E latency comparison in Bursty DS packet mode
in a medium background traffic load. With DGPS, E2E delay
for received DS packets is less than 10 TTIs, and over 87%
of the packets are received in four TTIs.

E. Packet delivery ratio

Fig. 12 depicts the comparison among packet delivery ratio
of all algorithms in different traffic load situations. We defined
packet delivery ratio as the number of received packets at
the destination within the delay requirement over the total
generated packets for the same destination. It is noteworthy
to mention that packet drops only happen when coming
packets exceed the buffer size or we cannot satisfy the tDB

of the packet. Fig. 12a displays nearly 100% packet delivery
ratios for all algorithms with low traffic for DS packets. The
similar performance is due to the minimal network congestion,
allowing all algorithms to efficiently utilize available resources
without significant queuing delays.

Nevertheless, as background traffic increases, ECMP and
OSPF’s performance declines, leading to significant DS packet
drops in high-traffic conditions. DGPS, however, maintains
its performance despite the high load. This behaviour occurs
because ECMP and OSPF do not prioritize packet delivery
based on delay requirements, and adapt to traffic loads and
channel variation which leads to more congestion and packet
drops as traffic increases. Similarly, this trend is observed for
NDS packets in Fig. 12b, where ECMP and OSPF achieve a
superior packet delivery ratio compared to DS packets. This
difference arises because NDS packets possess a higher tDB ,
So they have not dropped due to the delay budget. Fig. 12c
shows the packet delivery ratio comparison of all approaches
in bursty DS packet mode in different background traffic
loads. While in low background traffic load, DGPS and ECMP
perform well, they perform poorly in higher background traffic
load compared to DGPS. The high amount of traffic can
overwhelm the queues, resulting in a lower packet delivery
ratio compared to the more controlled low-traffic or non-bursty
scenario. However, DGPS still outperforms OSPF and ECMP.

We further present confidence intervals for the packet
delivery ratio under two challenging traffic conditions. For
DS packets in high traffic load, the 95% confidence interval
for packet delivery ratio is [0.9982, 0.9999], indicating very
high reliability. In the bursty mode with high background
traffic, the 95% confidence interval for packet delivery ratio
is [0.8941, 0.9154], showing the robustness of the algorithm
even in more challenging scenarios. These confidence intervals
provide insight into the system’s reliability and demonstrate
the algorithm’s ability to consistently deliver packets within
their delay budgets.

F. Packet delivery ratio in extended network

We conducted an extended simulation by adding a fourth
tier to the original network configuration to further evaluate
the system’s scalability and performance under more realistic
conditions. This modification aimed to provide insights into

This article has been accepted for publication in IEEE Transactions on Cognitive Communications and Networking. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCCN.2024.3504482

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on November 23,2024 at 18:31:51 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 12

Low Traffic Medium Traffic High Traffic
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DGPS

ECMP

OSPF

(a) DS packets

Low Traffic Medium Traffic High Traffic
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DGPS

ECMP

OSPF

(b) NDS packets

Low Traffic Medium Traffic High Traffic
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DGPS

ECMP

OSPF

(c) DS packets in bursty mode

Fig. 12: packet delivery ratio of different approaches for DS packets and NDS packets

the robustness and efficiency of the proposed DGPS method
when applied to larger networks.

The results of this extended simulation are depicted in
Fig.13. Figs.13a and 13b show trends similar to those observed
in previous evaluations, indicating that the DGPS method
continues to perform effectively with an increased number of
nodes. The packet delivery ratio of DGPS is more than ten
times higher than the benchmarks.
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Fig. 13: DS packet delivery ratio of different approaches in
four tiers scenario

VI. CONCLUSION

In this paper, we have proposed a distributed delay-
guaranteed path selection and scheduling approach for multi-
hop IAB networks using different priority queues to deliver
packets. Our proposed approach has enabled each individ-
ual IAB-node to determine the optimal path and scheduling
decision for each packet based on its delay requirement,
knowledge of downstream IAB-nodes upper bound delay, and
the current IAB-node’s queue status. Each IAB-node solves a
renewal optimization problem to make a decision. Through our
simulation, we have demonstrated that our proposed solution
substantially outperforms the existing ones in terms of latency
and packet delivery ratio. There are many further research
issues to extend the proposed solution such as increasing the
number of DGQs and defining adaptive limits for buffers to
prevent bufferbloat.
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