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Downlink Scheduler for Delay Guaranteed Services
Using Deep Reinforcement Learning

Jiequ Ji"¥?, Xiangyu Ren

Abstract—In this article, we propose a novel scheduling scheme
to guarantee per-packet delay in single-hop wireless networks for
delay-critical applications. We consider several classes of pack-
ets with different delay requirements, where high-class packets
yield high utility after successful transmission. Considering the
correla-tionship of delays among competing packets, we apply a
delay-laxity concept and introduce a new output gain function for
scheduling decisions. Particularly, the selection of a packet takes
into account not only its output gain but also the delay-laxity
of other packets. In this context, we formulate a multi-objective
optimization problem aiming to minimize the average queue length
while maximizing the average output gain under the constraint of
guaranteeing per-packet delay. However, due to the uncertainty in
the environment (e.g., time-varying channel conditions and random
packet arrivals), it is difficult and often impractical to solve this
problem using traditional optimization techniques. We develop a
deep reinforcement learning (DRL)-based framework to solve it.
Specifically, we decompose the original optimization problem into
a set of scalar optimization subproblems and model each of them
as a partially observable Markov Decision Process (POMDP). We
then resort to a Double Deep Q Network (DDQN)-based algorithm
to learn an optimal scheduling policy for each subproblem, which
can overcome the large-scale state space and reduce Q-value overes-
timation. Simulation results show that our proposed DDQN-based
algorithm outperforms the conventional Q-learning algorithm in
terms of reward and learning speed. In addition, our proposed
scheduling scheme can achieve significant reductions in average
delay and delay outage drop rate compared to other benchmark
schemes.

Index Terms—Resource allocation, packet selection, delay and
network utility optimality, deep reinforcement learning.

I. INTRODUCTION

HE increasing popularity of intelligent mobile devices is
T spurring the development of wireless networks and the
emergence of new mobile applications with advanced features
such as unmanned driving, extended reality, telemedicine and
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automatic navigation. Moreover, these applications are time-
critical and typically have a stringent delay requirement to
guarantee their quality of experience (QoE) which is not fully
addressed in existing wireless networks [1]. How to effectively
manage premium network resources to ensure QoE for time-
critical applications is an open issue.

The resource scheduling problem of wireless networks has
been extensively studied in various contexts, where throughput
and delay are the main performance index [2], [3], [4]. For the
case when the traffic is inside the capacity region, the throughput
is equal to the arrival rate and then the throughput maximization
problem reduces to a network stability problem. The network
can be stabilized by a max-weight policy that schedules links
per time to maximize a weighted sum of transmission rates,
where the weights are queue backlogs [5]. This is typically
shown by the Lyapunov drift theory [6]. For a general case when
the traffic is either inside or outside of the capacity region, the
max-weight policy can be combined with a flow control policy
to jointly maximize the throughput and stabilize the network [7],
[81, [9]. In [10] and [11], a delay-based Lyapunov function was
proposed, where the delay of the head-of-queue packet is served
as a weight of the max-weight decision. In [12], the Lyapunov
optimization theory was used to transform the service delay
minimization while ensuring long-term accuracy requirements
into minimizing a drift-plus-cost.

Although there are few works that use delay-based scheduling
to solve joint stability and utility optimization problems, it is
not suitable for applications with stringent delay requirements.
For many delay-critical applications, packets arriving late are as
severe as being dropped. Existing works achieved maximum
throughput utility by minimizing the average queue backlog
based on the assumption that all packets in the same flow have
the same delay requirement and then yield the same utility after
successful transmission [13], [14], [15],[16]. However, for many
emerging applications where packets of the same flow may have
different delay requirements and thus have different utilities after
successful transmission. Moreover, suffering excessive delay
packets should be dropped early in the network to avoid wasting
unnecessary network resources.

To fill the gap, we propose a delay-aware scheduling policy to
guarantee the delay of any nondropped packet. Specifically, we
consider a single-hop downlink network in which each packet re-
quires transmission over only one link. Moreover, arriving pack-
ets have different delay requirements and are divided into several
classes. When a packet exceeds its delay budget, it is dropped
in advance before being scheduled. To describe the utility of
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different classes of packets, we define an output gain function
where packets with high delay requirements yield high output
gain. Although scheduling high delay requirement packets can
obtain high output gain, it may result in packets in lower classes
being dropped unnecessarily due to excessive delay. Therefore,
a new delay-laxity concept is introduced where packets with the
least laxity are prioritized. In this context, we formulate a multi-
objective optimization problem aiming to minimize the average
queue length while maximizing the average output gain under
the constraints of guaranteeing per-packet delay and achieving
fairness among users. Although dynamic programming methods
can solve this problem, if the environment changes over time, the
solution (i.e., optimal scheduling policy) has to be recalculated
which may take a similar amount of time as the initial solution.

Recently, reinforcement learning (RL) has emerged as an

effective solution for dealing with environmental uncertainty
thanks to its capability to learn an optimal policy by interact-
ing with the environment without any prior knowledge [17],
[18], [19]. However, these RL-based algorithms perform poorly
during the training process as the parameters to be trained are
initialized with random values. Such a setup directly affects the
exploration-exploitation dilemma as an inefficient exploration
policy will take more suboptimal actions, which thus results in
poor performance. To this end, it may not be feasible to directly
employ standard RL-based algorithms to solve our problem.
We provide a new framework for solving this multi-objective
optimization problem through deep reinforcement learning. We
decompose it into a set of scalar subproblems using a weighted
sum approach and solve each subproblem cooperatively with
other subproblems through a neighborhood-based parameter
transfer strategy. We then model each subproblem as a partially
observable Markov Decision Process (POMDP) and resort to
a double deep Q network (DDQN)-based scheduling algorithm
to learn. Moreover, our proposed DDQN-based algorithm can
address the curse of dimensionality with large state and action
spaces and reduce Q-value overestimation.

The main contributions of this paper can be summarized as

follows:

e We propose a delay-aware scheduling policy for random
arriving packets with different delay requirements, where
delay-outage dropping is considered. Moreover, we define
an output gain function that combines the delay laxity and
priority of different packets to show the penalty for drop-
ping packets and the reward for successful transmission.

® We formulate a multi-objective optimization problem that
minimizes the average queue backlog while maximizing
the average output gain under the constraints of achieving
fairness among users and guaranteeing per-packet delay.
A DRL framework is proposed to solve this intractable
problem via decomposing it into a set of subproblems.
Then we model each subproblem as POMDP and explore
a DDQN-based algorithm to solve it.

e Simulation results show that our proposed DDQN-based
algorithm converges to an optimal policy at a speed 16
and 20 iterations faster than Q-learning and DQN-based
algorithms, respectively. Moreover, our proposed schedul-
ing scheme outperforms other benchmark schemes without
admission control and packet selection.
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The rest of the paper is organized as follows. In Section II, we
discuss existing works on learning-based resource management
and traffic control in wireless networks. In Section III, we
introduce our system model and formulate a multi-objective
optimization problem. To efficiently solve it, we propose a DR-L
framework in Section IV. Section V describes the algorithm
design in detail. Simulation results are presented in Section VI
to evaluate the performance of our scheduling policy and algo-
rithm. Finally, we conclude our work in Section VII.

II. RELATED WORKS

There have been many studies on wireless resource manage-
ment using stochastic optimization. In particular, the theory
of Lyapunov drift and optimization has been used to ensure
network stability and utility optimization [20]. When the arrival
rate is within the capacity region, the throughput optimization
problem reduces to the network stability problem and then the
Lyapunov drift technique has been employed to stabilize the
network by greedily minimizing the Lyapunov drift every time
slot. The max-weight or backpressure algorithm was first used
for link and server scheduling in [21] and [22] and has since
become a promising solution for dealing with stability in various
network domains [23], [24], [25]. In a more general case when
the arrival rate is either inside or outside of the capacity region,
the Lyapunov drift-plus-penalty technique is used to solve joint
network stability and utility optimization problems [26], [27],
[28]. It is shown that although the max-weight algorithm can
achieve throughput optimality, it results in high network delay
due to the long queue length [27].

Recently, reinforcement learning has been actively used to
tackle network problems such as network traffic and resource
control [29], [30], [31], [32]. In [29], a deep Q-learning algo-
rithm based on recurrent neural networks was proposed to learn
a scheduling solution for queuing delay optimization by inter-
acting with the environment. In [30], an RL-based scheduling
framework was proposed that is capable of selecting different
scheduling rules based on the instantaneous scheduler state to
minimize packet delays and packet drop rates for applications
with strict quality of service (QoS) requirements. In [31], a new
learning-based proactive resource sharing policy was proposed
for next generation core communication networks. It aims to
proactively allocate available forwarding resources on switches
to traffic flows to maximize the efficiency of resource utilization
with delay satisfaction. The work in [32] proposed a learning-
based resource management algorithm that tackles the large
queue backlog problem of the max-weight algorithm while
achieving throughput optimality. However, most RL works
may not be always suitable to address the discrete and high-
dimensional action spaces in our formulated multi-objective op-
timization problem with delay guarantees and utility-optimality.

III. SYSTEM MODEL
A. Network Model

We consider the downlink scheduling problem of a single-hop
wireless network as shown in Fig. 1, which consists of one base
station (BS) and U ground users. Let &/ = {1,...,U} denote
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Fig. 1. Illustration of a single-hop downlink scheduling network.

the set of users that are associated with the BS. The single-hop
network is assumed to operate in discrete time with normalized
time slots t€{0,1,...}. We consider three classes of packets
with different delay requirements. We let the application in
the end system specify the delay requirement which is carried
in each packet header, and the intermediate nodes can make
routing and scheduling decisions accordingly to ensure the delay
requirement, following the SET architecture [33]. For simplicity,
we assume that each packet has the same size and that at most
one packet arrives at each downlink at each time slot. The sets
of packets with high, medium, and low delay requirements are
denoted as H, M and L, respectively, where L £ H U M U L.
We define A(t) € {0,1}y <k as the packet admission matrix,
and its element A, 1 (¢) € {0,1} denotes the binary indicator,
ie., A, x(t) =1 when packet k is admitted to link w at time slot
t and otherwise A, 1 (t) = 0, which is subject to the constraint
>k Auk(t)<1 for v € U. The packet arrival matrix A(t)
is assumed to be independent and identically distributed over
time slots. In addition, we assume that the arrival processes for
different users and packets in each time slot are independent.
Unlike most works that consider the first-in-first-out (FIFO)
queue management, our proposed scheduling model selects the
optimal packet in all queues for service by jointly considering
link conditions and network-utility maximization. We refer this
as the packet-selection process, which is discussed in detail in
Section III-E. Table I summarizes the notations and definitions
used frequently in this paper.

B. Association and Transmission Model

Let S(t) = {S1(¢),...,Su(t)} be the downlink scheduling
vector, and its element S, (¢) € {0,1} represents the binary
variable, i.e., Sy (t) = 1 if the BS serves user u at time slot ¢
and otherwise S, (t) = 0. Suppose that the BS serves at most
one user device at each time slot, which yields the following
constraints

S, (t) € {0,1}, Vu,t,
D Su(t) =1, Vt. (1)

ueld

For simplicity, we assume that at most one packet is trans-
mitted per time slot over the selected downlink. Therefore, we
introduce binary variables n(t) = {0, x(t),u € U,k €K} to
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TABLE I

NOTATIONS AND DEFINITIONS
Symbol Definitions
K, Sets of packets
u Sets of users associated the BS
Al(t) Packet admission matrix
Su(t) Control variable of serving user u at slot ¢
n(t) Transmission status of packets
N,k (1) Variable of transmitting packet k to user u at slot ¢
C(t) Channel condition vector
Cu(t) Channel condition of downlink u at slot ¢
14(t) Value of successful transmission of downlink « at slot ¢
Q1) Set of packets backlogged in each queue
Qu(t) Backlogged packets of queue u at slot ¢
%y, (t) | Sojourn time of packet k in queue u
Thy Maximum tolerable delay of packet k € H
D, (t) | Queuing state of packet k in queue u
Ly, (t) | Delay budget laxity of packet k in queue u
whg Gain weights of packets with high delay requirements
P Discount factor
G(t) Achievable gain of the system at slot ¢
Ay Average packets admitted to queue u over all slots
A Weight of objective ¢ in the n-th subproblem

indicate the transmission states of packets, namely, 7, ; (t) = 1
means that packet k is transmitted to user u at time slot ¢ and
otherwise 7,5 (t) = 0. Then the transmission constraints are
given by

T)u,k'(t) 6 {O? 1}’ vua ka t7
> muk(t) <1, Yu,t. 2)

kel

Note that the probability of successful packet transmission
for each time slot is affected by the channel conditions of the
corresponding downlink. Let C(t) = {C4(t),...,Cu(t)} be
the channel vector from the BS to each user, which is assumed
to be known by the BS at the beginning of each time slot. Given
vectors 1, (t) and C\,(t), the probability of successful packet
transmission over downlink u is expressed as

Pr(downlink u success|n(t), C(t)) = ®.(n(t), C(t)), (3)

where the probability function ®,,(n(t), C(t)) for u € U takes
only real numbers between 0 and 1. Moreover, we introduce an
auxiliary variable 1, (¢) to indicate the successful transmission
of downlink u

Lo(t) = 1, with probability ®,,(n(t), C(t)), @)
“Y7 10, with probability 1 — @,,(n(t), C(t)).

It should be noted that the successful or failed transmission
over each downlink can be fully described by a joint success
distribution function ®(n, C) of all 2V possible successes and
failures [34]. However, since the network capacity region is
independent among each downlink [34], the maximum utility
point is also independent of the interlink success correlations.
Thus, it suffices to use only the marginal distribution function
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@, (n(t),C(t)) for each u € Y. Then the discrete transmission
variable 7,, ; in (2) can be rewritten as

We define Q(t) = {Q1(t),...,Qu(t)} as the set of packets
currently backlogged in network queue for each user. Note that
each packet is marked with its integer arrival time slot, which
is useful for determining its queuing delay in the system. Let
Zyk(t) denote the sojourn time of packet k in queue w at time
slot ¢. In addition, the maximum tolerable queuing delay for
the three classes of packets is denoted as Thyy, Thys, and Thy,
respectively. It is clear that packet k£ will be dropped when its
sojourn time in queue u is larger than its maximum tolerable
queuing delay. Hence, we introduce discrete binary variables
{Dyr(t),u €U,k € K} to indicate the queuing state of each
packet, namely, D,, ,(t) = 1 means that packet k in queue u
is dropped at time slot ¢ and otherwise D,, 1 (t) = 0. Then the
following queuing constraints need to be satisfied

- ]., 1fxuk(t) Z Thk,
Du(t) = {o, if 2 (t) < Thy,

To sum up, the packet queuing dynamic of each queue can be
expressed as

YVke HUMUL. (6)

Qu(t+ 1) :maX{Qu( )— 77u77

> Puof

1#J,1€Q (1)
+ Aui(t), VjEQuit),ke HUMUL. (7)

C. Scheduling and Gain Model

Given the sojourn time of packet k in queue u €U, we define
the delay laxity [35] as follows:
Ly (t) = Thy — xux(t),VE € Qu(t), Vi, k€ HUMU L,
®)
which measures the remaining queue delay budget. To reduce
the packet drop rate per queue, we expect to select the packet
with the minimum delay-laxity for transmission. Since the BS
only transmits at most one packet per time slot, we can obtain
different output gains after successful transmission of different
classes of packets. We define the gain weights of packets with
high, medium and low delay requirements as wyy, wys and wy,
respectively, where wy > wps > wp,. In addition, we consider
the discounted potential output gain for all packets backlogged
in each queue, which is given as

Gut)=p Y rus(t), Vuel,ke HUMUL, (9
keX, (t)

where 7y, 1, (t) = TP e [0, 1] denotes the discount factor;
and X, (t) denotes the set of remaining packets in queue u per
time slot after the packet-drop decision is executed. If packet
k in queue w is transmitted by the BS in time slot ¢, the gain

received by queue u can be expressed as

Gu’k(t) = Tu’k(t)
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—+ P Z Tu,i (t)+ Z Z Tt j (t)

i#k,1e X, (t) u'Fu ' eUjeX i (t)
(10)

Hence, the average achievable gain of all queues at each time
slot can be expressed as

G(t):%z

R
weld “keX, (t)

Luk (t)

U
5001 ) + Y0 - S0))] an

D. Problem Formulation

We define a scheduling problem that considers per-packet
delay requirement, network utility, average queuing delay, and
admission fairness among users. The gain model introduced in
the previous section is defined as the network utility function.
Let F(A) be a concave and non-decreasing function of the U-
dimensional vector A = {A,..., Ay}, where A, is used to
denote the time-average admission of queue v € U (in unit of
packets/slot). The following function is useful for addressing
network fairness when attributing A, to be non-negative [36]:

U
F(A)=)_F

where v, is a positive constant. This example is useful because
each component function log(1 + 1, A,) has a diminishing
return property as A, increases and becomes 0 when A, = 0.
The average queuing delay is proportional to the average queue
length. Therefore, we formulate a multi-objective optimization
problem aiming to minimize the average queue length while
maximizing the average output gain under the constraints of
achieving fairness among users and guaranteeing per-packet
delay. Mathematically, this problem is written as

1 T
PL:, max {_ZZEQut—i—l ,Tga(t)}

U
(Ay) =) log(1+mA,),  (12)
u=1

t=0 ueld

(13a)

U U
st Y Fu(Ay) =Y F(Fu), (13b)

u=1 u=1

T
<z ; K], Yu e U (13c)
Su(t) € {0,1},Vu e U, > Su(t) = (13d)
ueld

k() € 0,1}, Y mua(t) < 1,Vu,t, (13e)

keX, (t)

1, if zu(t) > Thy,

D"v"‘(t)_{o, if 2o (£) < Thy, "FEXu(®)- (13D
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Fig. 2. Implementation of priority-based single-queue packet selection.

where A, = & "1 | E[A,(t)] denotes the average number of
packets admitted to queue u over all time slots and 7, € {0, 1}
denotes the auxiliary variable that is important for achieving
fairness among users with random arrival rate [21]. Constraint
(13c) guarantees the mean rate stability. In addition, constraint
(13d) indicates that the BS only serves at most one user at each
time slot while constraint (13e) is used to limit the number of
packets transmitted by the BS in each time slot. Constraint (13f)
shows the value of D, j(t) should be either 0 or 1.

E. Reduced-Complexity Scheduling Model

The implementation of the proposed scheduling model may
be inefficient in practice, especially for queue maintenance and
packet selection. To address this issue, the single-queue model
can be replaced by a set of FIFO priority queues as shown in
Fig. 2. The number of priority queues is determined by the delay
budget of packets with different delay requirements such that
packets in the same priority queue follows the sequence of delay
laxity L, from small to large. Instead, the output gain 7, j, of
packets in each queue follows a descending order from large
to small since the weight wy of the same queue remains the
same. Thus, only the first packet of the same queue needs to be
considered for scheduling in each packet-selection process. In
addition, only the head of queues should be checked for dropping
as well. In our example, three priority queues are designed where
Wy, H > Wy, M > Wy, 1. Furthermore, packets enqueued in the
same queue have the same delay budget, i.e., Thf | = Thf , =
. =Thy g, for ke {H,M, L}, where Q, is the queue
length of priority queue & in downlink «. The potential sojourn
time of packet ¢ in priority queue k of downlink w is denoted by
zﬁl fori =1,2,...,Qy,k, which follows acfjJ > 50572 > >
xZ,Qu,k’ while the output gain of all packets in this queue has

7’571 > 7'572 > > T57Qu.k. Note that the number of queues
with the same weight can be further extended to meet the time
granularity requirements at the cost of memory space. However,
the problem formulation remains the same as shown in P1.

IV. DRL-BASED THROUGHPUT AND DELAY OPTIMALITY

The presented problem P1 is difficult to solve mainly per-
taining to the following reasons. First, the downlink selection
and packet scheduling variables are binary and thus (13d) and
(13e) involve integer constraints. Second, in problem P1, the
first objective minimizing the average queue length and the
second objective maximizing the output gain involve conflicts.

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 4, APRIL 2024

Although there are several classical optimization algorithms
(e.g., dynamic programming and multi-objective genetic local
search) that can be used to solve this problem, they have high
computational complexity, especially in large-scale scenarios.
In addition, due to the curse of uncertainty (i.e., random arrival
of packets), it is difficult and impractical to solve using dynamic
programming-based algorithms in practice. To this end, we
propose a deep reinforcement learning (DRL)-based method to
solve this multi-objective optimization problem, which is used
to learn policies by interacting with the environment without
any prior knowledge to maximize the cumulative rewards from
experiences. Specifically, we decompose problem P1 into a set
of scalar optimization subproblems by using the weighted sum
approach [37]. We then model each subproblem as a partially
observable Markov decision process (POMDP) and explore an
efficient double deep Q network (DDQN)-based algorithm to
solve it. In particular, we collaboratively optimize the network
parameters of all subproblems by applying the neighborhood
parameter transfer method [38] and the proposed DDQN-based
training algorithm.

A. DRL for Multi-Objective Optimization

In this subsection, we decompose the multi-objective opti-
mization problem into a set of scalar subproblems. There are
many scalarizing methods that can be used for decomposition,
such as the weighted sum method and the penalty-based bound-
ary intersection method [39]. For simplicity, we use the weighted
sum method in which a set of uniformly distributed vectors
Ao AN s given, e.g., (1,0),(0.99,0.01),...,(0,1) for a
bi-objective problem. Note that ™ = {Ap1, ..., Anr }, Where L
is the number of objectives. Thus the original multi-objective
problem is transformed into N scalar subproblems and each
subproblem is solved collaboratively with other subproblems
through the neighborhood-based parameter transfer strategy.
Note that solving each scalar subproblem usually results in
a Pareto optimal solution and the desired Pareto Front can
be obtained when all the scalar optimization subproblems are
solved in sequence. In particular, the objective function of the
nth subproblem is expressed as

L
max A" szz)\vnl Xfl- (14)

=1

To solve these subproblems by DRL, we model each of them
as a neural network. Then the N scalar subproblems are solved
collaboratively according to the neighbourhood-based parame-
ter transfer strategy and the proposed DDQN-based algorithm.
From (14), two neighbouring subproblems may have very close
optimal solutions since their weight vectors are adjacent [40].
In this case, each subproblem can be solved faster by leveraging
the knowledge of its neighbouring subproblems. In specific,
the parameters of the neural network model of the (n — 1)th
subproblem is described as [wyn-1, b;n-1], where [w*, b*] denotes
the optimal parameters of the neural network model and [w, b]
denotes the parameters that have not been optimized. Once
the (n — 1)th subproblem has been solved, i.e., its network
parameters obtained by the proposed algorithm are close to
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— Weight

—————— Reference direction
subproblem 1 i
o Target solution

subproblem 2

[w;‘n—l. b;n—l ]
v
[y, bin]

_X-subproblem N

Fig. 3. Illustration of the decomposition and parameter-transfer strategy.

optimal. The best network parameters [wjn-1,byn-1] obtained
for the (n — 1)th subproblem are set as the starting point of the
network training for the nth subproblem. Accordingly, the net-
work parameters are transferred sequentially from the previous
subproblem to the next subproblem as shown in Fig. 3, which
can save a considerable amount of time compared with training
all subproblems.

The DRL framework for solving our proposed optimization
problem P1 is summarized in Algorithm 1, which consists of
the multi-objective decomposition and the neighborhood-based
parameter transfer strategy. In this algorithm, each subproblem
is modeled as a POMDP and solved by the proposed DDQN
algorithm and all the subproblems can be solved sequentially
by transferring the network weights. Hence, we can obtain an
approximate Pareto solution by solving each subproblem using
Algorithm 1. Finally, the desired Pareto Front is obtained when
all the subproblems are solved sequentially.

The proposed DRL framework has two main advantages: 1)
The first is its simplicity and modularity for use, i.e., any of
the recently proposed novel DRL-based solvers (including the
improved DQN algorithm) can be integrated into the proposed
DRL framework to solve multi-objective optimization problems;
i1) Once the trained model is available, we can obtain the desired
Pareto Front directly by a simple forward propagation of the
model.

The DRL framework acts as an outer-loop. The next issue is
how to model and solve those decomposed scalar subproblems.
In the next subsection, we first formulate each subproblem as a
POMDP and then resort to a value iterative-based reinforcement
learning algorithm, named Q-learning, to solve it.

B. Preliminaries of POMDP

In our learning framework, we consider the controller on the
BS as an agent to learn how to perform data admission control,
downlink service scheduling, and packet selection in the system.
In addition, since the admission and delivery of each packet
may be affected by the current network environment and the
actions of the BS, the learning task of the BS-agent can satisfy the
Markov property. In this case, we model each scalar optimization
subproblem as a POMDP, which is described by the following
tuple:

Q= {8707/477377?’77}1 (15)
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Algorithm 1: DRL Framework for Multi-Objective Opti-
mization Problems.
1: Input: The model of the subproblem M = [w, b] and

weight vectors A', ... AV
2: Process:
3: Random initialize [w;1, by1];
4:forn=1,...,N do
5: if n == 1 then
6: Solve the first subproblem using DDQN algorithm
and obtain the network parameters [w], , b} |
7. else
8 [win, bin] ¢ [winor, B ]

9: Solve the nth subproblem using DDQN algorithm
and obtain the network parameters [w} ., ;]
10: end for
11: Output: Pareto Front can be directly computed by
[w*, b*]

where S denotes the set of states describing the environment;
O denotes the observation space; A denotes the action space;
‘R denotes the reward function that maps the network state and
the joint actions of the agent to rewards; P denotes the state
transition function with P;, ., (a;) being the probability that
the current state s; transfers to the next state s, when action
ay is performed; and v € [0, 1] denotes the discount factor. At
time slot ¢, the agent observes a state s; € S and chooses an
action as € A according to a certain policy 7 : § — A, which
receives a reward 1, = 7(s, a;) and produces a new state s 1
with the transition probability P(s;y1|s¢, at).

The detailed definitions of POMDP for the nth subproblem
with weight A,, = (Apn1, An2) are given below.

1) State and Observation Space: At each time slot ¢, the
BS-agent observes the state information of the environment so
as to determine the corresponding policy. The state space at
time slot ¢ is denoted by s, and it contains four elements: the
successful transmission probability 1, (¢), queue length Q. (t),
packet sojourn time x,, 1 (t) and delay budget laxity L. (¢),
which can be expressed as

St:{lu(t)a Qu(t)vxu,k(t)a Luk(t)}avu Eua k GQu(t)'

Thus the state space is expressed as S = {s;[t =1,...,T}.
For the state space, the probability of successful transmission
for each user depends on the channel conditions that can only
be observed locally and not known by other association pairs.
Therefore, according to (4), the observation space at time slot ¢
can be summarized as

01 ={Cu(t), Qu(t), Zuk(t), Lur(t)}, Vu €U, k € Qu(t).

Accordingly, the observation space of the BS-agent is given by
O=A{ot=1,...,T}.

2) Action Space: At each slot, the BS-agent determines
whether and what types of packets are admitted in each queue.
Then the BS chooses which user is served and which packet is
transmitted in the queue corresponding to the associated user. In
addition, if the sojourn time of the packet exceeds its maximum

(16)

7)
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tolerable queuing delay, it will be dropped. Thus, the action of
the BS-agent at time slot ¢ is expressed as

ay = {Au,k (t>7 Su(t)a nu,k(t)a Du

Thus the action space is expressed as A = {a¢|[t = 1,...,T}.

3) Reward Design: In a DRL-based framework, the learn-
ing process is driven by the generated reward and the agent
makes its policy decision by interacting with environment in
terms of maximizing the designed reward. Thus, the reward
design is crucial for problems with multiple objectives, while
the performance of the system largely depends on the reward.
It is obvious that network reward is generally related to the
objective function. According to the presented problem P1, our
objective has twofold: minimizing the average queue length and
maximizing the average output gain. As a result, the immediate
network reward is defined as

rOWYueld,kek. (18)

M S EIQu(t + 1)

t=0uecld

(19)
As shown in Fig. 4, the learning system establishes the re-
lationship between the optimal criterion and the optimal policy
by introducing a value function consisting of a state-value func-
tion and an action-value function. Specifically, the state-value
function V;(s) is defined by the discounted cumulative reward
Ry = ZtT:O ~r¢ of the agent in state s, which is used to measure
the quality of an available state-action pair. Given a policy m, we

define the state-value function as

T
VW(S) = Eﬂ[Rt|5t = 3] =E, [(Z 77"15) |3t = 5] , (20)

t=0

T
1
r(st,ar) = Angf ; G(t)

where E ;[-] denotes the expectation under the policy 7. Based
on the Bellman equation [41], V(s) is converted as follows

Vﬂ(s)zz (a|s)(r(s,a —|—’yZPSS Ve (s)),

acA
where 7(a|s) is the action distribution under state s and s is
the state at the next time slot. Similarly, the Q-value function is
defined as the expected sum of discounted rewards obtained by
performing action a at state s and following policy 7 in the next

@1

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 4, APRIL 2024

state, which is given by

Qr(s,a)=r(s,a) + ’YZPs,s' (a)Zﬂ'(a'\s')Qﬂ(s/, a').

a'eA

(22)

There is an optimal state-value function when the optimal policy

is used among all of those possible state-value functions. We use

V*(s) = max Vy(s) to denote the optimal state-value function.
™

Moreover, the optimal state-value function V*(s) in state s can
be estimated by the Q-value function Q(s, ). Thus we have

Vi(s) = max Q(s,a). (23)

The agent continuously improves its policy with the accumu-
lation of experience to search an optimal policy that yields a
maximum value of Q(s,a) for all available states and actions.
Overall, the optimal Q-value function is easily obtained when
the optimal policy 7*(s) = max (s, a) that maps the set of
states and actions is satisfied. %he Bellman optimality equation
is used to express the optimal Q-value function, which can be
mathematically written as

Q*(s,a) =r(s,a) + vas,sr(a

s

ymax Q*(s',a’), (24)
a/

In addition, the optimal Q-value function can be estimated by

iteratively updating the following expression at each time slot

based on the recursive method.

Qnew(s;a) = (1 — a)Q(s, a)

+ a(r(s,a) —&—’ymﬁx@(s’,a')), (25)

where a € (0, 1) denotes the learning rate.

C. Optimize With Lyapunov Function

We consider two cases where the traffic is inside or outside
of the capacity region, i.e., underload or overload. For the first
case, the admission rate is equal to the arrival rate and then
the network utility is maximized with an optimal scheduling
policy that transmits as many packets as possible under the
network stability constraint [34]. Moreover, all queues in the
network can achieve stability simultaneously by maximizing the
weight difference between the output gain and the average queue
length, which is demonstrated in Proposition 1. Inspired by these
facts, if the optimal objective (13a) is achieved, both constraints
(13b) and (13c) are satisfied simultaneously. Thus, the original
problem P1 is converted into the following form by introducing
anegative Lyapunov drift term —vy (Q, (t + 1) — Q. (¢)?) into
the objective function

0+ s D0 S E-Qult +1)

.
Q1) - Qi(tm} (26a)
st v >0, (26b)
Su(t) €{0,1},Vu e U, > Su(t) =1, (26¢)

ueld
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nu,k(t) S {05 1}7 Z Uu,k(t) S 17V’U,,t, (26d)
keX,, (t)
o 1, if xuk(t) Z Thk,
Duyk(t)—{o’ o = e YREX(0). (26e)

Although the objective function is changed, we can still obtain
an optimal solution that maximizes the average output gain and
minimizes the average queue length while making all queues in
the network stable. It is clear that the Lyapunov drift term is the
increment of queue backlog from time slot ¢ to the next time slot
t + 1. Asexpected, each queue can be pushed to alow congestion
state by minimizing it, which guarantees network stability [21].
Moreover, all queues will not diverge if they are stable, which
indicates that the drift term converges to 0 as ¢ tends to infinity
and the objective function leaves only the average output gain
and the average queue length.

Proposition 1: There exists an optimal policy for problem
P2 that makes all queues in the network stable under the inner
capacity region while maximizing the average output gain and
minimizing the average queue length.

Proof: See Appendix A, available online.

Proposition 1 indicates that the optimal solution of problem
P1 is the same as that of problem P2.

Next, we consider a more general case where the traffic is
outside of the capacity region. Since all users in our model
share limited resources, it is essential to solve the network
utility maximization problem in order to fairly allocate network
resources while stabilizing the network. For this overload case,
the admission rate will no longer be equal to the arrival rate.
According to the Lagrangian method [42], the original problem
P1 is transformed as follows

T T
1 1
P, {heg 300 g ST sleue 1)

t=0 ueld

U
+ vy Z Fu(Au)} (27a)

u=1
s.t vy >0, (27b)
_ 1 &

<1 R
A< o ;E[Su(t)nu,k(t)],vu eu, (27¢)
Su(t) € {0, 1}, Vu e, > Su(t) =1, (27d)
ueld
Muk() €{0,11, > mur(t) <1,Yu,t, (27e)
keX, (t)
o 1, if l‘uk(t) Z Thk,

Du,k(t)—{ 0, if xyx(t) < Thy, Vke X, (t). (27f)

According to the two transformed problems P2 and P3, the
reward function (19) is rewritten as

1 1
r(st, ar) :)»an; G(t)—l—)»anZZE[—Qu(t—i—l)

t=0ueld

— v (Qa(t+1) — Qu(1))] (28)
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for the arrival rate lied inside the capacity region and
1< 1<
7 (8¢, as) = MTZG@) —~ ’\"1?22 E[Q.(t +1)]
t=0 t=0uecld
U —
12y Fu(Ay) (29)
u=1

for the arrival rate lied outside the capacity region.

V. ALGORITHM DESIGN

Although Q-learning has emerged as a prospective learning
algorithm based on value, it relies heavily on a set of records
in the sample when searching the optimal policy. Therefore, it
is susceptible to the training variance and even the convergence
of the Q-value function. The work [43] showed that Q-learning
algorithms are very flexible for low-dimensional reinforcement
learning problems. However, in our considered time-varying
model, the complex and large state-action space can easily trap
the table of Q-value functions in the curse of dimensionality,
which will waste a lot of time and resources and even exceed
the memory size for maintaining this table.

In order to address the above problems, many scholars have
focused on the deep Q-network (DQN) algorithm based on the
combination of neural networks and Q-learning, which mainly
takes the state and action as the input of the neural network
to approximate the Q-value function instead of maintaining the
Q-table [44]. To be specific, the Q neural network receives an
input state s and outputs the estimated Q-value functions for
all optional actions, i.e., Q(s,a;0) =~ Q(s,a), a € A, where 0
represents the vector of the weights of a Q neural network. In
this algorithm, the agent aims to continuously learn an optimal
policy for optimizing the Q-value function by minimizing the
loss function Loss(8), which is expressed as

Loss(6) = E[(y(t) — Q(s, a;0))°],

where y(t) denotes the target Q-value and can be mathematically
written as

(30)

y(t) =r(s,a) + ymaxQ(s',a’; 0). (3D
According to (30), the Q neural network is trained by iteratively
updating its weights @ to optimize the approximation of the
Q-value function. The parameter update equation of the Q neural
network can be written as

0 =0+ aE[(y(t) — Q(s,a;0))VQ(s,a;0)].  (32)

It is worth noting that the DQN-based framework has an expe-
rience replay pool and is usually used to store the experiences
collected by the agent denoted by (s¢, at, ¢, St+1), from which
a group of experiences can be randomly selected and used to
train the neural network. Moreover, this framework employs a
dual network approach to further improve the learning stability
and algorithm efficiency, which means that there is also a target
network with weights 6’ in the training process. Accordingly,
the target Q-value y(t) in (31) can be described in a new way as

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on May 14,2024 at 21:25:37 UTC from |IEEE Xplore. Restrictions apply.



3384

follows

y(t) =r(s,a) + 7 max Q(s',d’; ). (33)

It is easy to see from the Q-value function that DQN uses
a single max mathematical estimator to select and evaluate an
action. However, this manner tends to make agents sometimes
confused about the selection and evaluation of actions, which
leads to estimated Q-values that may be higher than the true
values. Note that these overestimation problems are caused by
the positive bias of the max operator used in DQN to update its
Q-value function.

A. DDQN-Based Solution

To address this overestimation problem, we explore a double
deep Q network (DDQN)-based method, which decouples the
action selection and Q-value calculation into two separated max
function estimators to avoid overestimation [45]. Evidently, the
maximum Q-value function is computed by the state of the next
time slot and all possible actions in the current neural network,
DDQN first finds the optimal action under that Q-value function
and then uses this action to predict the target Q-value from the
target network. Due to the mutual constraints between the dual
estimators, they can eliminate the maximum deviation.

Similar to DQN, DDQN also has two neural networks namely
online network Q(s, a; @) and target network (Q(s, a; @’). The
weight vector of the target network 6’ is copied from the online
network in several previous iterations. Inspired by this, the target
Q-value for DDQN is replaced as follows

y(t) = r(s,a) +7Q(s, argmax Q(s',a’;0);0").  (34)

Note that the selection and evaluation of an action follows an
arg max operator, which is defined by a set of weights 6. This
means that we estimate the value of the greedy policy based on
the current Q-value defined by 6. Then another set of weights 6’
is used to evaluate the value of this policy. The agent selects an
action based on the e-greedy policy to balance its exploitation
and exploration, where ¢ is a diminishing value for exploration.
Particularly, the agent selects an action that can maximize the Q-
value with probability (1 — ), while randomly choosing other
actions with probability €, which can be described as

random action, probability ¢,
a(t) = (35)

argmaxQ(s’,a’;0), probability 1 — e.

The loss function defined in (30) is written as

Loss(8) = E[(r(s,a) +1Q(s, arg max Q(s', '; 0); 6')

~Q(s,a;0))°].

In order to reduce the loss value, the gradient descent method is
used to update the weights of the target network. The update of
6 can be expressed as

0 =6 + aE[(r(s,a) + 1Q(s',argmax Q(s', a'; 0): 6')

= Q(s,a;0))VQ(s,a;0)].

(36)

(37
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Algorithm 2: DDQN-Based Training Algorithm.

1: Input: Action set .4; number of episodes F; learning
rate a; network update period F'; discount factor +;
minibatch size B; random selection probability e.

2: Output: Optimal policy 7* and maximum reward R

3: Initialize: the relay memory M with the capacity of C'

4: Initialize: the online Q-network Q(s, a; @) with weight
0

3: Initialize: the target Q-network Q(s, a;0’) with 8’ = 0

6: for each episode do

7: Initialize the environment and obtain an initial state s;

8

9

for each iteration of an episode do
Observe o; and take an action a; from A with a
random probability / based on the e-greedy policy
10: if i < ¢ then

11: Randomly choose an action ay;
12: else
13: Choose an action a; = arg maxQ@(s¢, a’; 0);
14: end if el
15: Execute action a; and receive a reward r (s, a)
16: Get the next state s, for the current action and state
17: Update the input to Q)¢ based on the observed state
18: Store the current experience tuple
{st,as, 04,74, S¢41, 0441} in the experience relay
memory
19: Randomly choose a minibatch of experiences
{8, a¢, 04,7, St41, 0¢11 } from the experience relay
memory

20: Calculate the target Q-value by the learning step
with optimizer

21: if an episode terminates at iteration ¢ + 1 then
22: y(t) =r(s,a);

23: else

24: y(t) =r(s,a) +vQ(s', d’;0);0');

25: a' = argmaxQ(s, d’; 0);

26: end if i

27: Update the weight of the online network by
minimizing the loss function as

28: Loss(8) = E[(y(t) — Q(s,a:0))?]

29: Perform a gradient descent step on Loss(0) relative
to the weight of the online network 6

30: Update the weight of the target network based on the
weight of the online network 6

31: Rest the target network Q' <— @ after I iterations

32: end for

33: end for

B. Implementation of DDQN-Based Algorithm

According to the above analysis, we summarize the detailed
procedure of our proposed DDQN-based algorithm for solving
problems P2 and P3 as Algorithm 2. Specifically, the first step
is to input the various parameters of Algorithm 2. The training
purpose of Algorithm 2 is to output the optimal policy and the
maximum reward.
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Before training, we initialize the experience replay memory
and the weights of the online network and the target network.
In particular, the weight of the target network is initialized to
be the same as that of the online network, i.e., 8 = 0. As
shown in Fig. 5, we develop two neural networks to illustrate
the correlation between each state-action pair (s,a) and its
value function Q(s,a). Hence, it is crucial to preprocess the
admission control and output selection and user association
of the downlink network for a sufficiently long time with a
random policy. On this basis, the estimation of (Q(s, a) can be
obtained by means of some state transition information, which
is then stored in the experience replay memory. Moreover, we
train the neural network with the input state-action pair (s, a)
and the outcome Q(s,a). After that, the action selection and
Q-value can be achieved. More specifically, in each decision
episode, the network environment is initialized and the agent
observes the initial state space {C\,(t), Qu(t), Tu,k (t), Luk(t)}
from the environment simulator. Then, we adopt the e-greedy
policy with the greedy factor € € [0, 1] to select the execution
action a. For a random probability 7 < ¢, the online network
randomly selects an action from the action space .A. Oth-
erwise, the action with the largest Q-value function derived
from the online network with the input of the state-action pair
(s,a) is selected. After selecting an action a, the environ-
ment simulator provides the corresponding reward 7(s,a) to
the agent and the state is transferred from s; to the next state

St+1-
To improve training stability, we use the experi-
ence replay memory to store the experience tuple

{st,0¢,as,74,8141,0¢+1} and randomly select a minibatch
of B experiences to train the weights of the online
network and the target network at each iteration. During
the learning process, the online network and the target
network compute the optimal values Q(s',d’;6) and
Q(s',ad';0"), respectively. Given the current reward r(s,a)
and the discount factor ~, the target network yields a target
r(s,a),
value y(t) = r(s,a) +vQ(s¢,argmaxQ(s’,a’;0);0);0’),
o

which is then compared with the estimated value of the online
network to obtain the loss value Loss(8). Moreover, the weight
of the online network is updated by using a gradient descent
step of [0Loss(0)/00]. The weight of the target network does
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not need to be updated iteratively and it can copy 6 from the
online network after a certain number of iterations. Note that
the value of the loss function gradually decreases by constantly
updating the weight of the online network. When the loss value
reaches the global minimum, our proposed algorithm outputs
the corresponding optimal policy. Fig. 5 describes the detailed
procedure of the proposed DDQN-based algorithm for finding
the optimal packet scheduling policy for the BS-agent.

VI. SIMULATION RESULTS

In this section, we present simulation results to demonstrate
the effectiveness of our proposed DDQN-based algorithm. We
first introduce our simulation setup and network architecture.
We then compare the algorithm in this paper with several other
algorithms and analyze the simulation results under different
scheduling policies.

A. Simulation Setup

We consider a single-hop downlink system in which U = 4
ground users are associated with a single BS. In this system, the
packet scheduling matrix is selected every time slot within the
queue corresponding to each user u € U, so that at most one
packet is served per input and per output at each time slot.! The
arrival process for each queue follows a Bernoulli distribution,
which isindependently and identically distributed over time slots
with the arrival rate 7,,,. A total of K = 2000 packets consisting
of various delay requirements, i.e., H = 400, M = 600 and L. =
1000, arrives at the BS over a period of time. The maximum
tolerable queuing delays of the three classes of packets are set
as Thy = 10, Thps = 20 and Thy, = 30, respectively, with the
unit of time slots. In addition, the output gain weights of the three
classes of packets are set as wyy =0.5, wyy =0.3 and wy, =0.2,
respectively. The discount factor of the potential output gain is
setas p = 0.3.

We conduct the experimental simulations using a server with
an NVIDIA GTX 2080 Ti GPU. The software platform of the
experiment is Python 3.6 with PyTorch [46]. Our developed
DDQN-based algorithm consists of the online-network and
target-network, each of which has one input layer, two hidden
layers and one output layer. Moreover, each hidden layer is
assumed to have the same number of neurons and is defined
as e = 64. We use the rectified linear unit (ReLU) function
freLu(x) = max {0, 1} to describe the activation function in
each hidden layer. The Adam optimizer is used to update the
weights of the online network and the target network. Besides,
the target network is updated by the online network every 100
training iterations. The learning rates of both neural networks
are set as o = 0.0001 to ensure that the training process does
not miss all possible local solutions. The discount factor is set as
v = 0.999. During the training process, the e-greedy policy is
used where the value of ¢ is set as 0.9 at the beginning and then
gradually decreases to 0.1. The training process of our proposed
DDQN-based algorithm has E' = 2000 episodes. The capacity

IThe proposed solution can be easily extended to the system to schedule
packets for multiple orthogonal channels
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Fig. 6. Pareto-Front achieved by the proposed DRL-based framework.

of the experience replay memory is set as C' = 2000 and the size
of each minibatch sampled from this experience replay memory
is set as B = 64.

B. Result Analysis

Based on the proposed DRL framework, the multi-objective
problem of scheduling and association can be solved by using the
neighborhood-based parameter transfer strategy. In Fig. 6, we
illustrate the Pareto front obtained by the proposed DRL-based
method and the NSGA-III method [47]. It can be seen from Fig. 6
that the performance of the DRL-based method is close to that of
the NSGA-III method when the weight values A and A5 are close
each other (e.g., Ay = 0.4 and A2 =0.6). When the difference
between A1 and Ao is significant (e.g., A1 = 0.0l and 1o = 0.99),
the DRL-based method tends to spare most of its effort in training
only one of the objective functions. The obtained policy will
then perform relatively poor on the other objective function.
Whereas the DRL-based method shows its advantage over the
NSGA-III method in terms of computing time since it only needs
a very simple forward progression after the training process is
completed. This advantage becomes more prominent when the
complexity of the multi-objective problem increases, e.g., the
objective contains multiple integer decision variables.

To demonstrate the convergence of the proposed algorithm
and the other two algorithms, Fig. 7 plots the learning curves of
these three algorithms in the case where the arrival rate is outside
of the capacity region. With the increase of the number of iter-
ations, the cumulative rewards obtained by the three algorithms
have an obvious tendency to increase and converge. Itis clear that
the proposed DDQN-based algorithm always outperforms the
other two algorithms in terms of cumulative reward. The reason
is that the proposed algorithm can prevent the overestimation of
the action-value function by decoupling the Q-target. Besides,
the convergence speed of the proposed DDQN-based algorithm
and the DQN-based algorithm is substantially higher than that
of the Q-learning algorithm. This is because both the proposed
DDQN-based algorithm and the DQN-based algorithm use the
neural network Q(s,a;0) to approximate the target Q-value
Q*(s,a), which can greatly reduce the time of searching the
maximum value.
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1) Delay Performance: Fig. 8 shows the delay performance
of different algorithms versus traffic intensity o> when the arrival
rate is within the capacity region. The solid and dash lines
indicate the average delay calculated based on the observed
delay (real delay) and the maximum tolerable delay per packet
(upper bound), respectively. The average delay achieved by our
proposed algorithm and the other two algorithms increases with
the increase of traffic intensity g and eventually diverges when
o > 1, i.e., outside the capacity region. In addition, we observe
that our proposed DDQN-based algorithm achieves 9% and 20%
delay reduction compared with the DQN-based algorithm and
the Q-learning algorithm, respectively.

Fig. 9 shows the delay performance versus traffic intensity o
for the general case. As can be seen from Fig. 9, for the three
algorithms, the average delays increases with p and eventually
becomes saturated when p is sufficiently large. In addition, our
proposed DDQN-based algorithm shows up to 6% and 13%
delay reduction compared to the DQN-based algorithm and
the Q-learning algorithm, respectively. From Figs. 8 and 9, we
observe that our proposed DDQN-based algorithm outperforms
the other two algorithms in terms of average delay, which
demonstrates the effectiveness of our proposed algorithm. It is

2The traffic intensity o is defined as the ratio of the arrival rate to the capacity
region boundary [32] to measure the average resource occupancy.
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Fig. 9. Delay versus traffic intensity for the overload case.

28

T T
—e— Joint scheduling scheme
I —&— Stochastic scheme 1 7

26 Stochastic scheme 2

—%— Stochastic scheme 3

24 -

N
N

Average delay
S

0.6 0.7 0.8 0.9 1 1.1
Traffic intensity

Fig. 10. Delay versus traffic intensity for different design schemes.

obvious that the real average delay gradually approaches the
upper bound as ¢ becomes large in both cases. The reason is
that as p grows, the queue length of each user increases leading
to longer queue delay, and thus packets reach their maximum
tolerable queuing time. On the other hand, it shows that our
proposed model guarantees per-packet delay.

In order to demonstrate the superiority of the proposed joint-
scheduling model, we consider the following three schemes: (i)
scheme 1 jointly optimizes user association and packet selection
but without admission control [32]; (ii) scheme 2 jointly opti-
mizes admission control and user association but with FIFO
queue management [34]; and (iii) scheme 3 adopts random
packet admission and user association as well as FIFO queue
management. Note that all schemes are solved by the proposed
DDQN-based algorithm.

Fig. 10 depicts the average delay achieved by the various
schemes versus traffic intensity o. Despite the average delay of
all the four schemes increases as the traffic intensity g increases,
the proposed joint scheduling scheme always achieves the lowest
delay. In addition, we note that only our proposed scheme and
scheme 1 shows the trend of convergence when g exceeds the
capacity region, while the others diverge. The reason is that
the packet-selection process becomes more crucial for better
control of packets with different delay requirements when p is
large. The comparisons between the proposed joint scheduling
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Fig. 12.  Drop rate versus traffic intensity for different design schemes.

scheme and scheme 1, and scheme 2 and scheme 3 also show the
importance of admission control. In addition, we conclude that
the packet-selection process plays an essential role in reducing
average delay by comparing our proposed scheme and scheme 2.
Overall, our scheme achieves a delay reduction up to 30%.

2) Delay Outage Drop Performance: Since the proposed
model guarantees per-packet delay by dropping delay outage
packets, minimizing the drop rate is one of the key metrics in
evaluating the performance. Fig. 11 plots the delay outage drop
rate achieved by the three algorithms versus traffic intensity
o in the case where the arrival rate is outside of the capacity
region. It is obvious that the drop rate increases for the three
algorithms as p becomes large. The reason is that high traffic
intensity leads to longer queue lengths where packets with high
delay requirements are more likely to be dropped. On the other
hand, the proposed DDQN-based algorithm achieves a much
slower increase in terms of drop rate, i.e., a better scheduling
policy is achieved. In spite of the increase, all algorithms show
the trend of convergence when p > 1 thanks to the adoption
of the packet-selection process which avoids unnecessary delay
outage drops within each queue.

Next, we compare the drop rate performance of our proposed
scheduling model with the three benchmark schemes as shown
in Fig. 12. The proposed joint scheduling achieves a significantly
lower drop rate up to 60% than the other three schemes. In
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Fig. 13.  Goodput versus traffic intensity for the overload case.
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Fig. 14.  Goodput of each queue versus traffic intensity.

addition, we observe that the growth trend for our proposed
scheme and scheme 1 in Fig. 12 is similar to that in Fig. 10. This
is because the packet-selection process allows as many packets
as possible to be transmitted before reaching their maximum
tolerable queuing time. The increasing gap between the proposed
joint design scheme and schemes 2 and 3 also indicates the
significance of the packet-selection process in our design.

3) Throughput Performance: As the results presented in
the previous theoretical analysis, our proposed algorithm can
achieve utility maximization while guaranteeing per-packet de-
lay. Here, we consider goodput, i.e., the number of successfully
received packets over the total measured time period. Fig. 13
plots the goodput performance of different algorithms versus
traffic intensity o. For the three algorithms, the goodput increases
with o and eventually converge to 1 when o is sufficiently large.
This is because the BS serves at most one user per time slot, i.e.,
at most one packet is transmitted per time slot. In other words,
since the link capacity is 1 packet/time-slot, the goodput has
an upper bound of 1 packet/time-slot. The proposed DDQN-
based algorithm is observed to substantially outperforms the
Q-learning algorithm and the DQN-based algorithm in terms
of goodput, which further demonstrates the effectiveness of the
proposed algorithm.

In order to demonstrate fairness among users, Fig. 14 plots
the goodput per queue versus traffic intensity o for the outside
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Fig. 15. Goodput versus traffic intensity for different design schemes.

capacity region case. It can be seen that the goodput of all the
queues increases as ¢ becomes large. For different values of g,
the total goodput of the four queues is equal to the goodput
corresponding to the blue curve in Fig. 13. It can also be seen
that the values of the four queues are very close to each other,
which confirms that our formulated model can achieve fairness
among users.

In Fig. 15, the goodput achieved by the four schemes versus
traffic intensity p is plotted. As expected, the goodput increases
for the four schemes as p becomes large and eventually tends
to 1 when p is sufficiently large. For different values of p, our
proposed scheme always achieves the highest goodput, while
scheme 3 has the lowest goodput. In addition, we observe that
the curve of scheme 1 is closer to the curve of our proposed
scheme than that of scheme 2. These results further indicate that
packet transfer control is more effective than admission control
in improving goodput.

VII. CONCLUSION

In this article, we investigated the scheduling problem to
guarantee per-packet delay in a single-hop wireless network for
delay-critical applications. All arriving packets have different
delay requirements, which were divided into three categories.
In addition, packets with high delay requirements are prioritized
and yield high utility after successful transmission. To differen-
tiate the utility of different packets, we introduced a novel output
gain function. In addition, a scheduling policy based on the delay
laxity and output gain was proposed which transmits one packet
with the minimal delay laxity and the maximal output gain every
time slot. Note that any packet that stays in the queue longer than
its delay budget needs to be dropped. In this context, we formu-
late a multi-objective optimization problem that minimizes the
average queue length while maximizing the average output gain
under the constraint of guaranteeing per-packet delay. To cope
with the uncertainties in the environment (e.g., random packet
arrivals and dynamic channel conditions), we transformed our
problem into a POMDP and proposed a Q-learning algorithm to
solve it. To avoid the curse of dimensionality of Q-learning in
large-scale networks and alleviate Q-value overestimation, we
proposed a DDQN-based algorithm to derive the joint policy of

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on May 14,2024 at 21:25:37 UTC from |IEEE Xplore. Restrictions apply.



JI et al.: DOWNLINK SCHEDULER FOR DELAY GUARANTEED SERVICES USING DEEP REINFORCEMENT LEARNING

link scheduling and packet selection. Simulation results show
a better performance of our proposed DDQN-based algorithm
than that of the Q-learning and DQN algorithms. However, many
other issues in practice, e.g., wireless link dynamics, were not
considered in the current model. In future work, more effort
will be addressed on incorporating environmental dynamics to
improve the scalability of our model.
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