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Abstract—This paper presents lightweight blockchain consensus
protocols that are specifically designed for vehicular social net-
works, or other networks that resemble them. They are lightweight
in the sense that no puzzles are required to be solved and no cryp-
tocurrency systems are required to be built beforehand. Various
scenarios are considered, including whether the communication is
reliable and whether the vehicle grouping is static. Although we
break our solution of the consensus problem into private chain
and public chain, we provide a scheme to smoothly bridge between
them. Theoretical analysis is provided to guarantee the algorithms
to succeed with high probability, before experiments are conducted
to verify the algorithms and compare their theoretical performance
versus simulation performance, namely worst-case performance
versus average performance.

Index Terms—Blockchain, vehicular social networks,
probabilistic analysis.

NOTATIONS

β The ratio of the number of bad nodes (adversaries) over
the total number of nodes in the group.

bi Beacon/message with index i, where i can be timestamp
or nonce.

cbi,vi
The counter for vote vi of bi. If votes are binary (0 or 1),
there will be two counters, one for each possible vote.

G The number of upload trials from non-malicious nodes
in the local group.

H A class of universal hash functions.
k The number of nodes that are picked to upload consensus

to the servers.
n Number of nodes in the group.
p Probability that a message is successfully received by

any given node.
r The number of rounds needed.
s The ratio of deviation from the expectation of a random

variable, used in the Chernoff bound formula.
t Number of rounds needed for sending messages. Same

for t1, t2, etc.
T The empirical time for a node to pass by any RSU with

high probability.
vi Vote with regard to message bi.
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‖ Concatenation of two strings/variables.
θ Threshold for making a decision.
δ Tolerable failure probability.
ε Any arbitrarily small positive number.

I. INTRODUCTION

B ITCOIN blockchain [1] was an ingenious way for dis-
tributed systems to reach consensus with high probability.

The basic idea is that in each time period (about 10 minutes), it
is most likely to have one node who solved a puzzle in the ideal
situation, although forks might arise temporarily mainly due to
network delay. The puzzle is based on a one-way function and
requires the output to have an adjustable length of leading 0’s.
This process resembles random sampling from the population.
The chances of being selected as the next leader are proportional
to the computational power possessed. Therefore, as long as
the population of good nodes has more than 50% of the total
computational power, over the long term, the valid hash chain
will outpace invalid chains with high probability.

Bitcoin has also attracted many research works in the area
of distributed consensus, which results in a number of variants
of the bitcoin blockchain. For example, instead of proof of
work (PoW), which burns a considerable amount of electricity,
Ethereum [2], [3] proposes a chain-based proof of stake (PoS).
With this method, the next leader will be selected according to
the size of stake, although this may seem unfair for nodes that
are not wealthy or newly joined the network. Also, this may
require a reliable cryptocurrency system to be built beforehand.

Among various versions of blockchains, the characteristics
that they have in common are:
� by bringing trust to a distributed system, blockchains are

able to allow the system to self-maintain and self-adjust;
� more robust and secure, due to the lack of a single point of

failure.
It becomes natural to apply the technology of blockchains

into solving specific issues arising in distributed systems. To
this paper’s concern, we are focusing on designing blockchain
consensus protocols for vehicular social networks (VSNs). The
reason why blockchain fits into VSNs also has to do with
VSNs’ characteristics. First of all, large amount of data gen-
erated by nodes in VSNs make it extremely challenging for
any centralized entity to process them, while ensuring that the
network is scalable. Secondly, with VSNs getting more and
more widely deployed, the ability for the system to handle
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security issues will also be an indispensable part for it to grow
robustly.

In short, the main problem that we are addressing is how to
reach consensus in distributed vehicular social networks. In this
work, due to the considerable variants of blockchain, we use
“blockchain” as a general term referring to distributed consen-
sus mechanisms, which does not necessarily use a hash-chain
structure.

Considering nodes in VSNs mostly have resource constraints,
such as storage and computation constraints, our protocols are
required to be lightweight. Thus, PoW is not in our consider-
ation, because of its computational intensity. Plus, we aim for
good nodes to reach consensus in a faster and more reliable
manner, both of which are not satisfactory in PoW. Because with
PoW, the generation of the next block takes time much larger
than the maximum network broadcast delay, while bad nodes
still have chances proportional to their computational power to
propose the next block. Similarly with PoS, it would be ideal to
reach consensus in a simpler manner, without requiring a secure
cryptocurrency system to be already built.

By a simpler manner, we mean that we solely require the nodes
in VSNs to exchange messages for reaching consensus, which is
the typical way for solving the Byzantine Generals Problem [4].
We also call this type of problems as reaching the Byzantine
Agreement (BA). For some nodes in the vehicular social net-
works, they may exhibit Byzantine behaviours that arbitrarily
deviate from valid behaviours. Nodes that are not Byzantine
are good nodes. Specifically, in our scenarios, we define good
nodes as the nodes that are functional and never tend to behave
invalidly. Even for some nodes that do not deliberately exhibit
invalid behaviours but due to vehicle malfunctions (e.g., sensor
failure), they are still considered as Byzantine nodes. However,
our target would be for all nodes that do not deliberately exhibit
any invalid behaviours to reach consensus, even for those that
are Byzantine. Thus, our objective differs from the traditional
Byzantine Agreement from this aspect.

Another feature of VSNs that makes our objective easier to
reach than Byzantine Agreement is that every good node in the
local group has a sensing range that can cover the whole local
group and thus observe the same event. With this assumption, we
claim that every good node will have the same vote and they vote
truthfully. However, each good node still needs to collect votes
from other nodes, because the data that lead to the consensus
are not kept, due to the storage constraints of most of the nodes.
Only relevant group consensuses are kept with nodes and node
signatures are as proofs.

We propose our solution as a hybrid chain design. In other
words, we integrate private chain with public chain. On the
private chain, nodes in the local group exchange votes and reach
consensus locally. Local consensus will be uploaded to servers
as the public chain. This is done by some nodes when they are
passing by roadside units (RSUs).

Since we have introduced the problem that we are working
on from a high level perspective, it would be helpful to actually
list scenarios that our system may be applied into:
� Suppose that there is an accident happening in the middle

of the road, where it is not in the coverage of any RSU.

Only the nodes in that local group are able to sense all the
duration of the accident and reach consensus of whom to
be responsible. Witness nodes do not have to stay at the
same place to report to the police, who came shortly after
the accident. When passing by the next RSU, some witness
nodes will upload the consensus to the RSU, for police or
insurance investigations.

� Similarly, when there is congestion happening on the road,
nodes in the local group are able to sense and reach con-
sensus about whether the road is congested. Even when
some bad nodes fake the message that there is congestion
while there is not, they will not be able to collect enough
signatures, because good nodes can sense that it is not the
case. Good nodes may even reach consensus that some
message senders are Byzantine and actions need to be
taken by the servers. When passing by the next RSUs,
consensuses will be uploaded by some nodes.

The contributions of this paper include:
� We propose blockchain consensus protocols that are ex-

tremely lightweight, specifically for reaching distributed
consensus in VSNs.

� We break the solution into private chain and public chain,
while providing a scheme to bridge between these two
parts.

� We propose tailored versions of our protocols for various
scenarios. Scenarios include when the communication link
is reliable, when the communication link may be unre-
liable, when the vehicle grouping is static and when the
grouping can be dynamic.

� We conduct extensive experiments to evaluate our algo-
rithm’s average performance, in comparison with the the-
oretical guarantees.

The rest of the paper is organized as follows. Section II lists
research works that are related to blockchains, Byzantine Agree-
ment and vehicular networks. Section III states the preliminaries
that are useful for the design of protocols, including concentra-
tion bounds, family of universal hash functions, notations with
their meanings, key definitions, and general assumptions and
requirements that are applied throughout the entire paper. We
illustrate the design of consensus algorithms for the private chain
(local group) in Section IV, including the scenarios when the
communication link is reliable and unreliable. Following the
private chain, Section V focuses on the public chain, including
the cases when grouping is static and dynamic. In these two
sections, we also illustrate the structures for the private chain
and public chain, respectively. Simulation results for both the
private chain and public chain are shown in Section VI. We
draw the conclusion in Section VII.

II. RELATED WORK

Bitcoin [1] uses proof of work that requires nodes to be
constantly solving computational puzzles. This causes a large
amount of electricity consumption. Plus, it is slow to reach
consensus, because the difficulty of computational puzzles is
adjusted to ensure the puzzle solving time is much larger than
the network broadcast delay, to avoid forking on the hash chain.
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Ethereum [2] enables the blockchain to be Turing-complete
and supports smart contracts, which allow nodes to be more
autonomously organized. Also, Ethereum tends to apply proof
of stake for selecting the next block [3]. However, this might
require an existing cryptocurrency system.

There are also variants of the above two well-known
blockchains. The idea of PHANTOM, GHOSTDAG [5] is
to shorten the interval of block creations, which in bitcoin
blockchain will create more forks and separate the computa-
tional power of good nodes into working on separate sub-chains.
This will render the system toward a more vulnerable position,
since the power of good nodes is diverged. Thus, instead of
finding the longest chain, PHANTOM recognizes the maximum
well-connected k-cluster. However, due to the fact that finding
the maximum k-cluster is an NP-hard problem, GHOSTDAG
is proposed as a greedy algorithm to solve it. However, a for-
mal proof is still under construction for this paper. Lightning
network [6] provides a second-layer solution, where a large
number of micro-payment transactions can happen off-chain and
only the ending-balance will be updated onto the blockchain.
Since this solution is based on the bitcoin blockchain, it also
inherits the shortcomings of the bitcoin blockchain. In most of
the blockchains, there are two roles of nodes in the network:
nodes that initiate transactions and nodes that approve them. In
IOTA [7], these two roles are combined as one, aiming to support
more micro-transactions by getting rid of miners and blocks.
Each transaction needs to approve two transactions selected
by the Markov Chain Monte Carlo (MCMC) method. The key
feature of Hashgraph [8] is gossip about gossip, where no votes
need to be sent because every node will eventually know what
other nodes have learned about. However, message size could be
a concern for this variant. In Snowflake to Avalanche [9], each
node does random sampling to learn about other nodes’ votes
and adjust its own vote. Eventually, weak termination is achieved
in the sense that all good nodes decide on one value or none of
them decides (decides not to decide). But only transactions from
bad nodes may not be approved.

Traditional research works for Byzantine Agreement mostly
assume that communication links are reliable, which is typically
the case for the wired Internet. [10] achieves reliable broad-
cast, which can tolerate less than one third of the nodes in
the network to be Byzantine. Reliable broadcast can be used
as a primitive for reaching Byzantine Agreement. A practical
state machine replication algorithm is presented in [11]. As
for wireless networks, [12] achieves reliable broadcast with the
presence of Byzantine nodes, with high probability. However,
it is not specific for VSNs, in which case the algorithm can be
further simplified.

Most of the existing research works related to blockchain
on vehicular networks are directly built on top of existing
blockchains, especially Ethereum (smart contract) and bitcoin
blockchains. [13] basically adopts the bitcoin blockchain, while
replacing transactions as event messages to reach consensus
about events happened in the network. CUBE [14] is composed
of hybrid blockchains that use public and private blockchains
together. Only for those that require a very high level of trust
in critically important elements, such as firmware upgrades by

automakers, will be on a public blockchain, e.g., Ethereum. [15]–
[17] proposed a self-managed and decentralized VANET, based
on Ethereum’s Smart Contract. A decentralized trust manage-
ment system [18] for vehicular networks by jointly employing
PoW and PoS. Similar as PoW, [19] proposes a system for
data credibility assessment. Few research works for blockchain
on vehicular networks focus on reaching consensus by solely
exchanging messages (beacons). Lightweight protocols would
be necessary due to the time, resource, and scale constraints on
vehicles, which is what this paper is focusing on.

III. PRELIMINARIES

A. Concentration Bounds

According to the law of large numbers, we know that
the average of a large number of independent and identically
distributed (i.i.d.) random variables will be very close to the
expected value. More specifically, we can use Chernoff Bounds
to bound the probability that the deviation from expectation
exceeds a certain ratio.

In this paper, we apply a form of Chernoff Bounds [20] for
independent Poisson trials, the summation of which is denoted
as X =

∑
i Xi, with expectation μ = E[X]. Thus, for any de-

viation ratio 0 < s < 1:

Pr [X ≤ (1 − s)μ] ≤ e−μs2/2 (1)

This is not the tightest form of Chernoff Bounds, but it is
simple and one of the most commonly used.

B. Family of Universal Hash Functions

Let H be a class of functions from set A to set B, where
|A| > |B|, we say H is universal if no pairs of distinct keys
collide under more than (1/|B|)th of the functions [21]. That is,
when h is picked uniformly at random from H , then

∀x, y ∈ A, x �= y : Pr [h(x) = h(y)] ≤ 1/|B| (2)

From [21], we can also have the construction of such a
universal hash function family. Let A = {0, 1, . . . , a− 1}, B =
{0, 1, . . . , b− 1} and p be a prime with p ≥ a. For m,n ∈ Zp

and m �= 0, we define function

fm,n(x) = ((mx+ n) mod p) mod b (3)

Thus, we have a family of universal hash functions H =
{fm,n|m,n ∈ Zp and m �= 0}. At the beginning of our system,
we may have to predetermine a number (e.g., k) of uniformly
random universal hash functions. Therefore, every node will
agree on which hash functions that everyone is using. Set A is
the input, which can be encodings for some agreed-on messages
(consensuses). Set B can be the set of integers from 0 up to
the number of nodes in the local group minus one. Assumed
that we sort nodes’ ID from the smallest to the largest, up to k
random nodes can be chosen by applying such k universal hash
functions.
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C. Key Definitions

In this subsection, we give definitions for different types of
nodes. By nodes, we refer to vehicles.
� Good nodes: nodes that are functional and never tend to

behave invalidly.
� Bad (Byzantine) nodes: nodes that exhibit behaviours that

arbitrarily deviate from valid behaviours, including nodes
that does not deliberately exhibit invalid behaviours but
due to vehicle malfunctions (e.g., sensor failure).

� Non-malicious nodes: nodes that never tend to behave
invalidly deliberately. The set of non-malicious nodes is
a superset of the set of good nodes.

� Malicious nodes: nodes that may behave invalidly on
purpose.

D. Assumptions & Key Requirements

The following assumptions are applied throughout the whole
paper, although in some sections, further assumptions might be
added to clarify the scenarios that we are addressing.

1) Each vehicle’s sensing range can cover the whole local
group and therefore can observe the same environment.

2) Digital signatures cannot be forged in reasonable time.
3) The number of bad nodes is less than half of the nodes in

any group (β < 0.5).
4) All good nodes will vote faithfully.
We also list some key requirements that are necessary

throughout the whole paper. Further requirements may be added
specifically for some sections.

1) Every node has the full knowledge of membership in the
local group.

2) Message is sent out by broadcast, which also means that
a node cannot send different versions of the message, in
one broadcast.

3) Every broadcast message is protected by a digital signa-
ture.

4) Messages that are broadcast by any given node can only
be received in the same order of them being sent out.

5) If a sent message is received, it is received by the end of
the same round.

6) Decisions are binary (0 or 1). Even if real-world decisions
are not binary, they can be converted into binary ones
through a binary decision tree.

7) Each vehicle is equipped with GPS, and thus has time
synchronized [22].

8) RSUs are deployed in most of the main road intersections
and are connected with servers through wired links or other
reliable communication links. This means that our system
has the hierarchy of vehicles, RSUs in main intersections,
and central servers connected to and controlling these
RSUs directly. Further simulation will consider the ratio
of RSU deployment.

IV. ALGORITHMS FOR PRIVATE CHAIN

The objective for this section is that all non-malicious nodes
in the local group (private chain) should make the same decision.
The challenges of achieving that include:

� some non-malicious nodes may have malfunctioned sen-
sors and may make a different decision unless they learn
about the majority decision;

� malicious nodes may try to fool good nodes into doubting
the correctness of good nodes’ sensor data, by sending
arbitrary votes or not sending votes at all.

Two lightweight algorithms (Algorithm 1 and Algorithm 2)
are proposed in the following. In the first one, we will solely
consider p = 1 for all nodes, where p is the probability that a
broadcast message is successfully received by any given node. In
the second one, we explore what we can do when p is arbitrarily
in the range of 0 and 1. Note that for now we assume n, the
number of nodes in the group, is fixed.

Formally, we will prove the following theorem:
Theorem 1: For any arbitrary p value in (0, 1], all non-

malicious nodes of a group will make the same decision, unless
with negligible probability.

Proof: Combining the following two lemmas (Lemma 2 and
Lemma 3) in this section is sufficient to prove this theorem. �

A. p = 1

The algorithm for p = 1 is shown as Algorithm 1. During
the process, each node will keep a record on which nodes have
already voted, so that we would not double count the votes.
We set the threshold (θ) to be 0.5 so that only one decision can
be made by non-malicious nodes. Under these settings, we have
the following lemma.

Lemma 2: Given p = 1, all non-malicious nodes of a group
will make the same decision, after one round of communication.

Proof: To prove only one decision can reach the threshold,
we observe that each node can only have one effective vote, it is
not possible for votes v0 and v1 to be both above the threshold,
otherwise the total number of votes is more than the total number
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of nodes, which is a contradiction with the fact that each node
can only have one effective vote.

Now we prove that the only decision will be made after one
round of execution of the algorithm. Due to the fact that good
nodes are majority, good nodes will make the same decision as
their votes, while non-malicious nodes that are malfunctioning
will soon realize their votes are not consistent with the majority
decision and will make the same decision as the majority (good
nodes). By taking the union set of the set of good nodes and the
set of non-malicious nodes that are malfunctioning, we reach
the conclusion that the set of non-malicious nodes will make the
same decision. �

By this algorithm, we reach consensus in local groups, where
communication is reliable, with message complexity O(n2).

B. p ≤ 1

In this subsection, we will consider a more practical case
when p may not be equal to 1, but in the range (0,1]. Because of
the unreliability of communication links, we have to relax our
objective to be that all non-malicious nodes in the local group
should make the same decision, with high probability. In other
words, we design such an algorithm that bounds the probability

that we fail to achieve our original objective by δ, which is
defined as tolerable failure probability.

In this scenario, the simplest strategy would be for each node
to re-broadcast its own vote for rmax rounds. The value of
rmax depends on how bad p is and how small is the tolerable
probability of failure (δ) is. Under this strategy, the following
lemma will be proved.

Lemma 3: Given 0 < p ≤ 1 and tolerable failure prob-
ability δ, after rmax rounds, all non-malicious nodes of
a group will make the same decision, unless with neg-
ligible probability (δ), where rmax satisfies the inequality
1 − (

∑n(1−β)
i=nθ

(
n(1−β)

i

)
P i(1 − P )n(1−β)−i)

n
< δ andP = 1 −

(1 − p)rmax .
Proof: In this proof, we consider the worst p value in the

group, which makes the following analysis as the worst-case
analysis.

For each node, it has probability at least p to receive a vote
from another given node and probability at most 1 − p to not
receive that vote. The probability for the node to miss all votes
from a specific node after r rounds is at most (1 − p)r, or 1 −
(1 − p)r to receive at least one vote from that node regardless
duplicates. For convenience, we denote P as P = 1 − (1 − p)r.

In the worst case, βn bad nodes will not vote at all or cast
totally arbitrary votes. So in the worst case, the probability that
a given node receives enough (≥θn) votes from good nodes
after r rounds is

∑n(1−β)
i=nθ

(
n(1−β)

i

)
P i(1 − P )n(1−β)−i. Ideally,

we should then analyze the probability of all non-malicious
nodes collect enough good votes. However, due to the fact that
it is indistinguishable between behaviours of non-malicious
but malfunctioning nodes and nodes that deliberately behave
badly, we instead analyze the probability for all nodes to re-
ceive enough good votes. The probability that all n nodes
receive enough (≥θn) votes from good nodes after r rounds
is (

∑n(1−β)
i=nθ

(
n(1−β)

i

)
P i(1 − P )n(1−β)−i)

n
.

Therefore, we will determine rmax for P = 1 − (1 − p)rmax

by satisfying the following equation:

1 −
⎛

⎝
n(1−β)∑

i=nθ

(
n(1 − β)

i

)

P i(1 − P )n(1−β)−i

⎞

⎠

n

< δ (4)

Thus, we prove the lemma. �
In the case when θ = 0.5 and β = 0.5 − ε, for any ε that is

very small, we can simplify Eq. (4) to be:

1 − Pn2θ < δ (5)

For example, if β = 0.5 − ε, p = 0.9, n = 100, and suppose
2−20 (roughly 10−7) is a probability of failure that we can toler-
ate, then we need 10 rounds to guarantee the failure probability
is tolerable. If n goes lower or p goes higher, we will need fewer
rounds.

Given the fact that the number of good nodes exceeds θn, if a
decision can be made, we can guarantee that after rmax rounds,
all the non-malicious nodes will make the same decision, with
high probability (w.h.p.). In the exception case where no decision
can be made, due to time out or the fact that there is no single
fact to agree on, nodes may decide NotToDecide.
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TABLE I
LOCAL CONSENSUS FORMAT

One example of no decision can be determined is that some
non-malicious nodes cannot collect enough votes to make a
decision. However, we could not possibly make the threshold
lower because then there could easily be multiple decisions.

Also note that it is still possible (with negligible probability)
that some non-malicious nodes have made a decision while the
other non-malicious nodes have not. However, it is guaranteed
that after rmax rounds, with high probability, all good nodes
will make the same decision. Note that we also have early stop
detections for this algorithm to reduce energy consumptions
for vehicles. For example, when a node has learned about the
majority decision, all it will do is only broadcast with no need
for processing other nodes’ votes anymore. Also, in rare cases
when there is no single fact to agree on (line 20), nodes may
stop early and decide NotToDecide.

Our algorithm for p ≤ 1 is shown as Algorithm 2. With the
above probabilistic analysis, we conclude that we achieve our
objective, with failure probability bounded by δ.

By this algorithm, we reach consensus in local groups, where
communication may be unreliable, with message complexity
O(n2r) and r satisfies Eq. (4).

C. Private Chain Structure

For each voting event, the consensus will be in the format
shown in Table I. GroupID can be either assigned by servers
or by hashing a string of ordered IDs of group members. The
probability of hash collision can be very low when the output
space of hash function is large.

If there are multiple voting events, the consensuses can be
organized in chronological order according to the time when the
event was initialized. Each event can be easily organized in a
chain structure with each element on the chain as a consensus
in the format of Table I. Different nodes may have different
versions of the chain, in the sense that signatures collected are
not exactly the same. However, the consensuses of decisions are
the same.

V. ALGORITHMS FOR PUBLIC CHAIN

In this section, we discuss how to go from the private chain
to the public chain, so that data can be accessed for the whole
system, while relaxing the storage constraints on vehicles. Also,
this hybrid scheme reduces the computational overhead for
servers. Because without reaching consensuses first in the local
groups, servers need to process sensor data collected from all
nodes, which is not likely to be scalable as the network grows.
In this section, we do not require communication links to be
reliable, namely p ≤ 1.

The objective of this section is to ensure that, given a time
length reasonable enough for nodes to upload results, if there is
no conflict, then the uploaded consensus is valid, while if there is
a conflict, the system should be able to recognize the consensus
made by the majority.

Challenges for the process of going from private chain to
public chain include:
� Communication link may be unreliable while there is only

a limited period of time when vehicles pass by RSUs.
� Servers may not know exactly who are in the local group,

so that it is possible for Byzantine nodes to collude and
directly share private keys for signatures. Thus, Byzantine
nodes may be able to use signatures from colluded nodes
that are not actually in the same local group. Specifically,
Byzantine nodes can try to fool servers by uploading a fake
result (e.g., fake group size and/or use others’ signatures)
before non-malicious nodes upload the actual consensus.

We break our proposed solution into two cases. Firstly, we
handle the scenario when vehicle groupings are fixed all the
time. Then we relax this constraint and allow all groups to be
dynamic. Formally, we will prove the following theorem in this
section.

Theorem 4: Assuming that good nodes will not leave the
group during the decision making process, given the empirical
time T for a node to pass by any RSU with high probability, it
takes time up tomT for a valid result from private chain to appear
and stay on public chain except with negligible probability,
where m satisfies (1 − p)m < δ.

Proof: Lemma 5 and Lemma 6 in the following two sub-
sections suffice to prove this theorem. Note that regardless of
group sizes, given the same p and δ, m (in Lemma 5) and G (in
Lemma 6) have the same value. However, they denote different
meanings and thus have different notations. �

A. Static Groups

In this subsection, we require an assumption that groupings
are fixed from the very beginning. Every node in the network
has full information about the groupings of the whole network,
namely, which node ID is in which group.

After an agreement is reached on a local chain, the result will
be sent in one message, whose format is shown in Table I, to
the RSUs and servers. Servers will verify whether this result is
valid, by checking whether the number of signatures exceeds
the threshold (θ) and also whether all signatures are from the
members under the corresponding group ID.

Since it does not require much effort to verify a decision,
any node can send the result to servers. E.g., the node with the
smallest ID in the group is expected to send the result to servers.
If servers did not receive a valid message within a period of
time, servers may randomly request another node in that group
to send the result. However, this would not happen too many
times, because the servers will know that, with high probability,
the node with the smallest ID is Byzantine that does not actively
upload consensus.

Algorithm for uploading consensus to servers is shown in
Algorithm 3. This pseudocode is from the perspective of vehicle
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nodes. With the algorithm, we show the following lemma to be
true.

Lemma 5: Given groupings that are static from the beginning
of the system, after time interval mT , where m satisfies (1 −
p)m < δ, the valid consensus from private chain will appear and
stay on public chain, except with negligible probability.

Proof: We first argue that after time interval mT , valid
consensus will be uploaded onto public chain. We then explain
why Byzantine nodes will not be able to upload invalid results
onto public chain.

Because group members’ information is available for static
groups, if the node with the smallest ID fails to upload consen-
suses due to the unreliable communication links, edge serves
will randomly request another node in the same group to do so.
The probability that servers keep failing to receive the results
decreases exponentially as time goes on. Specifically, after m
trials, the probability the consensus message is still not uploaded
successfully is (1 − p)m. We specify an m value according to p
and δ to satisfy the following equation so that the probability of
failure is only negligible:

(1 − p)m < δ (6)

Plus, since the groupings are static, Byzantine nodes are not
able to use signatures of nodes that are not actually in the
same group, assuming digital signatures are not forgeable. If
Byzantine nodes upload results by faking groups size or using
others’ signatures, those results will be rejected immediately by
simply checking the membership information. Thus, there will
not be results on the public chain that conflict with the actual
consensuses.

We therefore prove the lemma. �
By this algorithm, we upload data from the private chain

of static groups to the public chain, with message complexity
O(− log δ). This is because the number of trials (m) until a
successful upload satisfies (1 − p)m < δ.

B. Dynamic/Static Groups

In this subsection, we relax the restriction that groups have to
be static. What could go wrong under this case is that a bad node
may simply send a fake message to the servers with signatures
from bad nodes, who may be from any other groups. To alleviate

this situation, we require each node to periodically handshake
with RSUs. By doing this, servers are able to evaluate how likely
a node belongs to a specific group. Thus, bad nodes would not be
able to use signatures belonging to bad nodes that are far away.

To upload the local consensus to the public chain, we require
only some nodes in the group to do so. Although the naive
solution is to have all the non-malicious nodes trying to upload
consensus, it wastes communication resources. Thus, we only
randomly select some nodes from the local group to upload
consensus, via k universal hash functions. Assume that we
have chosen k such functions from the family of universal hash
functions uniformly at random, from the beginning. To know
which node each hash function specifies, each node orders the
members in the same group, according to IDs, and gives them
ranks. The output space of each hash function is the same as
the space of group members’ ranks. Also, since we assume each
member knows the membership information of its group, they
will agree on the ranks of group members as well. We stress
that the key is for non-malicious nodes to learn about how many
trials they should attempt.

However, it is possible that bad nodes will fake the group size
and collect only signatures from bad nodes to fake a majority
decision. To solve this issue, we rely on some non-malicious
nodes to upload the proof for the actual consensus, which
conflicts with the fake decision. We have to assume that there
are not too many bad nodes who might be in any group between
any two RSUs. In other words, since bad nodes could not obtain
good nodes‘ signatures to support invalid consensus and number
of bad nodes’ signatures is outnumbered by the number of good
signatures for the actual consensus, the servers will trust the
consensus with more signatures, when conflict happens, and
punishments might be imposed to nodes who are believed to
send out fake messages.

We state our further assumptions as follows:
� The number of bad nodes who might be in any group

between any two RSUs is less than half the smallest size
of groups between those two RSUs. This is a stronger
assumption than β < 0.5.

� Good nodes in the local group would not leave the group
during the decision making process (this assumption can
easily be satisfied when group members reach consensus
relatively fast enough).

The system also requires that:
� Each node has to periodically handshake with RSUs, which

means that each node should try to handshake with the
RSUs whenever it passes by them.

� For any integer k up to the possible largest local group size,
k universal hash functions are predetermined uniformly
at random from the universal hash function family, at the
beginning of the system.

� Each node in the group orders all members in the same
local group, according to their IDs. After ordering, each
node corresponds to a rank. The node with the smallest ID
gets rank 0, while the highest gets rank as the group size
minus one.

Under these settings, as well as assumptions and system
requirements, we prove the following lemma.
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Lemma 6: Given time interval up to GT , where G satisfies
(1 − p)G < δ, the valid consensus from private chain will be
uploaded onto public chain and be recognized as the only valid
consensus, except with negligible probability. During this time
interval, only k trials from the local group are required to upload
consensus, where k satisfies e−(1−2G/k)2 k/4 ≤ δ.

Proof: To prove this lemma, we first argue that with G
trials from non-malicious nodes, the valid consensus will be
uploaded successfully, with high probability. Then we show that
by requiring k random trials from group members, at least G out
of k trials are made from non-malicious nodes. As the last step,
we illustrate the reasoning for why only valid consensuses will
stay on public chain.

Assume that we have G trials for uploading consensus made
from non-malicious nodes. The probability that all those non-
malicious trials fail is (1 − p)G. We say this probability can be
negligible when G satisfies the following equation:

(1 − p)G < δ (7)

To give a theoretical guarantee regarding how good the prob-
ability that G nodes out of k are non-malicious is, we apply the
Chernoff bound as Eq. (1) illustrates. For applying the Chernoff
bound, we still need the expectation of a random node being
non-malicious. However, it is non-trivial to know the ratio of
non-malicious nodes because non-malicious but malfunctioned
nodes behave indistinguishably from malicious nodes. But we
know that the number of non-malicious nodes is lower bounded
by the number of good nodes. Thus, we use the latter for plugging
in the Chernoff bound.

By applying the Chernoff bound, we know that we can find
such a k that with high probability, we have at least G non-
malicious nodes. Here we consider the worst case when the ratio
of bad nodes is 1/2 − ε. Also, assume X as the random variable
of the number of non-malicious nodes among k uniformly ran-
dom nodes. We apply the Chernoff bound where s = 1 − 2G/k,
k > 2G and μ = E[X] ≥ k/2:

Pr[X ≤ G] = Pr [X ≤ (1 − (1 − 2G/k))k/2]

= Pr [X ≤ (1 − (1 − 2G/k))μ]

≤ e−(1−2G/k)2 k/4

≤ δ (8)

Now we prove that only the valid consensuses will stay on
public chain, and thus the scheme for bridging between private
chain and public chain is secure. The reasoning is as follow:
� by choosing k random nodes to upload the consensus onto

the public chain, with high probability, at least one non-
malicious node will successfully upload. Therefore, if there
is no conflict (malicious nodes do not upload fake results),
the uploaded one is the valid one;

� if malicious nodes upload a fake result onto the public
chain, then with high probability, non-malicious nodes will
upload the true consensus to conflict with the fake one,
either before or after the fake one was uploaded. Since
the true consensus includes signatures that outnumber the

signatures for the fake decision, servers will be able to
recognize the true consensus.

We thus prove the lemma. �
Pseudocode for this algorithm is shown as Algorithm 4.

Specifically, the k value can be calculated from the above
inequalities (Eq. (7) and (8)).

With large k, (1 − 2G/k)2 is close to 1. Thus, Pr[X ≤ G] ≤
e−Ω(k), which means that with k increasing, the probability that
there are not enough good nodes decreases exponentially. For
instance, suppose p = 0.9 and δ = 2−20, thenG ≥ 7. Therefore,
k ≥ 82.

Note that these k universal hash functions pick a multiset of
nodes to upload consensuses. Specifically, when a node is picked
multiple times, it uploads its consensuses to servers for the same
number of times.

By this algorithm, we upload data from the private chain
of dynamic/static groups to the public chain, with message
complexity O(k) and failure probability e−Ω(k).

C. Chain Structure and Properties

Similar as the blockchain and its variants, we also organize
data on the public chain into blocks, each of which contains local
consensuses happened in a period of time. We specify this period
as the upper bound of the time needed for any local consensus
to be reached and uploaded onto the public chain. By doing so,
we are able to maintain a relative ordering of events in different
blocks. In other words, we know that events in the previous block
happened before the events in the next block. For example, we
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Fig. 1. Public chain structure.

may be able to know that some groups detected that there is a
traffic jam happening on a road and later other groups reported
a traffic accident happened on the same road. We may be able to
conclude that it is the traffic jam that caused the accident rather
than the accident caused the traffic jam. However, we may not
be able to determine the order for each event.

The structure for public chain is shown as Fig. 1, where
each event consensus is in the format of Table I. The attribute
“previous block” can be the hash value of the previous block, or
simply the pointer pointing to the previous block.

We analyze the properties of this chain structure by referring
to [23]–[25] for the fundamental properties defined as follows:
� ϕ-chain consistency: blockchains of any two honest miners

at any point in time during the mining execution can differ
only in the last ϕ blocks.

� Chain growth: The blockchain length should be increased
steadily.

As our scheme does not have mining, we substitute miners by
RSU(s). Since our public chain is mainly maintained by RSU(s),
which are connected through a reliable wired network, we claim
that we have ϕ(τ)-chain consistency, where ϕ(τ) is a function
with dependence on wired network delay τ . As our public chain
is ordered and grows by time, it is straightforward to possess the
property of chain growth.

VI. SIMULATION & NUMERICAL RESULTS

In this section, we show experiments that we have conducted
to verify our algorithms. We will show some simulation results
and visualization of theoretical bounds, plus the gap between
them, for both private chain and public chain, respectively.
Note that theoretical results can be interpreted as the worst case
scenario, in the sense that the theoretical bound would not be
exceeded with high probability, while the simulated results will
show the average cases, which can be exceeded roughly with
probability one half.

A. Simulation Settings

As for our application scenario, it would be ideal to be on
highway roads, where velocities of vehicles are relatively similar
and distance between any vehicles is relatively stable. However,
we should also consider the cases where the distance between
vehicles is less stable, especially on city roads. Thus, we consider
that latter case and use the vehicular mobility dataset made
by the TAPASCologne project [26], which shows the vehicle
trace data in the city of Cologne, Germany. Specifically, we set
the coordinates to be (50◦57′06.8′′N , 6◦51′00.6′′E) with radius
1km and conclude that it is reasonable to assume for a group of
vehicles, 43 good nodes can stay in the group for 13 seconds.
These coordinates are set to be roughly the middle of two main
road intersections, where it is likely to be outside the coverage

Fig. 2. A simulation scenario.

of RSUs and it is likely for a group of vehicles to remain in the
group for a while. However, vehicles in the group may still head
onto different roads after the consensus process. As mentioned,
we assumed that RSUs are deployed in most of the main road
intersections, so that even if vehicles are heading onto different
roads, they all have chances to pass by an RSU within time T
with high probability. We will further conduct simulations on
how the deployment of RSUs may affect the value of T .

In our simulations, the size of local groups can vary from 10
up to 100, and the minimum probability (p) of successful trans-
mission can be in the range [0.3, 0.99]. Although empirically a
vehicle group size is usually small to avoid high rate of collisions,
when multiple RSUs are nearby, a group size can be larger by
utilizing RSUs for relaying to more remote vehicles without
jeopardizing the p value too much. Specifically, with RSUs, we
have more than just vehicle-to-vehicle (V2V) communication,
but also vehicle-to-infrastructure (V2I) and infrastructure-to-
vehicle (I2V) communication.

As for communications among vehicles and RSUs, we adopt
dedicated short-range communications (DSRC) standards in the
United States [27]. As defined in IEEE 1609.4, time is segmented
into “sync periods,” each of which is 100 ms by default. In other
words, regardless of group size, 100 ms will be sufficient for
each node to broadcast once. However, with larger group size,
p will decrease accordingly. In this paper, we do not define the
relationship between group size and p, since the relationship is
highly related with MAC protocol design (e.g., resource reser-
vation mechanism, access mechanism, modulation mechanism,
and so on), for the sake of wide applicability of our work.
After broadcast, if the receiver can receive that broadcast, it
will be received within 100 ms after the broadcast. Because the
local group range is so small that the propagation delay can be
negligible. Thus, we conclude that one round is 100 ms.

Fig. 2 illustrates a scenario of our settings. To display the
scenario clearly, we only show one example of vehicle groups.
Other vehicles will be grouped according to the road segments
they are on, heading direction and velocity.

Lastly, we have simulation regarding the deployment of
RSUs, on a ten-by-ten grid (Fig. 3), where we assume vehicles
will not go out of the grid. On each intersection, each vehicle
turns left, right, forward or backward, uniformly at random. We
further assume each road segment has the same length and we
are interested on how many road segments a vehicle needs to
travel before encountering an RSU. We simulate 1000 vehicles
on this ten-by-ten grid. The locations of RSUs and vehicles are
random in the simulation. An example of RSUs deployment
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Fig. 3. A ten-by-ten grid.

Fig. 4. Number of rounds needed to reach local consensus.

(10 intersections) is shown as red circles in Fig. 3, in which an
example of the trajectory of a vehicle is shown in blue lines. For
simplicity, we assume each road segment is 5 km and vehicles
travel at 50 km/h, which means that the typical time it takes to
travel one road segment is 0.1 h.

B. Simulation for Private Chain

Simulation is done by using Python implementing Algorithm
2. We repeat each scenario for 500 repetitions and the simulation
results show the average rounds needed for all good nodes to
make a decision. We take 2−20 as tolerable failure probability,
which can be adjusted according to actual application scenarios.
Unless β is a variable in the simulation, we take β = 0.5 − ε.

1) How p and n Affect the Number of Rounds to Reach Local
Consensus: In Fig. 4, x-axis is the probability p and y-axis is
the rounds we need either theoretically or experimentally. We
can see that as p increases, the number of rounds needed de-
creases, while the more number of nodes in the group, the more
rounds needed. Although it is up to the physical implementation
regarding what p value is achievable given a certain group size
n, we confirmed that all parameter combinations in Fig. 4 can
be achieved, by simulating a MAC protocol with linear network
coding on vehicle groups with sizes up to 100. We set group

Fig. 5. Standard deviation of the number of rounds to reach local consensus
(n = 100).

Fig. 6. How the tolerable failure probability changes the theoretically required
number of rounds to reach local consensus (n = 100).

diameter to be 300m, where vehicle density is 0.2 per meter.
Note that we allow multiple lanes in the simulation scenario.
Specifically, we find 6 lanes is a reasonable number in our
settings. Under this scenario, p value can be above 0.99.

We may also notice that there is a gap between theoretical
value and average value. In practice, the number of rounds
needed will not exceed theoretical guarantee with high prob-
ability. Note that the gap will be smaller if the system tolerates
a higher probability of failure.

Take p = 0.7 as an example, in this case, it takes no more
than about 20 rounds to reach consensus locally, with high
probability. Note that since each round is 100 ms, it takes
about 2 s to reach consensus locally. This may also justifies
our assumption that good nodes in the local group would not
leave the group during the decision making process, since it is
reasonable to believe good nodes will not get too far away within
two seconds.

In Fig. 5, we pick a scenario, where n = 100 and show the
standard deviation (as vertical lines) of those experimental data.
The result shows that the standard deviation is in the range
of 14%−19%. The upper bound will not likely be reached,
although also depending on the negligible probability.

2) How the Tolerable Failure Probability Affects the Number
of Rounds to Reach Local Consensus: In Fig. 6, we can see that
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Fig. 7. How the ratio of bad nodes changes the average number of rounds to
reach local consensus (n = 100).

Fig. 8. How the ratio of bad nodes changes the theoretically required number
of rounds to reach local consensus (n = 100).

if we can tolerate a larger value of failure probability, then the
number of rounds needed can be less.

3) How the Ratio of Bad Nodes Affects the Number of Rounds
to Reach Local Consensus: Fig. 7 shows that experimentally
when β increases, we will need more rounds for all good nodes
to reach local consensus.

Fig. 8 indicates that theoretically when β increases, we will
need more rounds for all good nodes to reach local consensus,
which is consistent with experimental results. In the next figure
(Fig. 9), it indicates that all theoretical upper bounds are not
violated.

Since in Fig. 9, lines are overlapping with each other when
β is small, we take log (base 2) on the y-axis and thus we have
Fig. 10.

C. Simulation for Public Chain

Simulation for public chain comprises of mainly two parts.
First of all, we evaluate the relationship between the number of
times (G) needed for non-malicious nodes to upload consensus
and p, under various tolerable failure probability δ. Then, we
conduct experiments to verify that amongk trials, at leastG trials
are from the non-malicious nodes. In Eq. (3), we assume that
message x has nonce. Thus, the hash result will also be random.
In the second part of the experiment, we will simulate fm,n(x)
by using uniform random number generator in Python and then

Fig. 9. Average versus theoretical guarantee (n = 100).

Fig. 10. Average versus theoretical guarantee (in log scale and n = 100).

Fig. 11. Number of trials needed to upload to public chain.

we take that number modulo the number of nodes in the group.
All experiments will be repeated for 500 times, before taking the
average values for visualization, while theoretical upper bounds
are directly taken from the equation calculations.

From Fig. 11, we know that as the probability p increases, the
number of non-malicious trials needed to upload consensuses
decreases. Also, as we relax the tolerable failure probability, the
number of required non-malicious trials decreases. Moreover,
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Fig. 12. Number of trials needed to ensure enough good trials.

Fig. 13. The maximum number of road segments passed before encountering
an RSU.

note that the average performance (shown as the line at the
bottom of the chart) indicates that it is very promising, in
comparison with the theoretical consideration. In other words, in
practice, it takes much fewer trials, than the theoretical guaran-
tees with regard to the tolerable failure probabilities we defined.

Similarly, we evaluate how large k should be to ensure that
there are at least G non-malicious trials out of k trials. Here,
we only consider the worst case when the ratio of bad nodes is
0.5 − ε. Evaluation results are shown in Fig. 12. As we require
more non-malicious trials (G), the number of required trials
(k) should also increase. Still, in average cases, it takes much
less trials to collect enough non-malicious trials, in comparison
with the theoretical requirements with regard to the negligible
probability we defined.

The deployment of RSUs plays a significant role in the process
of uploading data from private chain to public chain, which
directly affects the value of T . We conduct simulations on how
the deployment of RSUs will affect the value ofT , by converting
the value of T to equivalently the number of road segments a
vehicle needs to pass before encountering an RSU, assuming
road segments have the same length. We plot in Fig. 13 the
maximum number of road segments needs to be passed for half
of the vehicles (i.e., half a thousand), 70% of the vehicles, 90%
of the vehicles, and all the vehicles. It is clear that the increasing
ratio of RSU deployment will significantly decrease the value of
T . Specifically, when the ratio of RSU deployment is 0.36, then
90% of the vehicles will pass by an RSU within 6 road segments.

From our setting, we know that each road segment takes 0.1 h.
Thus, equivalently, we say 90% of the vehicles will pass by an
RSU within 0.6 h, which is reasonable for the global consensus
in VSNs

VII. CONCLUSION

In this paper, we have provided a highly lightweight solution
for blockchain on vehicular social networks. We broke the
problem into private chain and public chain. On private chain, we
considered two cases: when communication is reliable and when
it may be unreliable. Following private chain, a scheme was
designed for transferring data onto public chain, depending on
whether the groupings are static or dynamic. We also visualized
our experiment results from various aspects and showed that on
average, the performance is quite promising, in comparison with
the theoretical guarantees derived with regard to given negligible
failure probabilities. In the future work, we would like to bring
down the message complexity, while keeping the simplicity of
current protocols.
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