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Abstract—Vehicular edge computing (VEC) is considered as a novel paradigm to enhance the safety of automated vehicles and intelligent transportation systems (ITS). The computation offloading strategies are the key point of VEC, and the effect of time-varying channels cannot be ignored during the task transmission period. This paper investigates the utility maximization problem with task delay requirement constraints, in which the influence of time-varying channel on the task offloading strategies during the task offloading period is considered. The time-varying fading channel leads to the time-varying spectrum efficiency (SE), so the previous offloading strategies are questionable when the additional uncertain allocated bandwidth is taken into account. To deal with it, we first propose a linearization based Branch and Bound (LBB) algorithm to solve the fixed SE problem without considering the time-varying channel characteristics. Considering the complexity of the LBB algorithm, a closest rounding integer (CRI) algorithm is proposed to solve the fixed SE problem. Then, based on the resource allocation strategies of the fixed SE problem, we propose the LBB based computation offloading (LBBCO) algorithm and the CRI based computation offloading (CRICO) algorithm to solve the original problem for both the static tasks and dynamic tasks. The proposed LBBCO/CRICO algorithms are also applicable to multi-vehicle and multi-task scenarios. Meanwhile, we analyze the effect of small-scale fading on the proposed offloading strategies. The simulation results show that the average utilities of LBBCO and CRICO algorithms have a small gap by 3.93% and 6.13% only to the upper bound, respectively. Meanwhile, the proposed LBBCO and CRICO algorithms outperform the previous state-of-the-art solution by 4.52% and 2.38%, respectively.
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I. INTRODUCTION

In recent years, the Internet of Things (IoT) has attracted considerable attention [1]–[3]. As an important application of IoT, Internet of Vehicles (IoV) not only provides an environment that supports communication among vehicles, as well as between vehicles and roadside units (RSUs), but also realizes intelligent traffic management and intelligent vehicle control network integration [4]–[6].

IoV can provide many new services for people, such as autonomous driving, speech recognition, and online video [7], [8]. These applications and services require significant computation resources and strict delay constraints. However, the computation resources of the vehicles are limited, insufficient to support many applications [9], [10]. Vehicular edge computing (VEC), which can provide elastic computation resources on demand, is a promising solution. Compared with cloud computing, the VEC framework pushes the cloud service to the edge of the radio network. By utilizing the radio access network (RAN) in the VEC paradigm, some of the control and data plane functions are deployed to the VEC servers. Therefore, VEC can alleviate the computing and routing burdens significantly, and improve resource utilization. Moreover, since the VEC server is closer to the vehicles, the end-to-end delay can be reduced.

By using the VEC paradigm, resource utilization can be improved, and user experience of the computation resource-hungry applications can be enriched. However, compared with the traditional cloud servers, the VEC servers have limited resources [11], [12]. To improve the computation ability of VEC and utilize resources efficiently, the dynamic radio and computation resource allocation schemes should be carefully developed.

The joint radio and computation resource allocation play an important role in realizing high utility and low latency of the VEC system. In the current study, all the works assume that the channel fading is constant during the task offloading period. In practice, the coherence time of the vehicle channel and the task offloading time are not in the same time scale. For example, when the vehicle speed is 100 km/h, and the carrier frequency is 1.8 GHz, the coherence time of the channel is about 2.5 ms. However, the task offloading time is about tens of milliseconds to hundreds of milliseconds. For some delay-tolerant services, the task offloading time can achieve a few seconds [13]. If the time-varying fading is not considered, the offloading strategies will be inaccurate, the resource utilization will be reduced, and the task delay requirements cannot be guaranteed. In addition, when considering the influence of time-varying channels, the task transmission time is related to the location of the vehicle and the allocated bandwidth. Therefore, how to allocate bandwidth...
for the time-varying channels is an important and challengeable issue [13], [14].

In this paper, we first consider the scenario that a single vehicle offloads multi-task to a single VEC server. To study the influence of time-varying channels on the resource allocation and task offloading strategies during the task offloading period, a utility maximization problem with task delay requirement constraints in VEC is formulated. Considering the time-varying channels in the vehicular network, since the spectrum efficiency of transmission is time-varying, the amount of data offloading in each time slot also changes accordingly, resulting in the inability to accurately estimate the transmission delay. It will lead to the actual task offloading delay exceeding the task delay requirement. For the formulated problem, due to the characteristic of time-varying channel, the allocated bandwidth, the SE of channel and the location of the vehicle are coupled, which makes the problem difficult to solve. To solve this problem, we propose the linearization based Branch and Bound (LBB) algorithm and the closest rounding integer (CRI) algorithm to solve the fixed spectrum efficiency (SE) problem without considering the time-varying channel characteristics. Based on the resource allocation strategies of the fixed SE problem, the LBB/CRI based computation offloading (LBBCO/CRICO) algorithms are proposed to solve the original problem for both static and dynamic tasks, in which the bandwidth allocation is adjusted dynamically according to the comparison results between the time-varying SE and fixed SE. The proposed LBBCO/CRICO algorithms are also applicable to multi-vehicle and multi-task scenarios. Furthermore, the effects of small-scale fading on the utility performance of proposed offloading strategies are evaluated. Simulation results show that the average utilities of LBBCO and CRICO algorithms have a small gap of 3.93% and 6.13% only to the upper bound, respectively.

The rest of this paper is organized as follows. In Section II, the related work is summarized. In Section III, we introduce the system model, including network model, communication model, and computation model. The system utility maximization problem is formulated. In Section IV, LBB and CRI algorithms are proposed to solve the fixed SE problem. Section V presents LBBCO/CRICO algorithms for the time-varying SE problem. We analyze the multi-vehicle and multi-task scenarios in Section VI. The effects of small-scale fading on the utility performance of the proposed resource allocation strategies are evaluated in Section VII. Numerical results and discussions are presented in Section VIII. Finally, we conclude the paper in Section IX.

II. RELATED WORK

In the VEC system, when considering vehicular mobility, there are mainly three aspects of objectives for the joint radio and computation resource allocation in VEC system. The first is to maximize the VEC system utility. To maximize the benefit of the VEC server while enhancing the utilities of the vehicles, an efficient offloading strategy was designed through a contract theoretic approach [15]. Considering the limited computation resources and delay requirements, the authors adopted a Stackelberg Game approach to design an optimal multilevel offloading scheme, which maximizes the utilities of both the vehicles and the computing servers [16]. In [11], the authors considered a problem of joint bandwidth and computation resources to maximize the utility of cloud service providers (SPs) in cloud-enabled vehicular networks, and proposed a coalition game model based on two-sided matching theory for cooperation among cloud SPs to share their idle resources. Cordeschi et al. studied the soft data fusion and cognitive radio in vehicular networks, and proposed a distributed resource management strategy to maximize the system utility [12]. Considering the movement of vehicles in different RSUs, Yu et al. studied radio resource allocation and virtual machine migration in the cloud-based vehicular network, and proposed a game-theoretical approach to maximize the system utility [17]. To provide better service to IoT users, a joint radio and computational resource allocation scheme was proposed to maximize the system utility and improve user satisfaction [18]. The second is to minimize the cost of offloading tasks. Zhang et al. presented a predictive combination mode relegation scheme to reduce the cost of offloading tasks in cloud-based VEC networks [7]. When the vehicles are randomly distributed along the road, a joint radio, caching and computation resource allocation strategy in VEC was proposed to minimize the system cost [19]. To minimize the cost of vehicular terminals and VEC server at the same time, a joint offloading decision and local computation resource allocation scheme on the side of vehicular terminals was proposed. Meanwhile, a joint radio and VEC server computation resource allocation scheme on the VEC server side was proposed [20]. Considering the IoT and vehicular computing has emerged due to smart cities, a joint resource allocation and computation resource allocation scheme was proposed to support delay-sensitive applications and to reduce the workload on the backend networks [21]. To maximize the overall communication-plus-computing energy efficiency, an energy-efficient adaptive resource scheduler for real-time vehicular network was proposed [22]. Zhou et al. studied the energy-efficient workload offloading problem in vehicular network and proposed a low-complexity distributed solution based on consensus alternating direction method of multipliers (ADMM) [23]. The third is to minimize the offloading delay of the tasks. By combining vehicular delay-tolerant networks and VEC paradigm, a store-and-carry forward offloading mechanism was proposed to reduce the delay requirement [24]. Wang et al. presented a content placement algorithm to minimize the latency of mobile users [25]. To minimize the application processing time in VEC system, an iteration algorithm based on Semi-Markov decision process (SMDP) approach was proposed [26]. However, the effect of fast time-varying channels during the task offloading period was not considered in previous work, which means the channel is time-varying during the task offloading. During the offloading period, due to the fast time-varying fading caused by the high-speed movement, the offloading delay of the task changes significantly [13], [14]. The previous offloading strategies should be re-investigated and enhanced for vehicular edge computing due to dynamic environments, which motivated this work.
III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the system model of VEC is described, including network model, communication model, and computation model. Then, we formulate the problem of joint radio, and computation resource allocation, with the objective to maximize the system utility while guaranteeing the delay requirement of the tasks.

A. Network Model

We consider a unidirectional road, each road side unit (RSU) equipped with a VEC server is deployed along the road to provide radio coverage as shown in Fig. 1. The coverage diameter of RSU is \( D \). The vehicle speed is \( v \) and the period of the vehicle crossing one cell covered by RSU is \( T = D/v \).

The influence of the time-varying channel on the system cannot be ignored [27], [28]. The channel condition, which mainly includes path loss and fading, cannot be regarded as a constant when the tasks are offloaded. Broadband wireless systems typically support adaptive modulation and coding techniques to adjust the data rate according to the received signal-to-noise ratio (SNR). Further, the wireless channel quality between the RSU and the moving vehicle highly depends on the path loss, which is a function of the communication distance \( d \). As the communication distance increases, \( SE \) decreases. For example, when the vehicle is located on the edge of the cell, \( SE \) is minimal. Here, we focus on the path loss and divide the small cell into \( n \) region according to the distance between the vehicle and the RSU. The SE for each region can be written as \( R = \{ r_1, ..., r_n \} \) [29], [30]. The statistical information of path loss in each region can be regarded as the expected value of SNR in each region. We first utilize statistical information for resource management. And then, the influence of random fading on task offloading strategies is studied in Section VI.

B. Communication Model

We consider a vehicle with \( I \) independent tasks and the tasks set is denoted as \( I = \{ 1, ..., I \} \). For each computation task, it can be accomplished either on the vehicle locally or on the VEC server by vehicle offloading. We denote \( \alpha_i \in \{ 0, 1 \} \) as the computation offloading decision of task \( i \). Specifically, if task \( i \) is determined to offload to the VEC server, \( \alpha_i = 1 \). Otherwise, task \( i \) is chosen to compute locally, \( \alpha_i = 0 \). We denote the offloading vector as \( \alpha = \{ \alpha_1, ..., \alpha_i, ..., \alpha_I \} \).

To avoid interference, the spectrum within one RSU is orthogonally assigned to each task [31]. We denote \( b_i \) as the bandwidth allocated to task \( i \). \( b = \{ b_1, ..., b_i, ..., b_I \} \) is the bandwidth vector. The whole available spectrum bandwidth is \( B \). Therefore, \( \sum_{i=1}^{I} b_i \leq B \).

C. Computation Model

For the computation model, we use a tuple \( \{ c_i, s_i, t_i, \text{max} \} \) to represent the task \( i \), where \( c_i \) is the number of CPU-cycle required to accomplish task \( i \), \( s_i \) is the computation file size of task \( i \), and \( t_i, \text{max} \) is the delay tolerance of task \( i \) [7].

1) Local Computing: We denote \( f_i^l, \text{max} \) as the maximal CPU-cycle frequency of the vehicle, and define \( f_i^l \) as the CPU-cycle frequency allocated to task \( i \). If task \( i \) is computed locally by the vehicle, the computation time \( t_{i,\text{com}} \) can be expressed as

\[
  t_{i,\text{com}} = \frac{c_i}{f_i^l}. \tag{1}
\]

2) VEC Server Computing: For the VEC server computing, a task is offloaded to the VEC server through the wireless link first, then the VEC server executes the computation task. The time consumption for task offloading includes two parts: transmission time by the vehicle and computation time on the VEC server.

According to the communication model, when the vehicle offloads task \( i \) to the VEC server, it should satisfy

\[
  \sum_{j=1}^{y_i} b_{i,j} \Delta t = s_i, \tag{2}
\]

where \( y_i \) is the end time slot of task \( i \) offloading to the VEC server, \( r_{i,j} \) is the SE of task \( i \) in the task transmission region of time slot \( j \). \( \Delta t \) is the time slot duration. Because the start time slot of offloading is known, the transmission time is

\[
  t_{i,\text{trans}} = (y_i - 1) \Delta t. \tag{3}
\]

The VEC server will execute the computation task after transmission. We define \( f_i^\text{max} \) as the maximal CPU-cycle frequency of the VEC server, and define \( f_i^s \) as the CPU-cycle frequency allocated to task \( i \) by VEC server. The CPU-cycle frequency allocation vector is \( f^{s} = \{ f_1^s, ..., f_i^s, ..., f_I^s \} \). The computation time of VEC server on task \( i \) is

\[
  t_{i,\text{vec}} = \frac{c_i}{f_i^s}. \tag{4}
\]

Therefore, the offloading time of task \( i \) can be expressed as

\[
  t_{i,\text{off}} = (y_i - 1) \Delta t + \frac{c_i}{f_i^s}. \tag{5}
\]

In this paper, because of the size of computation outcome data is much smaller than that of the computation input data, we ignore the time consumption of task computation outcome transmission from the VEC server to the vehicle. In addition, for the task offloading strategies, the vehicle can offload the task basic information (such as the number of CPU-cycle required, computation file size and delay tolerance) to the VEC server firstly. And then, the VEC server executes the algorithm and returns the results to the vehicle. Due to the VEC server has
D. Utility Maximization Problem Formulation

The network utility can be viewed as the offloading task number to the VEC server. The tasks can be computed either locally or by the VEC server. However, for autonomous driving of intelligent transportation systems (ITS) application, offloading some tasks to the VEC server can be combined with historical data for better results, such as map navigation and automatic vehicle tracking, etc. The VEC servers can exchange the processing results of these tasks and achieve vehicle scheduling for the whole network. The network utility maximization problem can be formulated as

\[
\begin{align*}
\text{P1} & : \max_{\alpha, f^*, b, [y_i]} \sum_{i=1}^{I} \alpha_i \left( (y_i-1)\Delta t + \frac{c_i}{f^*_i} \right) + (1-\alpha_i) t_i \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& \text{s.t. } \alpha_i \left( (y_i-1)\Delta t + \frac{c_i}{f^*_i} \right) + (1-\alpha_i) t_i \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& 0 \leq f^*_i \leq \alpha_i f^*_\max, \forall i \in \mathcal{I}, \\
& \sum_{i=1}^{I} f^*_i \leq f^*_\max, \\
& 0 \leq b_i \leq \alpha_i B, \forall i \in \mathcal{I}, \\
& \sum_{i=1}^{I} b_i \leq B, \\
& \sum_{i=1}^{I} b_i r_{i,j} \Delta t = s_i, \forall i \in \mathcal{I}, \\
& \alpha_i \in \{0, 1\}, \forall i \in \mathcal{I}.
\end{align*}
\]

Constraint (6b) gives the delay requirement of the task. Constraints (6c) and (6d) are the computation resources constraints. Constraints (6e) and (6f) denote the bandwidth constraints. Constraint (6g) gives offloading data size requirement. Constraint (6h) is the offloading indicator constraint.

Considering the limited radio and computation resources, when there are a large number of tasks to be computed, some task requests can be rejected by utilizing admission control, so that the admission tasks can be computed efficiently.

For constraint (6g), it can be expressed as

\[
\sum_{j=1}^{y_i} r_{i,j} = \frac{s_i}{b_i \Delta t}.
\]

In this paper, we assume that the bandwidth allocated to the tasks remains constant throughout the transmission process. Considering that the variables $y_i$ and $b_i$ are coupled, and $\alpha_i$ is a binary variable, problem (P1) is a mixed-integer nonlinear programming problem.

IV. PROBLEM SOLUTION WITH FIXED SE

In order to solve problem (P1), we propose LBBCO algorithm which includes two steps. The first step is to propose the LBB algorithm to solve the fixed SE problem without considering the time-varying channel characteristics. The second step is to propose LBBCO algorithm by utilizing the results of LBB algorithm. Considering the complexity of LBB algorithm is high, the CRI algorithm is proposed. By utilizing the results of CRI algorithm, CRICO algorithms are proposed.

A. Fixed SE Problem

Because the variables $y_i$ and $b_i$ are coupled, which makes the problem difficult to solve. We need to simplify Eq. (6g) firstly. Since the moving track of the vehicle is certain, the location of the vehicle can be predicted. We utilize the fixed SE of the vehicle in each region instead of the time-varying SE.

We denote $r_{i,n}^{fx}$ as the SE in the region $n$ of task $i$ at the beginning offloading time slot, and utilize $r_{i,n}^{fx}$ to replace the time-varying $r_i$. The problem can be reformulated as

\[
\begin{align*}
\text{P2} & : \max_{\alpha, f^*, b} \sum_{i=1}^{I} \alpha_i \left( \frac{s_i}{b_i r_{i,n}^{fx} + c_i f^*_i} \right) + (1-\alpha_i) \frac{c_i}{f^*_i} \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& \text{s.t. } \alpha_i \left( \frac{s_i}{b_i r_{i,n}^{fx} + c_i f^*_i} \right) + (1-\alpha_i) \frac{c_i}{f^*_i} \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& (6e)-(6f), (6h).
\end{align*}
\]

B. Constraint Linearization

Due to the constraints of problem of (P2) are nonconvex constraints, we first linearize them. To avoid the denominator to be zero, we introduce two microscales $\varepsilon_1$ and $\varepsilon_2$ for (8b), the problem can be reformulated as

\[
\begin{align*}
\text{P3} & : \max_{\alpha, f^*, b} \sum_{i=1}^{I} \alpha_i \left( \frac{s_i}{b_i + \varepsilon_1} + \frac{c_i}{f^*_i + \varepsilon_2} \right) + (1-\alpha_i) \frac{c_i}{f^*_i} \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& \text{s.t. } \alpha_i \left( \frac{s_i}{b_i + \varepsilon_1} + \frac{c_i}{f^*_i + \varepsilon_2} \right) + (1-\alpha_i) \frac{c_i}{f^*_i} \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& (6e)-(6f), (6h).
\end{align*}
\]

Lemma 1: The solution of problem (P3) is the upper bound of problem (P2).

Proof: The proof of Lemma 1 is in the Appendix A.

Problem (P3) is sensible to $\varepsilon_1$ and $\varepsilon_2$ for obtaining an upper bound of problem (P2). We define two auxiliary variables, $\beta_i = \frac{1}{b_i + \varepsilon_1}$, $\gamma_i = \frac{1}{f^*_i + \varepsilon_2}$. Problem (P3) can be reformulated as

\[
\begin{align*}
\text{P4} & : \max_{\alpha, \beta, \gamma} \sum_{i=1}^{I} \alpha_i \left( \frac{s_i}{\beta_i c_i + \varepsilon_1} + (1-\alpha_i) \frac{c_i}{f^*_i} \right) \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& \text{s.t. } \frac{s_i}{\beta_i c_i + \varepsilon_1} + (1-\alpha_i) \frac{c_i}{f^*_i} \leq t_{i,\max}, \forall i \in \mathcal{I}, \\
& \frac{1}{\alpha_i f^*_i} + \varepsilon_2 \leq \gamma_i \leq \frac{1}{\varepsilon_2}, \forall i \in \mathcal{I},
\end{align*}
\]
\[
\sum_{i=1}^{l} \frac{1}{\gamma_i} \leq f_{\text{max}} + I \varepsilon_2, \tag{10d}
\]
\[
\frac{1}{\alpha_i \beta_i + \varepsilon_1} \leq \beta_i \leq \frac{1}{\varepsilon_1}, \quad \forall i \in \mathcal{I}, \tag{10e}
\]
\[
\sum_{i=1}^{l} \frac{1}{\beta_i} \leq B + I \varepsilon_1, \tag{10f}
\]
\[
\alpha_i \in \{0, 1\}. \tag{10g}
\]

Problem (\(P4\)) is not a convex problem, because, first, the \(\alpha_i\) is a binary variable, and second, there are \(\alpha_i \beta_i\) and \(\alpha_i \gamma_i\) in problem (\(P4\)). In order to solve this problem, for \(\alpha_i \in \{0, 1\}\), we relax \(\alpha_i\) as \(0 \leq \alpha_i \leq 1\). For \(\alpha_i \beta_i\), we introduce \(\mu_i = \alpha_i \beta_i\), due to \(0 \leq \alpha_i \leq 1\), considering \(\frac{1}{\alpha_i \beta_i + \varepsilon_1} \leq \beta_i \leq \frac{1}{\varepsilon_1}\), the bound of \(\beta_i\) is \(\frac{1}{\alpha_i \beta_i + \varepsilon_1} \leq \beta_i \leq \frac{1}{\varepsilon_1}\) [34], [35]. We can get the linearization bound factor product constraints of \(\mu_i\),

\[
\mu_i - \frac{1}{B + \varepsilon_1} \alpha_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{11a}
\]
\[
\beta_i - \frac{1}{B + \varepsilon_1} \mu_i - \mu_i + \frac{1}{B + \varepsilon_1} \alpha_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{11b}
\]
\[
\frac{1}{\varepsilon_1} \alpha_i - \mu_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{11c}
\]
\[
\frac{1}{\varepsilon_1} - \beta_i - \frac{1}{\varepsilon_1} \alpha_i + \mu_i \geq 0, \quad \forall i \in \mathcal{I}. \tag{11d}
\]

For \(\alpha_i \gamma_i\), we define \(\omega_i = \alpha_i \gamma_i\). Due to \(0 \leq \alpha_i \leq 1\) and \(\frac{1}{f_{\text{max}} + \varepsilon_2} \leq \gamma_i \leq \frac{1}{\varepsilon_2}\), similar as (11), the bound factor product of \(\omega_i\) can be written as

\[
\omega_i - \frac{1}{f_{\text{max}} + \varepsilon_2} \alpha_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{12a}
\]
\[
\gamma_i - \frac{1}{f_{\text{max}} + \varepsilon_2} - \omega_i + \frac{1}{f_{\text{max}} + \varepsilon_2} \alpha_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{12b}
\]
\[
\frac{1}{\varepsilon_2} \alpha_i - \omega_i \geq 0, \quad \forall i \in \mathcal{I}, \tag{12c}
\]
\[
\frac{1}{\varepsilon_2} - \gamma_i - \frac{1}{\varepsilon_2} \alpha_i + \omega_i \geq 0, \quad \forall i \in \mathcal{I}. \tag{12d}
\]

By substituting \(\mu_i\) and \(\omega_i\) into problem (\(P4\)), which can be written as

\[
\max_{\alpha, \beta, \mu, \gamma, \omega} \sum_{i=1}^{l} \alpha_i \tag{13a}
\]

s.t. \([6b] - (6f), (6h)\] (13b)\(\alpha_1, \alpha_2, \ldots, \alpha_{d(k)}; \alpha_{d(k)+1} \right) = \{d(k), 1\}, \tag{16c}\)

and the second problem is

\[
\max_{\alpha, \beta, \mu, \gamma, \omega} \sum_{i=1}^{l} \alpha_i \tag{17a}
\]

s.t. \([6b] - (6f), (6h)\] (17b)\(\alpha_1, \alpha_2, \ldots, \alpha_{d(k)}; \alpha_{d(k)+1} \right) = \{d(k), 0\}, \tag{17c}\)

where \(d(k)\) is the determined computation offloading strategy of node \(k\). \(|d(k)|\) is the element number of \(d(k)\). Problem (\(P7\)) and (\(P8\)) are the left and right leaf node of node \(k\), respectively. We denote \(\mathcal{I}_d\) as the determined computation offloading strategies.
Based on linearization and α relaxation in the last section, the corresponding convex problems (P7) and (P8) are

\[
\begin{align}
    \text{(P9)} & \quad \max_{\alpha, \beta, \gamma, \mu, \omega} \|L_d\|_1 + \sum_{g \in I \setminus I_d} \alpha_g \\
    \text{s.t.} & \quad (6c), (6e), \quad \forall i \in I_d, \\
    & \quad (10c), (10e), (11), (12), (13b), (13c), \quad \forall i \in I \setminus I_d, \\
    & \quad (14b), \quad \forall i \in I_d,
\end{align}
\]

\[
\begin{align}
    \sum_{i \in I_d} b_i + \sum_{g \in I \setminus I_d} \left( \frac{1}{g} - \varepsilon_1 \right) & \leq B, \\
    \sum_{i \in I_d} f_i^b + \sum_{g \in I \setminus I_d} \left( \frac{1}{g} - \varepsilon_2 \right) & \leq f_{\text{max}}, \\
    I_d & = \{d(k), 0\}.
\end{align}
\]

These two problems are the upper bound of the left and right leaf node. We can solve these two problems and obtain the optimal values \( \hat{A}_l \) and \( \hat{A}_{l+1} \), respectively. The corresponding offloading computation indicators are \( \alpha_l \) and \( \alpha_{l+1} \), respectively. Based on (15), we can obtain \( \alpha_l \) and \( \alpha_{l+1} \). And then, we can obtain the lower bound \( \bar{A}_l \) of left node problem, and the corresponding resource allocation strategy is \( SL_l = \{\alpha_l, f^*_l, b_l\} \). In the same way, we can obtain the lower bound \( \bar{A}_{l+1} \) of right node problem, and the corresponding resource allocation strategy is \( SL_{l+1} = \{\alpha_{l+1}, f^*_l, b_{l+1}\} \).

And then, we need to calculate the upper bound \( U_{l+1} \) and lower bound \( L_{l+1} \) of \( A^* \). \( U_{l+1} \) is the maximal upper bound of all unpruned leaf nodes. Meanwhile, \( L_{l+1} \) is the maximal lower bound of all unpruned leaf nodes. The leaf nodes whose upper bounds are smaller than \( L_{l+1} \) need to be pruned. After that, we update \( l = l + 1 \) and continue the process until \( U_l - L_l \leq \epsilon \).

The result is \( A^* = L_l \) and the corresponding resource allocation strategy is \( SL_l = \{\alpha^*, f^{**}, b^*\} \). The proposed LBB method is shown in Algorithm 1.

**Algorithm 1: Proposed LBB Algorithm.**

1. Initialize all the system parameters;
2. Initialize \( l = 1, U_1 = A, L_1 = A; \)
3. while \( U_l - L_l > \epsilon \) do
4. Select \( k = \arg\max_{i \in I \setminus I_d} \hat{A}_i, \) and split the leaf node into two subproblems;
5. Obtain \( \hat{A}_l, \hat{A}_{l+1}, \alpha_l \) and \( \alpha_{l+1} \) by solving the problem (P9) and problem (P10), respectively;
6. Obtain \( \alpha_l \) and \( \alpha_{l+1} \) according to (15), and calculate \( A_i, \hat{A}_{l+1}, SL_l \) and \( SL_{l+1}; \)
7. \( \hat{U}_{l+1} = \{i \in \hat{U}_{l+1}, A_i < L_i\}; \)
8. \( \hat{U}_{l+1} = \hat{U}_{l+1} \setminus \hat{U}_{l+1}; \)
9. \( L_{l+1} = \max_{\{i \in \hat{U}_{l+1}, A_i\}} A_i; \)
10. \( L_{l+1} = \max_{\{i \in \hat{U}_{l+1}, A_i\}} A_i, SL_{l+1} = SL_{l+1}; \)
11. \( l = l + 1; \)
12. end while
13. \( \alpha^* = L_l; \)
14. \( \{\alpha^*, b^*, f^{**}\} = SL_l; \)

For the Branch and Bound algorithm, the complexity grows exponentially in the worst case [38]. Because problem (P5), problem (P6), problem (P9) and problem (P10) are all convex optimization problems, we denote the complexity of these problems by \( O(C_1), O(C_2), O(C_3) \) and \( O(C_4) \), respectively. They are all polynomials. For line 2, the complexity of calculating the initial value is \( O(C_1 + C_2) \). The while loop has 2 iterations in the worst case. For lines 4-6, the complexity is \( O(C_3 + C_4 + 2C_2) \). For lines 7-10, the complexity is \( O(4U_{l+1}) \), where \( |U_{l+1}| = l + 1 \) in the worst case. Therefore, the complexity of the proposed Algorithm 1 is

\[
O(C_1 + C_2 + 2^l (O(C_3 + C_4 + 2C_2) + O(1 + 2^l))) = O(C_1 + 2^l \max(C_2, C_3, C_4) + 2^{2l}) = O(2^{2l}).
\]

**D. CRI Algorithm**

According to the last subsection, we can find that although LBB algorithm can solve problem (P2) accurately, the time complexity is high. In order to reduce the complexity, we propose a closest rounding integer (CRI) algorithm, which can obtain the resource allocation and task offloading strategies with low complexity. The idea of the proposed CRI algorithm is as follows: First, we solve problem (P5) and obtain the optimal offloading strategy \( \alpha_0 \), which is the upper bound of problem (P2). Then, we utilize the CRI algorithm to obtain \( \alpha \). If \( \bar{\alpha}_l > 0.5 \), we set \( \alpha_l = 1 \). Otherwise, \( \alpha_l = 0 \). In order to guarantee the feasibility of the offloading strategies, we substitute \( \alpha \) into problem (P6). If problem (P6) is feasible, \( \alpha \) is feasible offloading strategies. Otherwise, there is insufficient resources to support so many tasks offloading, so some tasks should be computed locally. We sort the elements of \( \alpha \) which satisfy \( \bar{\alpha}_i > 0.5 \) in the ascending order, set the least \( \bar{\alpha}_i \) as \( \alpha_l = 0 \). After that, substitute the offloading strategies into problem (P6), until problem (P6) is feasible.
Algorithm 2: Proposed CRI Algorithm.

1: Initialize all the system parameters;
2: Obtain $\alpha$ by utilizing (21);
3: Substitute (21) into problem (P6);
4: if problem (P6) is feasible then
5: We can obtain feasible resource allocation and task offloading strategies;
6: else
7: Update $\alpha$ until problem (P6) is feasible;
8: end

The CRI algorithm is elaborated as follows:

Step 1: The optimal offloading strategies $\alpha$ of problem (P5) is the upper bound of problem (P2), and $0 \leq \tilde{\alpha}_i \leq 1$. We can simply utilize the following method to obtain $\alpha$.

$$\alpha = \left\{ \alpha_i \mid \alpha_i = \begin{cases} 1 & \tilde{\alpha}_i > 0.5 \\ 0 & \tilde{\alpha}_i \leq 0.5 \end{cases} \right\} \quad (21)$$

Step 2: In order to guarantee the feasibility of the offloading strategies. Substitute (21) into problem (P6).

1) If problem (P6) is feasible, we can obtain feasible resource allocation and task offloading strategies.
2) If problem (P6) is infeasible, it means that there is insufficient resources to support so many tasks offloading, some tasks should be computed locally. We sort the elements of $\tilde{\alpha}$ which satisfy $\tilde{\alpha}_i > 0.5$ in the descending order, set the least $\tilde{\alpha}_i$ as $\alpha_i = 0$. After that, substitute the offloading strategies into problem (P6), until problem (P6) is feasible.

The proposed CRI algorithm is shown in Algorithm 2.

V. HEURISTIC ALGORITHMS FOR TIME-VARYING SE PROBLEM

In this section, basing on the resource allocation strategies of the fixed SE, we propose the LBB based computation offloading (LBBCO) algorithm and the CRI based computation offloading (CRICO) algorithm to solve time-varying SE problem for both the static tasks and dynamic tasks.

A. Static Task Offloading Strategies

In this subsection, we only consider the static task offloading strategies, so the total number of tasks is constant when the vehicle crosses one cell covered by a RSU. From Section IV, we can obtain the offloading time of the tasks when the tasks are decided to offload. The offloading time includes task transmission time $t_{i}^{\text{trans}}$ and computation time of VEC server $t_{i}^{\text{com}}$. $t_{i}^{\text{com}}$ is independent of the channel condition. However, the task transmission time $t_{i}^{\text{trans}}$ changes when considering the time-varying channel characteristics. The main idea of the heuristic algorithms is as follows: we utilize the average SE of the vehicle passing through the region during the task transmission time compared with the fixed SE. If the average SE is larger than the fixed SE, it means that the resource allocation policy of the fixed SE makes bandwidth surplus. We need to calculate whether more tasks could be offloaded. Otherwise, it means that the resource allocation policy of the fixed SE makes bandwidth insufficient. Some tasks cannot be offloaded. The proposed heuristic algorithms are elaborated as follows:

Step 1: Because the vehicle speed $v$ and the task offloading start position $P_{\text{strat}}$ are certain, the RSU can accurately predict how long the vehicle will stay in the transmission region. We denote the time of vehicle staying in the transmission region as $t_{\text{stay}}$. If $t_{\text{stay}} \geq t_{i}^{\text{trans}}$, which means that task $i$ is offloaded to the VEC server when the vehicle stays in one transmission region. Therefore, the resource allocation strategies can be obtained by the LBB/CRI algorithms.

Step 2: If $t_{\text{stay}} < t_{i}^{\text{trans}}$, it means that task $i$ is offloaded to the VEC server when the vehicle moves to other transmission regions. Because the distance of each region is certain, by utilizing $t_{i}^{\text{trans}}$, the RSU can predict the position of task $i$ to complete transmission. Therefore, the average SE $\bar{r}_i$ in this period of time $t_{i}^{\text{trans}}$ can be calculated.

Step 3: For some tasks, if $\bar{r}_i \geq r_{i,n}^{\text{fix}}$, then $\bar{r}_i$ is the bandwidth allocation for the task $i$ which satisfies $\bar{r}_i \geq r_{i,n}^{\text{fix}}$. The total surplus bandwidth is $b_+ = \sum_{i \in \mathcal{I}_+} (b_i - b_{i,+})$, where $\mathcal{I}_+$ is the task set which satisfies $\bar{r}_i \geq r_{i,n}^{\text{fix}}$.

Step 4: For other tasks, if $\bar{r}_i < r_{i,n}^{\text{fix}}$, then $\bar{r}_i$ is the bandwidth allocation for the task $i$ which satisfies $\bar{r}_i < r_{i,n}^{\text{fix}}$. The total insufficient bandwidth is $b_- = \sum_{i \in \mathcal{I}_-} (b_{i,-} - b_i)$, where $\mathcal{I}_-$ is the task set which satisfies $\bar{r}_i < r_{i,n}^{\text{fix}}$.

Step 5: We denote $b_{\text{sur}} = b_+ - b_-$. If $b_{\text{sur}} \geq 0$, it means that there is surplus bandwidth. If VEC server has surplus computation resources, we utilize the proposed LBB/CRI algorithms to calculate whether more tasks can be offloaded. If VEC server does not have surplus computation resources, no more tasks can be computed.

Step 6: If $b_{\text{sur}} < 0$, it means that some tasks cannot be offloaded to the VEC server, due to the lack of bandwidth. We sort the tasks with insufficient bandwidth in the ascending order. Remove the task with the highest deficit in bandwidth from the list to offload, the surplus bandwidth can be allocated to other tasks.

The proposed LBBCO/CRICO algorithms are shown in Algorithm 3.

B. Dynamic Task Offloading Strategies

In the previous subsection, we only considered static task offloading strategies. However, due to the change of road traffic flow, the tasks will be randomly generated. In this subsection, we propose the dynamic task offloading strategies.

The tasks follow the Poisson process with average generation rate $\lambda$ [39]. Compared with static tasks, due to the random generation of tasks, the total bandwidth and computation resources of VEC server are changing at each time slot. Therefore, for the dynamic task offloading strategies, we first update the total resources at each time slot. And then, utilize the LBBCO/CRICO
Algorithm 3: Proposed LBBCO/CRICO Algorithms.
1: Obtain $t_i^{\text{trans}}$, $b_i$ by utilizing LBB/CRI algorithms, calculate $t_{\text{stay}}$, and give the task offloading start position $P_{\text{start}}$;
2: if $t_{\text{stay}} \geq t_i^{\text{trans}}$ then
3: The resource allocation strategies can be obtained by LBB/CRI algorithms;
4: else
5: Calculate the average SE $\bar{r}_i$;
6: if $\bar{r}_i \geq r_i^{\text{fix}}$ then
7: Calculate $b_{i,+}$ and $b_+$;
8: else
9: Calculate $b_{i,-}$ and $b_-;
10: end if
11: if $b_{\text{sur}} \geq 0$ then
12: if there is surplus computation resources in VEC server then
13: Calculate whether more tasks can be offloaded;
14: else
15: The resource allocation strategies can be obtained by LBB/CRI algorithms;
16: end if
17: else
18: Let the task which lack of the most bandwidth does not offload, the surplus bandwidth can be allocated to the other tasks;
19: end if
20: end if

Algorithm 4: Dynamic Task Offloading Strategies.
1: Initialize all the system parameters;
2: while $t \in [0, T]$ do
3: if there is surplus resources then
4: Utilize LBBCO/CRICO algorithms to allocate resources to the tasks;
5: else
6: The tasks are calculated by the vehicle;
7: end if
8: Update the total resources at each time slot;
9: end while

calculate $b_{i,+}$ and $b_+$; algorithms to allocate resources to the tasks. The proposed dynamic task offloading strategies are shown in Algorithm 4.

C. The Convergence of the Proposed Algorithms

We analyze the convergence of the proposed algorithms. The convergence of the proposed LBBCO and CRICO algorithms are shown in Fig. 2. From this figure, the utility of proposed LBBCO algorithm increases quickly in the first 20 iterations and then enter a stable status within the first 65 iterations. For the proposed CRICO algorithm, 10 iterations lead to convergence.

VI. MULTI-VEHICLE AND MULTI-TASK SCENARIOS

The proposed LBBCO/CRICO algorithms are also applicable to multi-vehicle and multi-task scenarios.

A. Network Model

The proposed algorithms are also applicable to multi-vehicle and multi-task scenarios. There are $K$ vehicles in this system and each vehicle has $I$ independent tasks. We denote the set of vehicle as $\mathcal{K} = \{1, \ldots, K\}$, and the set of task in each vehicle as $\mathcal{I} = \{1, \ldots, I\}$.

B. Communication Model

We denote $\alpha_{k,i} \in \{0, 1\}$ as the computation offloading decision of the task. Specifically, if task $i$ in vehicle $k$ is determined to offload to the VEC server, $\alpha_{k,i} = 1$. Otherwise, task $i$ in vehicle $k$ is chosen to be computed locally, $\alpha_{k,i} = 0$. We denote the offloading vector as $\alpha = \{\alpha_{1,1}, \ldots, \alpha_{k,i}, \ldots, \alpha_{K,I}\}$. In order to avoid interference, the spectrum is orthogonally assigned to each task. We denote $b_{k,i}$ as the bandwidth of VEC allocated to task $i$ in vehicle $k$. $b = \{b_{1,1}, \ldots, b_{k,i}, \ldots, b_{K,I}\}$ is the bandwidth vector. The whole available spectrum bandwidth is $B$. Therefore, we can get $\sum_{k=1}^{K} \sum_{i=1}^{I} b_{k,i} \leq B$.

C. Computation Model

We use a tuple $\{c_{k,i}, s_{k,i}, f_{k,i}, \Delta t_{k,i}\}$ to represent the task $i$ in vehicle $k$, where $c_{k,i}$ is the number of CPU-cycle required to accomplish task $i$ in vehicle $k$. $s_{k,i}$ is the computation file size of task $i$ in vehicle $k$, and $f_{k,i}$ is the delay tolerance of task $i$ in vehicle $k$.

1) Local Computing: We denote $f_{k,i}^{\text{max}}$ as the maximal CPU-cycle frequency of the vehicle $k$, and define $f_{k,i}$ as the CPU-cycle frequency allocated to task $i$ in vehicle $k$. If task $i$ in vehicle $k$ is computed locally by the vehicle, the computation time $t_{k,i,0}$ can be expressed as

$$t_{k,i,0} = c_{k,i} f_{k,i}.$$  \hspace{1cm} (22)

2) VEC Server Computing: For the VEC server computing, a task is offloaded to the VEC server through the wireless link first, and then the VEC server executes the computation task. The time consumption of task offloading includes two parts: transmission time by the vehicle and computation time on the VEC server.

According to the communication model, when the vehicle $k$ offloads task $i$ to the VEC server, it should satisfy

$$\sum_{j=1}^{y_{k,i}} b_{k,i} \alpha_{k,i,j} \Delta t = s_{k,i},$$ \hspace{1cm} (23)

where $y_{k,i}$ is the end time slot of task $i$ in vehicle $k$ offloading to the VEC server. $r_{k,i,j}$ is the SE of task $i$ in vehicle $k$ in the task transmission region of time slot $j$. $\Delta t$ is the time slot duration. Because the start time slot of offloading is known, the transmission time is

$$t_{k,i}^{\text{trans}} = (y_{k,i} - 1)\Delta t. \quad (24)$$

The VEC server will execute the computation task after transmission. We define $f_{k,i}^{\text{max}}$ as the maximal CPU-cycle frequency of the VEC server, and define $f_{k,i}^s$ as the CPU-cycle frequency allocated to task $i$ in vehicle $k$ by VEC server. The CPU-cycle frequency allocation vector is $f^s = \{f_{1,1}^s, \ldots, f_{K,1}^s, \ldots, f_{K,1}^s\}$. The computation time of VEC server on task $i$ in vehicle $k$ is

$$t_{k,i}^{\text{com}} = \frac{c_{k,i}}{f_{k,i}^s}. \quad (25)$$

Therefore, the offloading time of task $i$ in vehicle $k$ can be expressed as

$$t_{k,i}^{\text{off}} = (y_{k,i} - 1)\Delta t + \frac{c_{k,i}}{f_{k,i}^s}. \quad (26)$$

**D. Problem Formulation**

The network utility maximization problem can be formulated as

$$\max_{\alpha, f^s, b, \{y_{k,i}\}} \sum_{k=1}^{K} \sum_{i=1}^{I} \alpha_{k,i}$$

s.t. $\alpha_{k,i} t_{k,i}^{\text{off}} + (1 - \alpha_{k,i})t_{k,i}^{\text{io}} \leq t_{k,i, \text{max}}, \forall k \in K, \forall i \in I,$

$$0 \leq f_{k,i}^s \leq \alpha_{k,i} f_{k,i}^{\text{max}}, \text{ and } \forall k \in K, \forall i \in I,$$

$$\sum_{k=1}^{K} \sum_{i=1}^{I} f_{k,i}^s \leq f_{k,i}^{\text{max}}, \quad \forall k \in K,$$

$$0 \leq b_{k,i} \leq \alpha_{k,i} B, \quad \forall k \in K, \forall i \in I,$$

$$\sum_{k=1}^{K} \sum_{i=1}^{I} b_{k,i} \leq B,$$

$$\sum_{j=1}^{y_{k,i}} b_{k,i,j} \Delta t = s_{k,i}, \quad \forall k \in K, \forall i \in I,$$

$$\alpha_{k,i} \in \{0, 1\}, \quad \forall k \in K, \forall i \in I. \quad (27a)$$

Constraint (27b) gives the delay requirements of the task. Constraints (27c) and (27d) are the computation resources constraints. Constraints (27e) and (27f) denote the bandwidth constraints. Constraint (27g) gives offloading data size requirement. Constraint (27h) is the offloading indicator constraint.

For the problem, if the target VEC server of each task is determined, we can also utilize the proposed LBBCO/CRICO algorithms to solve it.

**VII. OFFLOADING STRATEGIES CONSIDERING SMALL-SCALE FADING**

In the previous sections, we simply divided the small cell into $n$ regions according to the distance between the vehicle and the RSU, and only considered the path loss effect on the offloading strategies. However, the small-scale fading also has a great impact on the wireless channel [40]. The small-scale fading cannot be predicted accurately, but the vehicle can obtain the statistics information of small-scale fading which remains unchanged for a long time. Because the small-scale fading can reduce SE, more bandwidth is needed when considering the small-scale fading. In this section, we evaluate the effect of small-scale fading on the proposed computation offloading algorithm.

In vehicular networks, we usually utilize Nakagami-$m$ model to describe the small-scale fading, where $m$ is the fading factor [41], [42]. The $m$ factor can increase from $\frac{1}{2}$ to $\infty$, when $m = 1$, the fading becomes Rayleigh.

Considering flat fading, and for narrowband signals, the task transmission SE at region $n$ can be expressed as

$$r(n) = \log_2(1 + h_s(n)h(n)P(n)), \quad (28)$$

where $\sqrt{h_s(n)}$ is small-scale fading with Nakagami-$m$ distribution. $h(n)$ is the path loss at region $n$. $P(n)$ is the transmission power of the vehicle at region $n$.

In vehicle scenario, we are interested in satisfying small delay constraints and large data offloading rates. The coverage distance and the vertical distance are small. In this case, the SNR of the vehicle would be high even when the vehicle is on the edge of a cell [30], [42], [43]. Therefore, the task transmission SE is

$$r(n) \approx \log_2(h_s(n)h(n)P(n))$$

$$= \log_2(h(n)P(n)) + \log_2(h_s(n)). \quad (29)$$

From Eq. (29), we notice that the task transmission SE would be reduced due to the factor $\log_2(h_s(n))$. Because the period that the vehicle passes through one cell is much longer than the channel coherence time, the small-scale fading is ergodic. Therefore, we get

$$\log_2(h_s(n)) = E(\log_2(h_s(n))). \quad (30)$$

$\sqrt{h_s(n)}$ is Nakagami-m distribution with parameters $\Omega$ and $m$, where $\Omega$ is the average SNR and $m$ is the fading factor. Thus, we obtain

$$E(\log_2(h_s(n))) = \left[\psi(m) + \ln \frac{\Omega}{m}\right] \log_2 e, \quad (31)$$

where $\psi$ is Digamma function [30].

**VIII. SIMULATION RESULTS AND FURTHER DISCUSSIONS**

In this section, we provide extensive simulation results to show the performance of the two proposed algorithms. We first consider the scenario a vehicle offloads multi-task to a VEC server, the tasks can be computed either locally or by the VEC server. In a unidirectional road, a RSU is deployed along the road every 500 m, the vehicle speed is 80 km/h. The bandwidth of the system is 10 MHz. Because the wireless SE is mainly
Table I
SE of Region

<table>
<thead>
<tr>
<th>Distance region (m)</th>
<th>SE (b/s/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0,50],[450,500]</td>
<td>0.5</td>
</tr>
<tr>
<td>[50,100],[400,450]</td>
<td>1</td>
</tr>
<tr>
<td>[100,150],[350,400]</td>
<td>1.5</td>
</tr>
<tr>
<td>[150,200],[300,350]</td>
<td>2</td>
</tr>
<tr>
<td>[200,250],[250,300]</td>
<td>2.5</td>
</tr>
</tbody>
</table>

determined by the relative distance, we divided the small cell into 10 regions. The wireless configuration is shown in Table I. The maximal CPU-cycle frequency of VEC server is 20 GHz/s. There are 50 tasks to be processed. The data size of the tasks and the number of CPU-cycle requirements are Gaussian distributions, \( s_i \sim N(1000, 100) \) and \( c_i \sim N(1000, 100) \), respectively. The data size is measured in KB and the number of CPU-cycle is measured in Megacycles, respectively. The delay constraint for each task is 4 s. In the simulation section, we simulate the performance by averaging 500 randomly generated tasks.

We compare the following algorithms with our proposed algorithms:

- Admission Control for Joint Communication and Computation (ACJCC) algorithm: The objective of this algorithm is to support more tasks in the edge server. We choose this algorithm for comparison since it has the same objective function as our work. This algorithm consists of two steps, the first step is to allocate communication and computation resources without considering the total resources constraints. The second step is to design the admission control mechanism when considering the total resources constraints [44].

- Minimum Overhead Offloading Algorithm (MOOA): In this algorithm, an overhead function which includes energy consumption of task transmission and task offloading delay is formulated. If the task overhead on locally is larger than that on the VEC server, the task is offloaded to the VEC server. Otherwise, the task is decided to compute locally. The channel time-varying characteristics are not taken into account in this algorithm [45].

- Minimum Data Size First Offloading Algorithm (MDSFOA): We sort the data size of tasks in the ascending order. The vehicle offloads the minimum data size firstly.

- Minimum CPU-cycle Requirement First Offloading Algorithm (MCRFOA): We sort the CPU-cycle requirement of tasks in the ascending order. The vehicle offloads the minimum CPU-cycle requirement firstly.

- Upper bound: \( \alpha_i \) is relaxed as \((0,1)\). First, by solving the convex problem \((P5)\), we obtain the upper bound of problem \((P2)\). And then, by utilizing the idea of LBBCO/CRICO algorithms and solving the convex problem \((P5)\) to adjust the resource allocation strategies, we can obtain the upper bound of problem \((P1)\).

A. Static Task Offloading Strategies

In this subsection, we evaluate the performance of the proposed offloading strategies for static tasks. The number of tasks is 50, and the vehicle can obtain the information of all the tasks.

Fig. 3 illustrates the bandwidth versus system utility. The system utility increases with respect to the bandwidth, as higher bandwidth leads to lower task transmission time and thus more tasks can be offloaded to the VEC server. From Fig. 3, when the bandwidth is 5 MHz, the utilities of LBBCO and CRICO algorithms are about 6.44% and 10.73% below the upper bound, respectively. However, when the bandwidth is 25 MHz, the gaps to the upper bound are as low as 1.2% and 1.4%, respectively. When the bandwidth reaches about 30 MHz, all the tasks can be offloaded to the VEC server. It means that radio resources are sufficient to maximize system utility. Compared to the ACJCC algorithm, when the bandwidth grows from 5 MHz to 30 MHz, the utilities of LBBCO and CRICO algorithms have performance gains of about 4.52% and 2.38%, respectively. From the simulation results, the proposed algorithms considering time-varying fading channel can improve resource utilization with better task offloading strategies.

Further results are shown in Fig. 3, we measured the resource utilization of each algorithm. Fig. 4(a) compares the bandwidth utilization ratio of each algorithm. (b) The CPU-cycle frequency utilization ratio of each algorithm.

Fig. 5 illustrates the CPU-cycle frequency of the VEC server versus system utility. The system utility is higher with respect to the bandwidth, as higher bandwidth leads to lower task transmission time and thus more tasks can be offloaded to the VEC server. From Fig. 3, when the bandwidth is 5 MHz, the utilities of LBBCO and CRICO algorithms are about 6.44% and 10.73% below the upper bound, respectively. However, when the bandwidth is 25 MHz, the gaps to the upper bound are as low as 1.2% and 1.4%, respectively. When the bandwidth reaches about 30 MHz, all the tasks can be offloaded to the VEC server. It means that radio resources are sufficient to maximize system utility. Compared to the ACJCC algorithm, when the bandwidth grows from 5 MHz to 30 MHz, the utilities of LBBCO and CRICO algorithms have performance gains of about 4.52% and 2.38%, respectively. From the simulation results, the proposed algorithms considering time-varying fading channel can improve resource utilization with better task offloading strategies.
CPU-cycle frequency of the VEC server. With the increasing of CPU-cycle frequency, the task computation time can be reduced, and more tasks can be offloaded to the VEC server. For the proposed LBBCO algorithm, when the CPU-cycle frequency reaches about 80 GHz, about 99.2% tasks can be offloaded to the VEC server, for the CRICO algorithm, about 98% of tasks can be offloaded. This figure also shows that when computation resources are sufficient, the maximization of system utility can be guaranteed.

Fig. 6 illustrates the delay constraint versus system utility, which increases with a longer delay constraint. Given a larger maximum tolerable delay, fewer bandwidth and CPU-cycle frequency resources can be allocated to a task to satisfy the delay constraint. Therefore, more tasks can be offloaded to the VEC server. For the proposed LBBCO algorithm, we can see that when the delay constraint reaches 6 s, the bandwidth and CPU-cycle frequency resources can satisfy the offloading delay requirements of about 98.7% tasks. For the CRICO algorithm, about 98% tasks can be offloaded.

Fig. 7 illustrates the vehicle speed versus system utility when the vehicle moves from the cell edge to the center. For all the algorithms, the system utility increases with the increase of the vehicle speed, as the vehicle drives faster when it is closer to the cell center. The average SE will increase in this time period. From step 3 of Algorithm 3, there will be surplus bandwidth resources in this case. Therefore, more tasks can be offloaded to the VEC server when the vehicle is close to the center.

Fig. 8 illustrates the vehicle speed versus system utility when the vehicle moves from the cell center to the edge, where we can see the opposite trend.

Fig. 9 illustrates the vehicle speed versus system utility in one cell. From this figure, we can see that the system utility decreases with the vehicle speed increasing. This is because with the increasing of vehicle speed, vehicle spends less time in each region. It will lead to a lower amount of task transmission.

Fig. 10 illustrates the utility of proposed two algorithms with different $m$ factors. In the previous figures, we only considered the effect of path loss on offloading schemes. However, the small-scale fading cannot be eliminated. Therefore, we must evaluate the effect of small-scale fading on the offloading schemes. From this figure, it can be seen that more serious small-scale fading leads to worse system utility. That is because the more serious small-scale fading, the more SE is reduced, which leads to less tasks can be offloaded to the VEC server.
CRICO algorithms only decrease by an average of 0.9% and 1.02%, respectively. And when $m = 2$, the utilities of proposed LBBCO and CRICO algorithms decrease by an average of 7.05% and 7.35%, respectively. Therefore, the proposed algorithms are still effective in the view of the small-scale fading.

To verify the validity of the proposed algorithms, we analyze the effect of resource allocation strategies on the task offloading delay and utility. We compare the fixed SE algorithm with our proposed algorithms:

- **Fixed SE Algorithm**: This algorithm can be obtained in Section IV, which does not consider the time-varying channel.

Fig. 11 shows the performance when the vehicle moves from the cell edge to the center. Fig. 11(a) illustrates the distance versus task offloading delay under different algorithms. For the fixed SE algorithm, the vehicle decides the resource allocation strategies when it is at the cell edge. And it utilizes the resource allocation strategies all the time. From this figure, it can be seen that the task offloading delay decreases when the vehicle moves from the cell edge to the center. We can explain as follows: the SE increases when the vehicle moves from the cell edge to the center. Therefore, the fixed SE algorithm cannot guarantee the task offloading delay requirements.

From Fig. 11, it can also be seen that the proposed LBBCO algorithm and CRICO algorithm can satisfy the task offloading delay requirements, and there are fewer resources wasted.

Fig. 12 shows the performance when the vehicle moves from the cell center to the edge. Fig. 12(a) illustrates the distance versus task offloading delay under different algorithms. For the fixed SE algorithm, the vehicle decides the resource allocation strategies when it is at the cell center. And it utilizes the resource allocation strategies all the time. From this figure, it can be seen that the task offloading delay increases when the vehicle moves from the cell center to the edge. We can explain as follows: the SE decreases when the vehicle moves from the cell center to the edge. Therefore, the fixed SE algorithm cannot guarantee the task offloading delay requirements.

**B. Dynamic Task Offloading Strategies**

In this subsection, we evaluate the performance of the proposed offloading strategies for the dynamic tasks in one RSU coverage area. The tasks follow the Poisson process with average generation rate $\lambda$, and the duration of each time slot is 200 ms.

Fig. 13 illustrates the task average generation rate versus total system utility. From this figure, the total system utility first increases with the task average generation rate and then flattens off. That is because the bandwidth resources and computation resources of VEC server are limited.

Fig. 14 illustrates the bandwidth versus total system utility with different $m$ factors. The task average generation rate is 8. From this figure, it can be seen that the total system utility increases with the bandwidth increasing. However, the total system utility improvement diminishes with increase of bandwidth. That
is because the computation resources of VEC server are limited. It also can be seen that, when bandwidth grows from 5 MHz to 30 MHz and \( m = 5 \), the total system utilities of proposed LBBCO and CRICO algorithms only decrease by an average of 1.9% and 4.03%, respectively. And when \( m = 2 \), the total system utilities of proposed LBBCO and CRICO algorithms decrease by an average of 10.02% and 12.11%, respectively.

Fig. 15 illustrates the CPU-cycle frequency of VEC server versus total system utility. From this figure, the total system utility first increases with the computation resources increasing, and then reaches saturation, as for the bandwidth resources are limited. Compared with the upper bound, when the CPU-cycle frequency of VEC server grows from 10 GHz to 30 GHz, the performance of LBBCO and CRICO algorithms get closer to the upper bound with small gaps of 6.38% and 10.88%, respectively.

**C. Multi-Vehicle and Multi-Task Scenarios**

In this subsection, we evaluate the performance of the proposed offloading strategies for multi-vehicle and multi-task scenarios. There are 3 vehicles in this system, and each vehicle has 20 tasks to be processed in the RSU coverage area.

Fig. 16 illustrates the bandwidth versus total system utility in multi-vehicle and multi-task scenarios. The system utility increases with the bandwidth increasing. When the bandwidth is 30 MHz, for the proposed LBBCO and CRICO algorithms, all the tasks can be offloaded to the VEC server. Compared with the ACJCC algorithm, when the bandwidth grows from 5 MHz to 30 MHz, the utilities of LBBCO and CRICO algorithms increase by an average of 4.64% and 2.36%, respectively.

**IX. CONCLUSION AND FUTURE WORKS**

In this paper, we investigated the joint resource allocation and computation offloading with time-varying channels in VEC. We formulated a problem of joint radio and computation resource allocation, with the objective to maximize the VEC system utility while guaranteeing the delay requirement of tasks. Because of the task transmission time and the allocated bandwidth are coupled, the problem is a nonconvex problem. In order to solve this problem, we first utilized the fixed SE instead of the time-varying SE, and then proposed LBB algorithm to solve the fixed SE problem. Considering the complexity of LBB algorithm cannot be guaranteed, CRI algorithm was proposed. After that, based on the resource allocation strategies of the fixed SE, LBBCO/CRICO algorithms were proposed to solve the time-varying SE problem for both the static tasks and dynamic tasks. The proposed LBBCO/CRICO algorithms are also applicable to multi-vehicle and multi-task scenarios. Finally, the effect of small-scale fading on the proposed offloading strategies was analyzed. Simulation results have demonstrated that the proposed two algorithms can achieve good performance. The system architecture provides a new entry point for computation offloading of time-varying channels in vehicle networks. The proposed joint resource allocation and computation offloading schemes can be used conveniently in the future IoV system.

For this paper, there are three aspects can be extended. (i) The time-varying bandwidth allocation strategies may cause some different results. We will study the offloading strategies when considering the time-varying bandwidth allocation.
(ii) There are rich D2D resources in vehicular networks, D2D communication enables multi-vehicles cooperative task offloading. Based on the first work, we will focus on the resource allocation of multi-vehicles and multi-VEC servers system by D2D communication. (iii) For the multi-vehicle and multi-server scenarios, the server selection problem should be considered. A vehicle can access the server with sufficient resources to reduce the task offloading delay and improve system utility. Furthermore, the task offloading delay should be reformulated considering three parts: the transportation time of the vehicle moving to the selected RSU, the task transmission time, and the task computation time. The interference among different RSUs should also be considered when allocating resources.

APPENDIX

Proof of Lemma 1: We denote the feasible solutions of problem (P2) and problem (P3) as \( \mathcal{S}_2 \) and \( \mathcal{S}_3 \), respectively. Problem (P2) and problem (P3) have the same objective function and constraints except (8b) and (9b). And constraint (8b) is stricter than (9b).

\[
\alpha_1 \left( \frac{s_{i_1}}{b_{i_1} r^2_{i_1,n}} + \frac{c_i}{l_i} \right) + (1 - \alpha_1) \frac{c_i}{l_i} \geq \alpha_1 \left( \frac{s_{i_1}}{(b_{i_1} + \xi_1) r^2_{i_1,n}} + \frac{c_i}{l_i + \xi_2} \right) + (1 - \alpha_1) \frac{c_i}{l_i}. \tag{32}
\]

Therefore, for any feasible solution \( \mathcal{S}_2^v \) belonging to \( \mathcal{S}_2 \), it also belongs to \( \mathcal{S}_3 \). The optimal solution of problem (P2) is smaller than or equal to the optimal solution of problem (P3). Therefore, the solution of problem (P3) is the upper bound of problem (P2).
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