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Joint Resource Allocation and Computation
Offloading With Time-Varying Fading Channel

in Vehicular Edge Computing
Shichao Li , Siyu Lin , Member, IEEE, Lin Cai , Fellow, IEEE, Wenjie Li, and Gang Zhu

Abstract—Vehicular edge computing (VEC) is considered as a
novel paradigm to enhance the safety of automated vehicles and
intelligent transportation systems (ITS). The computation offload-
ing strategies are the key point of VEC, and the effect of time-
varying channels cannot be ignored during the task transmission
period. This paper investigates the utility maximization problem
with task delay requirement constraints, in which the influence
of time-varying channel on the task offloading strategies during
the task offloading period is considered. The time-varying fading
channel leads to the time-varying spectrum efficiency (SE), so the
previous offloading strategies are questionable when the additional
uncertain allocated bandwidth is taken into account. To deal with
it, we first propose a linearization based Branch and Bound (LBB)
algorithm to solve the fixed SE problem without considering the
time-varying channel characteristics. Considering the complexity
of the LBB algorithm, a closest rounding integer (CRI) algorithm
is proposed to solve the fixed SE problem. Then, based on the
resource allocation strategies of the fixed SE problem, we pro-
pose the LBB based computation offloading (LBBCO) algorithm
and the CRI based computation offloading (CRICO) algorithm to
solve the original problem for both the static tasks and dynamic
tasks. The proposed LBBCO/CRICO algorithms are also appli-
cable to multi-vehicle and multi-task scenarios. Furthermore, we
analyze the effect of small-scale fading on the proposed offloading
strategies. The simulation results show that the average utilities
of LBBCO and CRICO algorithms have a small gap by 3.93%
and 6.13% only to the upper bound, respectively. Meanwhile, the
proposed LBBCO and CRICO algorithms can outperform the pre-
vious state-of-the-art solution by 4.52% and 2.38%, respectively.

Index Terms—Edge computing, resource management, time-
varying channels, wireless communication.

I. INTRODUCTION

IN RECENT years, the Internet of Things (IoT) has attracted
considerable attention [1]–[3]. As an important application
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of IoT, Internet of Vehicles (IoV) not only provides an environ-
ment that supports communication among vehicles, as well as
between vehicles and roadside units (RSUs), but also realizes
intelligent traffic management and intelligent vehicle control
network integration [4]–[6].

IoV can provide many new services for people, such as au-
tonomous driving, speech recognition, and online video [7], [8].
These applications and services require significant computation
resources and strict delay constraints. However, the computation
resources of the vehicles are limited, insufficient to support
many applications [9], [10]. Vehicular edge computing (VEC),
which can provide elastic computation resources on demand,
is a promising solution. Compared with cloud computing, the
VEC framework pushes the cloud service to the edge of the
radio network. By utilizing the radio access network (RAN) in
the VEC paradigm, some of the control and data plane functions
are deployed to the VEC servers. Therefore, VEC can alleviate
the computing and routing burdens significantly, and improve
resource utilization. Moreover, since the VEC server is closer to
the vehicles, the end-to-end delay can be reduced.

By using the VEC paradigm, resource utilization can be
improved, and user experience of the computation resource-
hungry applications can be enriched. However, compared with
the traditional cloud servers, the VEC servers have limited
resources [11], [12]. To improve the computation ability of VEC
and utilize resources efficiently, the dynamic radio and computa-
tion resource allocation schemes should be carefully developed.

The joint radio and computation resource allocation play an
important role in realizing high utility and low latency of the
VEC system. In the current study, all the works assume that the
channel fading is constant during the task offloading period. In
practice, the coherence time of the vehicle channel and the task
offloading time are not in the same time scale. For example,
when the vehicle speed is 100 km/h, and the carrier frequency
is 1.8 GHz, the coherence time of the channel is about 2.5 ms.
However, the task offloading time is about tens of milliseconds
to hundreds of milliseconds. For some delay-tolerant services,
the task offloading time can achieve a few seconds [13]. If the
time-varying fading is not considered, the offloading strategies
will be inaccurate, the resource utilization will be reduced, and
the task delay requirements cannot be guaranteed. In addition,
when considering the influence of time-varying channels, the
task transmission time is related to the location of the vehicle and
the allocated bandwidth. Therefore, how to allocate bandwidth
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for the time-varying channels is an important and challengeable
issue [13], [14].

In this paper, we first consider the scenario that a single
vehicle offloads multi-task to a single VEC server. To study the
influence of time-varying channels on the resource allocation
and task offloading strategies during the task offloading period,
a utility maximization problem with task delay requirement
constraints in VEC is formulated. Considering the time-varying
channels in the vehicular network, since the spectrum efficiency
of transmission is time-varying, the amount of data offloading
in each time slot also changes accordingly, resulting in the
inability to accurately estimate the transmission delay. It will
lead to the actual task offloading delay exceeding the task delay
requirement. For the formulated problem, due to the character-
istic of time-varying channel, the allocated bandwidth, the SE of
channel and the location of the vehicle are coupled, which makes
the problem difficult to solve. To solve this problem, we propose
the linearization based Branch and Bound (LBB) algorithm
and the closest rounding integer (CRI) algorithm to solve the
fixed spectrum efficiency (SE) problem without considering
the time-varying channel characteristics. Based on the resource
allocation strategies of the fixed SE problem, the LBB/CRI based
computation offloading (LBBCO/CRICO) algorithms are pro-
posed to solve the original problem for both static and dynamic
tasks, in which the bandwidth allocation is adjusted dynamically
according to the comparison results between the time-varying
SE and fixed SE. The proposed LBBCO/CRICO algorithms
are also applicable to multi-vehicle and multi-task scenarios.
Furthermore, the effects of small-scale fading on the utility
performance of proposed offloading strategies are evaluated.
Simulation results show that the average utilities of LBBCO
and CRICO algorithms have a small gap of 3.93% and 6.13%
only to the upper bound, respectively.

The rest of this paper is organized as follows. In Section II,
the related work is summarized. In Section III, we introduce
the system model, including network model, communication
model, and computation model. The system utility maximization
problem is formulated. In Section IV, LBB and CRI algo-
rithms are proposed to solve the fixed SE problem. Section V
presents LBBCO/CRICO algorithms for the time-varying SE
problem. We analyze the multi-vehicle and multi-task scenarios
in Section VI. The effects of small-scale fading on the utility
performance of the proposed resource allocation strategies are
evaluated in Section VII. Numerical results and discussions are
presented in Section VIII. Finally, we conclude the paper in
Section IX.

II. RELATED WORK

In the VEC system, when considering vehicular mobil-
ity, there are mainly three aspects of objectives for the joint
radio and computation resource allocation in VEC system.
The first is to maximize the VEC system utility. To maximize
the benefit of the VEC server while enhancing the utilities of the
vehicles, an efficient offloading strategy was designed through a
contract theoretic approach [15]. Considering the limited com-
putation resources and delay requirements, the authors adopted a

Stackelberg Game approach to design an optimal multilevel
offloading scheme, which maximizes the utilities of both the
vehicles and the computing servers [16]. In [11], the authors
considered a problem of joint bandwidth and computation re-
sources to maximize the utility of cloud service providers (SPs)
in cloud-enabled vehicular networks, and proposed a coalition
game model based on two-sided matching theory for cooperation
among cloud SPs to share their idle resources. Cordeschi et al.
studied the soft data fusion and cognitive radio in vehicular net-
works, and proposed a distributed resource management strategy
to maximize the system utility [12]. Considering the movement
of vehicles in different RSUs, Yu et al. studied radio resource
allocation and virtual machine migration in the cloud-based
vehicular network, and proposed a game-theoretical approach
to maximize the system utility [17]. To provide better service to
IoT users, a joint radio and computational resource allocation
scheme was proposed to maximize the system utility and im-
prove user satisfaction [18]. The second is to minimize the cost of
offloading tasks. Zhang et al. presented a predictive combination
mode relegation scheme to reduce the cost of offloading tasks in
cloud-based VEC networks [7]. When the vehicles are randomly
distributed along the road, a joint radio, caching and computation
resource allocation strategy in VEC was proposed to minimize
the system cost [19]. To minimize the cost of vehicular terminals
and VEC server at the same time, a joint offloading decision
and local computation resource allocation scheme on the side
of vehicular terminals was proposed. Meanwhile, a joint radio
and VEC server computation resource allocation scheme on
the VEC server side was proposed [20]. Considering the IoT
and vehicular computing has emerged due to smart cities, a
joint resource allocation and computation resource allocation
scheme was proposed to support delay-sensitive applications
and to reduce the workload on the backend networks [21]. To
maximize the overall communication-plus-computing energy
efficiency, an energy-efficient adaptive resource scheduler for
real-time vehicular network was proposed [22]. Zhou et al. stud-
ied the energy-efficient workload offloading problem in vehicu-
lar network and proposed a low-complexity distributed solution
based on consensus alternating direction method of multipliers
(ADMM) [23]. The third is to minimize the offloading delay
of the tasks. By combining vehicular delay-tolerant networks
and VEC paradigm, a store-and-carry forward offloading mech-
anism was proposed to reduce the delay requirement [24]. Wang
et al. presented a content placement algorithm to minimize
the latency of mobile users [25]. To minimize the applica-
tion processing time in VEC system, an iteration algorithm
based on Semi-Markov decision process (SMDP) approach was
proposed [26].

However, the effect of fast time-varying channels during the
task offloading period was not considered in previous work,
which means the channel is time-varying during the task offload-
ing. During the offloading period, due to the fast time-varying
fading caused by the high-speed movement, the offloading de-
lay of the task changes significantly [13], [14]. The previous
offloading strategies should be re-investigated and enhanced for
vehicular edge computing due to dynamic environments, which
motivated this work.
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Fig. 1. System model.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the system model of VEC is described, includ-
ing network model, communication model, and computation
model. Then, we formulate the problem of joint radio, and
computation resource allocation, with the objective to maximize
the system utility while guaranteeing the delay requirement of
the tasks.

A. Network Model

We consider a unidirectional road, each road side unit (RSU)
equipped with a VEC server is deployed along the road to pro-
vide radio coverage as shown in Fig. 1. The coverage diameter
of RSU isD. The vehicle speed is v and the period of the vehicle
crossing one cell covered by RSU is T = D/v.

The influence of the time-varying channel on the system can-
not be ignored [27], [28]. The channel condition, which mainly
includes path loss and fading, cannot be regarded as a constant
when the tasks are offloaded. Broadband wireless systems typ-
ically support adaptive modulation and coding techniques to
adjust the data rate according to the received signal-to-noise
ratio (SNR). Further, the wireless channel quality between the
RSU and the moving vehicle highly depends on the path loss,
which is a function of the communication distance d. As the
communication distance increases, SE decreases. For example,
when the vehicle is located on the edge of the cell, SE is minimal.
Here, we focus on the path loss and divide the small cell into
n region according to the distance between the vehicle and the
RSU. The SE for each region can be written asR = {r1, . . ., rn}
[29], [30]. The statistical information of path loss in each region
can be regarded as the expected value of SNR in each region.
We first utilize statistical information for resource management.
And then, the influence of random fading on task offloading
strategies is studied in Section VI.

B. Communication Model

We consider a vehicle with I independent tasks and the tasks
set is denoted as I = {1, . . ., I}. For each computation task,
it can be accomplished either on the vehicle locally or on the
VEC server by vehicle offloading. We denote αi ∈ {0, 1} as the
computation offloading decision of task i. Specifically, if task i is
determined to offload to the VEC server,αi = 1. Otherwise, task
i is chosen to compute locally, αi = 0. We denote the offloading
vector as α = {α1, . . ., αi, . . ., αI}.

To avoid interference, the spectrum within one RSU is orthog-
onally assigned to each task [31]. We denote bi as the bandwidth
allocated to task i. b = {b1, . . ., bi, . . ., bI} is the bandwidth
vector. The whole available spectrum bandwidth isB. Therefore,∑I

i=1 bi ≤ B.

C. Computation Model

For the computation model, we use a tuple {ci, si, ti,max}
to represent the task i, where ci is the number of CPU-cycle
required to accomplish task i. si is the computation file size of
task i, and ti,max is the delay tolerance of task i [7].

1) Local Computing: We denote f lmax as the maximal CPU-
cycle frequency of the vehicle, and define f li as the CPU-cycle
frequency allocated to task i. If task i is computed locally by the
vehicle, the computation time ti0 can be expressed as

ti0 =
ci
f li
. (1)

2) VEC Server Computing: For the VEC server computing, a
task is offloaded to the VEC server through the wireless link first,
then the VEC server executes the computation task. The time
consumption for task offloading includes two parts: transmission
time by the vehicle and computation time on the VEC server.

According to the communication model, when the vehicle
offloads task i to the VEC server, it should satisfy

yi∑

j=1

biri,jΔt = si, (2)

where yi is the end time slot of task i offloading to the VEC
server. ri,j is the SE of task i in the task transmission region of
time slot j. Δt is the time slot duration. Because the start time
slot of offloading is known, the transmission time is

ttransi = (yi − 1)Δt. (3)

The VEC server will execute the computation task after trans-
mission. We define fsmax as the maximal CPU-cycle frequency
of the VEC server, and define fsi as the CPU-cycle frequency
allocated to task i by VEC server. The CPU-cycle frequency al-
location vector is fs = {fs1 , . . ., fsi , . . ., fsI }. The computation
time of VEC server on task i is

tcomi =
ci
fsi
. (4)

Therefore, the offloading time of task i can be expressed as

toffi = (yi − 1)Δt+
ci
fsi
. (5)

In this paper, because of the size of computation outcome
data is much smaller than that of the computation input data,
we ignore the time consumption of task computation outcome
transmission from the VEC server to the vehicle. In addition,
for the task offloading strategies, the vehicle can offload the task
basic information (such as the number of CPU-cycle required,
computation file size and delay tolerance) to the VEC server
firstly. And then, the VEC server executes the algorithm and
returns the results to the vehicle. Due to the VEC server has
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powerful computation capability, the size of task basic informa-
tion and computation outcome are very small, the computation
latency can be ignored in this paper [7].

D. Utility Maximization Problem Formulation

The network utility can be viewed as the offloading task
number to the VEC server. The tasks can be computed ei-
ther locally or by the VEC server. However, for autonomous
driving of intelligent transportation systems (ITS) application,
offloading some tasks to the VEC server can be combined with
historical data for better results, such as map navigation and
automatic vehicle tracking, etc [32], [33]. The VEC servers
can exchange the processing results of these tasks and achieve
vehicle scheduling for the whole network. The network utility
maximization problem can be formulated as

(P1) max
α,fs,b,{yi}

I∑

i=1

αi (6a)

s.t. αi

(

(yi−1)Δt+
ci
fsi

)

+ (1−αi)ti0 ≤ ti,max, ∀i ∈ I,
(6b)

0 ≤ fsi ≤ αif
s
max, ∀i ∈ I, (6c)

I∑

i=1

fsi ≤ fsmax, (6d)

0 ≤ bi ≤ αiB, ∀i ∈ I, (6e)
I∑

i=1

bi ≤ B, (6f)

yi∑

j=1

biri,jΔt = si, ∀i ∈ I, (6g)

αi ∈ {0, 1}, ∀i ∈ I. (6h)

Constraint (6b) gives the delay requirement of the task. Con-
straints (6c) and (6d) are the computation resources constraints.
Constraints (6e) and (6f) denote the bandwidth constraints. Con-
straint (6g) gives offloading data size requirement. Constraint
(6h) is the offloading indicator constraint.

Considering the limited radio and computation resources,
when there are a large number of tasks to be computed, some
task requests can be rejected by utilizing admission control, so
that the admission tasks can be computed efficiently.

For constraint (6g), it can be expressed as
yi∑

j=1

ri,j =
si
biΔt

. (7)

In this paper, we assume that the bandwidth allocated to
the tasks remains constant throughout the transmission process.
Considering that the variables yi and bi are coupled, and αi

is a binary variable, problem (P1) is a mixed-integer nonlinear
programming problem.

IV. PROBLEM SOLUTION WITH FIXED SE

In order to solve problem (P1), we propose LBBCO algorithm
which includes two steps. The first step is to propose the LBB

algorithm to solve the fixed SE problem without considering
the time-varying channel characteristics. The second step is
to propose LBBCO algorithm by utilizing the results of LBB
algorithm. Considering the complexity of LBB algorithm is
high, the CRI algorithm is proposed. By utilizing the results
of CRI algorithm, CRICO algorithms are proposed.

A. Fixed SE Problem

Because the variables yi and bi are coupled, which makes the
problem difficult to solve. We need to simplify Eq. (6g) firstly.
Since the moving track of the vehicle is certain, the location
of the vehicle can be predicted. We utilize the fixed SE of the
vehicle in each region instead of the time-varying SE.

We denote rfixi,n as the SE in the region n of task i at the

beginning offloading time slot, and utilize rfixi,n to replace the
time-varying ri. The problem can be reformulated as

(P2) max
α,fs,b

I∑

i=1

αi (8a)

s.t. αi

(
si

bir
fix
i,n

+
ci
fsi

)

+ (1 − αi)
ci
f li

≤ ti,max, ∀i ∈ I,

(8b)

(6c)−(6f), (6h). (8c)

B. Constraint Linearization

Due to the constraints of problem of (P2) are nonconvex
constraints, we first linearize them. To avoid the denominator
to be zero, we introduce two microscales ε1 and ε2 for (8b), the
problem can be reformulated as

(P3) max
α,fs,b

I∑

i=1

αi (9a)

s.t. αi

(
si

(bi+ε1)r
fix
i,n

+
ci

fsi + ε2

)

+ (1 − αi)
ci
f li

≤ ti,max,

∀i ∈ I, (9b)

(6c)−(6f), (6h). (9c)

Lemma 1: The solution of problem (P3) is the upper bound
of problem (P2).

Proof: The proof of Lemma1 is in the Appendix A. �
Problem (P3) is sensible to ε1 and ε2 for obtaining an upper

bound of problem (P2). We define two auxiliary variables, βi =
1

bi+ε1
, γi = 1

fs
i +ε2

. Problem (P3) can be reformulated as

(P4) max
α,β,γ

I∑

i=1

αi (10a)

s.t. αi

(
si

rfixi,n

βi + ciγi

)

+(1−αi)
ci
f li

≤ ti,max, ∀i ∈ I,

(10b)

1
αifsmax + ε2

≤ γi ≤ 1
ε2
, ∀i ∈ I, (10c)
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I∑

i=1

1
γi

≤ fsmax + Iε2, (10d)

1
αiB + ε1

≤ βi ≤ 1
ε1
, ∀i ∈ I, (10e)

I∑

i=1

1
βi

≤ B + Iε1, (10f)

αi ∈ {0, 1}. (10g)

Problem (P4) is not a convex problem, because, first, the αi is
a binary variable, and second, there areαiβi andαiγi in problem
(P4). In order to solve this problem, for αi ∈ {0, 1}, we relax
αi as 0 ≤ αi ≤ 1. For αiβi, we introduce μi = αiβi, due to
0 ≤ αi ≤ 1, considering 1

αiB+ε1
≤ βi ≤ 1

ε1
, the bound of βi is

1
B+ε1

≤ βi ≤ 1
ε1

[34], [35]. We can get the linearization bound
factor product constraints of μi

μi − 1
B + ε1

αi ≥ 0, ∀i ∈ I, (11a)

βi − 1
B + ε1

− μi +
1

B + ε1
αi ≥ 0, ∀i ∈ I, (11b)

1
ε1
αi − μi ≥ 0, ∀i ∈ I, (11c)

1
ε1

− βi − 1
ε1
αi + μi ≥ 0, ∀i ∈ I. (11d)

For αiγi, we define ωi = αiγi. Due to 0 ≤ αi ≤ 1 and
1

fs
max+ε2

≤ γi ≤ 1
ε2

similar as (11), the bound factor product of
ωi can be written as

ωi − 1
fsmax + ε2

αi ≥ 0, ∀i ∈ I, (12a)

γi − 1
fsmax + ε2

− ωi +
1

fsmax + ε2
αi ≥ 0, ∀i ∈ I, (12b)

1
ε2
αi − ωi ≥ 0, ∀i ∈ I, (12c)

1
ε2

− γi − 1
ε2
αi + ωi ≥ 0, ∀i ∈ I. (12d)

By substituting μi and ωi into problem (P4), which can be
written as

(P5) max
α,β,γ,μ,ω

I∑

i=1

αi (13a)

s.t.

(
si

rfixi,n

μi + ciωi

)

+(1−αi)
ci
f li

≤ ti,max, ∀i ∈ I,

(13b)

0 ≤ αi ≤ 1 ∀i ∈ I, (13c)

(10c)−(10f), (11), (12). (13d)

Therefore, the problem is relaxed as a convex problem. The
optimal value of problem (P5) is Ā, which is the upper bound
of problem (P2).

We define I1 = {i|i ∈ I, αi = 1} and I0 = {i|i ∈ I, αi =
0}. When α is determined, problem (P2) can be rewritten as

(P6) max
fs,b

‖I1‖1 (14a)

s.t.
si

bir
fix
i,n

+
ci
fsi

≤ ti,max, ∀i ∈ I1, (14b)

(6c)−(6f). (14c)

The optimal value of problem (P6) is A, which is the lower
bound of problem (P2).

Problem (P5) and problem (P6) are convex problems. There-
fore, we can use standard packages such as CVX to solve them.

C. Problem Solution Based on Branch and Bound Method

By constraint linearization, problem (P5) becomes a linear
problem. In this subsection, we propose a linearization based
Branch and Bound (LBB) algorithm to solve problem (P2) [36],
[37].

We define A∗ as the optimal value of problem (P2) and
corresponding resource allocation strategy is {α∗,fs∗, b∗}. The
optimal value of problem (P5) is Ā, and corresponding resource
allocation strategy is {ᾱ, β̄, γ̄, μ̄, ω̄}. We denote the upper
bound of A∗ as U1 = Ā. In order to obtain the lower bound
of offloading vector α, we can utilize the following method

α =

{

αi | αi =

{
1 ᾱi > 0.5

0 ᾱi ≤ 0.5
∀ᾱi ∈ ᾱ

}

. (15)

Based on (15), we can determine I1 and I0, and obtain the
optimal valueA of problem (P6). We denote a lower bound ofA∗

asL1 = A. The resource allocation strategy corresponding toL1

is SL1 = {α,fs, b}. If U1 − L1 ≤ ε, where ε is the tolerance,
the search can be terminated. Otherwise, we select another leaf
node for further branching.

After that, we need to go to branch. We assume that the
branching process is the lth branching. When we pick the node
k with the maximal depth, the left and right leaf node problems
can be formed. The first problem is

(P7) max
α,fs,b

I∑

i=1

αi (16a)

s.t. (6b)−(6f), (6h) (16b)

{α1, α2, . . ., α|d(k)|, α|d(k)|+1} = {d(k), 1}, (16c)

and the second problem is

(P8) max
α,fs,b

I∑

i=1

αi (17a)

s.t. (6b)−(6f), (6h), (17b)

{α1, α2, . . ., α|d(k)|, α|d(k)|+1} = {d(k), 0}, (17c)

where d(k) is the determined computation offloading strategy of
node k. | d(k) | is the element number of d(k). Problem (P7) and
(P8) are the left and right leaf node of node k, respectively. We
denote Id as the determined computation offloading strategies
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set, Id0 = {i | i ∈ Id, αi = 0} and Id1 = {i | i ∈ Id, αi = 1}.
Based on linearization and α relaxation in the last section, the
corresponding convex problems (P7) and (P8) are

(P9) max
α,β,γ,μ,ω

‖Id1‖1 +
∑

g∈I\Id
αg (18a)

s.t. (6c), (6e), ∀i ∈ Id. (18b)

(10c), (10e), (11), (12), (13b), (13c), ∀i ∈ I \ Id,
(18c)

(14b), ∀i ∈ Id1, (18d)

∑

i∈Id1

bi +
∑

g∈I\Id

(
1
βg

− ε1

)

≤ B, (18e)

∑

i∈Id1

fsi +
∑

g∈I\Id

(
1
γg

− ε2

)

≤ fsmax, (18f)

Id = {d(k), 0}. (18g)

(P10) max
α,β,γ,μ,ω

‖Id1‖1 +
∑

g∈I\Id
αg (19a)

s.t. (6c), (6e), ∀i ∈ Id. (19b)

(10c), (10e), (11), (12), (13b), (13c), ∀i ∈ I \ Id,
(19c)

(14b), ∀i ∈ Id1, (19d)

∑

i∈Id1

bi +
∑

g∈I\Id

(
1
βg

− ε1

)

≤ B, (19e)

∑

i∈Id1

fsi +
∑

g∈I\Id

(
1
γg

− ε2

)

≤ fsmax, (19f)

Id = {d(k), 1}. (19g)

These two problems are the upper bound of the left and right
leaf node. We can solve these two problems and obtain the
optimal values Āl and Āl+1, respectively. The corresponding
offloading computation indicators are ᾱl and ᾱl+1, respectively.
Based on (15), we can obtain αl and αl+1. And then, we can
obtain the lower bound Al of left node problem, and the corre-
sponding resource allocation strategy is SLl = {αl,f

s
l
, bl}. In

the same way, we can obtain the lower boundAl+1 of right node
problem, and the corresponding resource allocation strategy is
SLl+1 = {αl+1,f

s
l+1
, bl+1}.

And then, we need to calculate the upper bound Ul+1 and
lower bound Ll+1 of A∗. Ul+1 is the maximal upper bound of
all unpruned leaf nodes. Meanwhile, Ll+1 is the maximal lower
bound of all unpruned leaf nodes. The leaf nodes whose upper
bounds are smaller than Ll+1 need to be pruned. After that, we
update l = l + 1 and continue the process until Ul − Ll ≤ ε.
The result isA∗ = Ll, and the corresponding resource allocation
strategy is SLl = {α∗,fs∗, b∗}. The proposed LBB method is
shown in Algorithm 1.

Algorithm 1: Proposed LBB Algorithm.
1: Initialize all the system parameters;
2: Initialize l = 1, U1 = A, L1 = A;
3: while Ul − Ll > ε do
4: Select k = argmaxi∈Ul

Āi, and split the leaf node
into two subproblems;

5: Obtain Āl, Āl+1, ᾱl and ᾱl+1 by solving the
problem (P9) and problem (P10), respectively;

6: Obtain αl and αl+1 according to (15), and calculate
Al, Al+1, SLl and SLl+1;

7: Up
l+1 = {i|i ∈ Uup

l+1, Āi < Ll};
8: Uup

l+1 = Uup
l+1 \ Up

l+1;
9: Ul+1 = maxi∈Uup

l+1
Āi;

10: Ll+1 = maxi∈Uup
l+1
Ai, SLl+1 = SLargmaxi∈Uup

l+1
Ai

;

11: l = l + 1;
12: end while
13: A∗ = Ll;
14: {α∗, b∗,fs∗} = SLl;

For the Branch and Bound algorithm, the complexity grows
exponentially in the worst case [38]. Because problem (P5),
problem (P6), problem (P9) and problem (P10) are all con-
vex optimization problems, we denote the complexity of these
problems by O(C1), O(C2), O(C3) and O(C4), respectively.
They are all polynomials. For line 2, the complexity of cal-
culating the initial value is O(C1 + C2). The while loop has
2I iterations in the worst case. For lines 4-6, the complex-
ity is O(C3 + C4 + 2C2). For lines 7-10, the complexity is
O(4|Uup

l+1|), where |Uup
l+1| = l + 1 in the worst case. Therefore,

the complexity of the proposed Algorithm 1 is

O(C1 + C2 + 2I(O(C3 + C4 + 2C2) +O(1 + 2I)))

= O(C1 + 2I max{C2, C3, C4}+ 22I)

= O(22I). (20)

D. CRI Algorithm

According to the last subsection, we can find that although
LBB algorithm can solve problem (P2) accurately, the time
complexity is high. In order to reduce the complexity, we propose
a closest rounding integer (CRI) algorithm, which can obtain the
resource allocation and task offloading strategies with low com-
plexity. The idea of the proposed CRI algorithm is as follows:
First, we solve problem (P5) and obtain the optimal offloading
strategy ᾱ, which is the upper bound of problem (P2). Then,
we utilize the CRI algorithm to obtain α. If ᾱi > 0.5, we set
αi = 1. Otherwise, αi = 0. In order to guarantee the feasibility
of the offloading strategies, we substitute α into problem (P6).
If problem (P6) is feasible, α are feasible offloading strategies.
Otherwise, there is insufficient resources to support so many
tasks offloading, so some tasks should be computed locally. We
sort the elements of ᾱ which satisfy ᾱi > 0.5 in the ascending
order, set the least ᾱi as αi = 0. After that, substitute the
offloading strategies into problem (P6), until problem (P6) is
feasible.
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Algorithm 2: Proposed CRI Algorithm.
1: Initialize all the system parameters;
2: Obtain α by utilizing (21);
3: Substitute (21) into problem (P6);
4: if problem (P6) is feasible then
5: We can obtain feasible resource allocation and task

offloading strategies;
6: else
7: Update α until problem (P6) is feasible;
8: end if

The CRI algorithm is elaborated as follows:
Step 1: The optimal offloading strategies ᾱ of problem (P5)

is the upper bound of problem (P2), and 0 ≤ ᾱi ≤ 1. We can
simply utilize the following method to obtain α.

α =

{

αi | αi =

{
1 ᾱi > 0.5

0 ᾱi ≤ 0.5
∀ᾱi ∈ ᾱ

}

. (21)

Step 2: In order to guarantee the feasibility of the offloading
strategies. Substitute (21) into problem (P6).

1) If problem (P6) is feasible, we can obtain feasible resource
allocation and task offloading strategies.

2) If problem (P6) is infeasible, it means that there is insuffi-
cient resources to support so many tasks offloading, some
tasks should be computed locally. We sort the elements
of ᾱ which satisfy ᾱi > 0.5 in the descending order, set
the least ᾱi as αi = 0. After that, substitute the offloading
strategies into problem (P6), until problem (P6) is feasible.

The proposed CRI algorithm is shown in Algorithm 2.

V. HEURISTIC ALGORITHMS FOR TIME-VARYING SE PROBLEM

In this section, basing on the resource allocation strategies of
the fixed SE, we propose the LBB based computation offloading
(LBBCO) algorithm and the CRI based computation offloading
(CRICO) algorithm to solve time-varying SE problem for both
the static tasks and dynamic tasks.

A. Static Task Offloading Strategies

In this subsection, we only consider the static task offloading
strategies, so the total number of tasks is constant when the
vehicle crosses one cell covered by a RSU. From Section IV,
we can obtain the offloading time of the tasks when the tasks
are decided to offload. The offloading time includes task trans-
mission time ttransi and computation time of VEC server tcomi .
tcomi is independent of the channel condition. However, the task
transmission time ttransi changes when considering the time-
varying channel characteristics. The main idea of the heuristic
algorithms is as follows: we utilize the average SE of the vehicle
passing through the region during the task transmission time
compared with the fixed SE. If the average SE is larger than
the fixed SE, it means that the resource allocation policy of
the fixed SE makes bandwidth surplus. We need to calculate
whether more tasks could be offloaded. Otherwise, it means that
the resource allocation policy of the fixed SE makes bandwidth

insufficient. Some tasks cannot be offloaded. The proposed
heuristic algorithms are elaborated as follows:

Step 1: Because the vehicle speed v and the task offloading
start position Pstrat are certain, the RSU can accurately predict
how long the vehicle will stay in the transmission region. We
denote the time of vehicle staying in the transmission region as
tstay. If tstay ≥ ttransi , which means that task i is offloaded to the
VEC server when the vehicle stays in one transmission region.
Therefore, the resource allocation strategies can be obtained by
the LBB/CRI algorithms.

Step 2: If tstay < ttransi , it means that task i is offloaded to
the VEC server when the vehicle moves to other transmission
regions. Because the distance of each region is certain, by
utilizing ttransi , the RSU can predict the position of task i to
complete transmission. Therefore, the average SE r̄i in this
period of time ttransi can be calculated.

Step 3: For some tasks, if r̄i ≥ rfixi,n , si
bir̄i

≤ si
bir

fix
i,n

, it means

that the resource allocation policy of the fixed SE makes band-
width surplus. We denote bi,+ = si

ttrans
i r̄i

as the bandwidth allo-

cation for the task i which satisfies r̄i ≥ rfixi,n . The total surplus
bandwidth is b+ =

∑
i∈I+(bi − bi,+), where I+ is the task set

which satisfies r̄i ≥ rfixi,n .

Step 4: For other tasks, if r̄i < rfixi,n , si
bir̄i

> si
bir

fix
i,n

, it means

that the resource allocation policy of the fixed SE makes band-
width insufficient. We denote bi,− = si

ttrans
i r̄i

as the bandwidth

allocation for the task i which satisfies r̄i < rfixi,n . The total
insufficient bandwidth is b− =

∑
i∈I−(bi,− − bi), where I− is

the task set which satisfies r̄i < rfixi,n .
Step 5: We denote bsur = b+ − b−. If bsur ≥ 0, it means that

there is surplus bandwidth. If VEC server has surplus compu-
tation resources, we utilize the proposed LBB/CRI algorithms
to calculate whether more tasks can be offloaded. If VEC server
does not have surplus computation resources, no more tasks can
be computed.

Step 6: If bsur < 0, it means that some tasks cannot be
offloaded to the VEC server, due to the lack of bandwidth. We
sort the tasks with insufficient bandwidth in the ascending order.
Remove the task with the highest deficit in bandwidth from the
list to offload, the surplus bandwidth can be allocated to other
tasks.

The proposed LBBCO/CRICO algorithms are shown in
Algorithm 3.

B. Dynamic Task Offloading Strategies

In the previous subsection, we only considered static task
offloading strategies. However, due to the change of road traffic
flow, the tasks will be randomly generated. In this subsection,
we propose the dynamic task offloading strategies.

The tasks follow the Poisson process with average generation
rate λ [39]. Compared with static tasks, due to the random gen-
eration of tasks, the total bandwidth and computation resources
of VEC server are changing at each time slot. Therefore, for
the dynamic task offloading strategies, we first update the total
resources at each time slot. And then, utilize the LBBCO/CRICO
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Algorithm 3: Proposed LBBCO/CRICO Algorithms.

1: Obtain ttransi , bi by utilizing LBB/CRI algorithms,
calculate tstay, and give the task offloading start
position Pstrat;

2: if tstay ≥ ttransi then
3: The resource allocation strategies can be obtained by

LBB/CRI algorithms;
4: else
5: Calculate the average SE r̄i;
6: if r̄i ≥ rfixi,n then
7: Calculate bi,+ and b+;
8: else
9: Calculate bi,− and b−;

10: end if
11: if bsur ≥ 0 then
12: if there is surplus computation resources in VEC

server then
13: Calculate whether more tasks can be offloaded;
14: else
15: The resource allocation strategies can be

obtained by LBB/CRI algorithms;
16: end if
17: else
18: Let the task which lack of the most bandwidth

does not offload, the surplus bandwidth can be
allocated to the other tasks;

19: end if
20: end if

Algorithm 4: Dynamic Task Offloading Strategies.
1: Initialize all the system parameters;
2: while t ∈ [0, T ] do
3: if there is surplus resources then
4: Utilize LBBCO/CRICO algorithms to allocate

resources to the tasks;
5: else
6: The tasks are calculated by the vehicle;
7: end if
8: Update the total resources at each time slot;
9: end while

algorithms to allocate resources to the tasks. The proposed
dynamic task offloading strategies are shown in Algorithm 4.

C. The Convergence of the Proposed Algorithms

We analyze the convergence of the proposed algorithms. The
convergence of the proposed LBBCO and CRICO algorithms
are shown in Fig. 2. From this figure, the utility of proposed
LBBCO algorithm increases quickly in the first 20 iterations and
then enter a stable status within the first 65 iterations. For the
proposed CRICO algorithm, 10 iterations lead to convergence.

VI. MULTI-VEHICLE AND MULTI-TASK SCENARIOS

The proposed LBBCO/CRICO algorithms are also applicable
to multi-vehicle and multi-task scenarios.

Fig. 2. Convergence progresses of the proposed algorithms.

A. Network Model

The proposed algorithms are also applicable to multi-vehicle
and multi-task scenarios. There are K vehicles in this system
and each vehicle has I independent tasks. We denote the set of
vehicle as K = {1, . . .,K}, and the set of task in each vehicle
as I = {1, . . ., I}.

B. Communication Model

We denote αk,i ∈ {0, 1} as the computation offloading deci-
sion of the task. Specifically, if task i in vehiclek is determined to
offload to the VEC server, αk,i = 1. Otherwise, task i in vehicle
k is chosen to be computed locally, αk,i = 0. We denote the
offloading vector as α = {α1,1, . . ., αk,i, . . ., αK,I}. In order to
avoid interference, the spectrum is orthogonally assigned to each
task. We denote bk,i as the bandwidth of VEC allocated to task
i in vehicle k. b = {b1,1, . . ., bk,i, . . ., bK,I} is the bandwidth
vector. The whole available spectrum bandwidth isB. Therefore,
we can get

∑K
k=1

∑I
i=1 bk,i ≤ B.

C. Computation Model

We use a tuple {ck,i, sk,i, tk,i,max} to represent the task i in
vehicle k, where ck,i is the number of CPU-cycle required to
accomplish task i in vehicle k. sk,i is the computation file size
of task i in vehicle k, and tk,i,max is the delay tolerance of task
i in vehicle k.

1) Local Computing: We denote f lk,max as the maximal
CPU-cycle frequency of the vehicle k, and define f lk,i as the
CPU-cycle frequency allocated to task i in vehicle k. If task i in
vehicle k is computed locally by the vehicle, the computation
time tk,i0 can be expressed as

tk,i0 =
ck,i
f lk,i

. (22)

2) VEC Server Computing: For the VEC server computing,
a task is offloaded to the VEC server through the wireless link
first, and then the VEC server executes the computation task.
The time consumption of task offloading includes two parts:
transmission time by the vehicle and computation time on the
VEC server.

According to the communication model, when the vehicle k
offloads task i to the VEC server, it should satisfy

yk,i∑

j=1

bk,irk,i,jΔt = sk,i, (23)
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where yk,i is the end time slot of task i in vehicle k offloading
to the VEC server. rk,i,j is the SE of task i in vehicle k in
the task transmission region of time slot j. Δt is the time slot
duration. Because the start time slot of offloading is known, the
transmission time is

ttransk,i = (yk,i − 1)Δt. (24)

The VEC server will execute the computation task after trans-
mission. We define fsmax as the maximal CPU-cycle frequency
of the VEC server, and define fsk,i as the CPU-cycle frequency
allocated to task i in vehicle k by VEC server. The CPU-cycle
frequency allocation vector is fs = {fs1,1, . . ., fsk,i, . . ., fsK,I}.
The computation time of VEC server on task i in vehicle k is

tcomk,i =
ck,i
fsk,i

. (25)

Therefore, the offloading time of task i in vehicle k can be
expressed as

toffk,i = (yk,i − 1)Δt+
ck,i
fsk,i

. (26)

D. Problem Formulation

The network utility maximization problem can be formulated
as

max
α,fs,b,{yk,i}

K∑

k=1

I∑

i=1

αk,i (27a)

s.t. αk,it
off
k,i + (1 − αk,i)tk,i0 ≤ tk,i,max, ∀k ∈ K, ∀i ∈ I,

(27b)

0 ≤ fsk,i ≤ αk,if
s
max, ∀k ∈ K, ∀i ∈ I, (27c)

K∑

k=1

I∑

i=1

fsk,i ≤ fsmax, (27d)

0 ≤ bk,i ≤ αk,iB, ∀k ∈ K, ∀i ∈ I, (27e)

K∑

k=1

I∑

i=1

bk,i ≤ B, (27f)

yk,i∑

j=1

bk,irk,i,jΔt = sk,i, ∀k ∈ K, ∀i ∈ I, (27g)

αk,i ∈ {0, 1}, ∀k ∈ K, ∀i ∈ I. (27h)

Constraint (27b) gives the delay requirements of the task.
Constraints (27c) and (27d) are the computation resources con-
straints. Constraints (27e) and (27f) denote the bandwidth con-
straints. Constraint (27g) gives offloading data size requirement.
Constraint (27h) is the offloading indicator constraint.

For the problem, if the target VEC server of each task is
determined, we can also utilize the proposed LBBCO/CRICO
algorithms to solve it.

VII. OFFLOADING STRATEGIES CONSIDERING

SMALL-SCALE FADING

In the previous sections, we simply divided the small cell
into n regions according to the distance between the vehicle
and the RSU, and only considered the path loss effect on the
offloading strategies. However, the small-scale fading also has
a great impact on the wireless channel [40]. The small-scale
fading cannot be predicted accurately, but the vehicle can obtain
the statistics information of small-scale fading which remains
unchanged for a long time. Because the small-scale fading
can reduce SE, more bandwidth is needed when considering
the small-scale fading. In this section, we evaluate the effect
of small-scale fading on the proposed computation offloading
algorithm.

In vehicular networks, we usually utilize Nakagami-mmodel
to describe the small-scale fading, where m is the fading fac-
tor [41], [42]. The m factor can increase from 1

2 to ∞, when
m = 1, the fading becomes Rayleigh.

Considering flat fading, and for narrowband signals, the task
transmission SE at region n can be expressed as

r(n) = log2(1 + hs(n)h(n)P (n)), (28)

where
√
hs(n) is small-scale fading with Nakagami-m distri-

bution. h(n) is the path loss at regionn.P (n) is the transmission
power of the vehicle at region n.

In vehicle scenario, we are interested in satisfying small delay
constraints and large data offloading rates. The coverage distance
and the vertical distance are small. In this case, the SNR of the
vehicle would be high even when the vehicle is on the edge of a
cell [30], [42], [43]. Therefore, the task transmission SE is

r(n) ≈ log2(hs(n)h(n)P (n))

= log2(h(n)P (n)) + log2(hs(n)). (29)

From Eq. (29), we notice that the task transmission SE would
be reduced due to the factor log2(hs(n)). Because the period
that the vehicle passes through one cell is much longer than
the channel coherence time, the small-scale fading is ergodic.
Therefore, we get

log2(hs(n)) = E(log2(hs(n))). (30)
√
hs(n) is Nakagami-m distribution with parameters Ω and m,

where Ω is the average SNR and m is the fading factor. Thus,
we obtain

E(log2(hs(n))) =

[

ψ(m) + ln
Ω

m

]

log2 e, (31)

where ψ is Digamma function [30].

VIII. SIMULATION RESULTS AND FUTHER DISCUSSIONS

In this section, we provide extensive simulation results to
show the performance of the two proposed algorithms. We first
consider the scenario a vehicle offloads multi-task to a VEC
server, the tasks can be computed either locally or by the VEC
server. In a unidirectional road, a RSU is deployed along the
road every 500 m, the vehicle speed is 80 km/h. The bandwidth
of the system is 10 MHz. Because the wireless SE is mainly

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on December 12,2020 at 06:09:52 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: JOINT RESOURCE ALLOCATION AND COMPUTATION OFFLOADING WITH TIME-VARYING FADING CHANNEL IN VEC 3393

TABLE I
SE OF REGION

determined by the relative distance, we divided the small cell into
10 regions. The wireless configuration is shown in Table I. The
maximal CPU-cycle frequency of VEC server is 20 GHz/s. There
are 50 tasks to be processed. The data size of the tasks and the
number of CPU-cycle requirements are Gaussian distributions,
si ∼ N (1000, 100) and ci ∼ N (1000, 100), respectively. The
data size is measured in KB and the number of CPU-cycle
is measured in Megacycles, respectively. The delay constraint
for each task is 4 s. In the simulation section, we simulate the
performance by averaging 500 randomly generated tasks.

We compare the following algorithms with our proposed
algorithms:
� Admission Control for Joint Communication and Compu-

tation (ACJCC) algorithm: The objective of this algorithm
is to support more tasks in the edge server. We choose this
algorithm for comparison since it has the same objective
function as our work. This algorithm consists of two steps,
the first step is to allocate communication and compu-
tation resources without considering the total resources
constraints. The second step is to design the admission
control mechanism when considering the total resources
constraints [44].

� Minimum Overhead Offloading Algorithm (MOOA): In
this algorithm, an overhead function which includes energy
consumption of task transmission and task offloading delay
is formulated. If the task overhead on locally is larger than
that on the VEC server, the task is offloaded to the VEC
server. Otherwise, the task is decided to compute locally.
The channel time-varying characteristics are not taken into
account in this algorithm [45].

� Minimum Data Size First Offloading Algorithm (MDS-
FOA): We sort the data size of tasks in the ascending order.
The vehicle offloads the minimum data size firstly.

� Minimum CPU-cycle Requirement First Offloading Algo-
rithm (MCRFOA): We sort the CPU-cycle requirement
of tasks in the ascending order. The vehicle offloads the
minimum CPU-cycle requirement firstly.

� Upper bound: αi is relaxed as (0,1). First, by solving
the convex problem (P5), we obtain the upper bound of
problem (P2). And then, by utilizing the idea of LB-
BCO/CRICO algorithms and solving the convex problem
(P5) to adjust the resource allocation strategies, we can
obtain the upper bound of problem (P1).

A. Static Task Offloading Strategies

In this subsection, we evaluate the performance of the pro-
posed offloading strategies for static tasks. The number of tasks
is 50, and the vehicle can obtain the information of all the tasks.

Fig. 3. The bandwidth versus system utility.

Fig. 4. Resource utilization ratio of each algorithm. (a) The bandwidth uti-
lization ratio of each algorithm. (b) The CPU-cycle frequency utilization ratio
of each algorithm.

Fig. 3 illustrates the bandwidth versus system utility. The
system utility increases with respect to the bandwidth, as higher
bandwidth leads to lower task transmission time and thus more
tasks can be offloaded to the VEC server. From Fig. 3, when
the bandwidth is 5 MHz, the utilities of LBBCO and CRICO
algorithms are about 6.44% and 10.73% below the upper bound,
respectively. However, when the bandwidth is 25 MHz, the gaps
to the upper bound are as low as 1.2% and 1.4%, respectively.
When the bandwidth reaches about 30 MHz, all the tasks can be
offloaded to the VEC server. It means that radio resources are
sufficient to maximize system utility. Compared to the ACJCC
algorithm, when the bandwidth grows from 5 MHz to 30 MHz,
the utilities of LBBCO and CRICO algorithms have performance
gains of about 4.52% and 2.38%, respectively. From the simula-
tion results, the proposed algorithms considering time-varying
fading channel can improve resource utilization with better task
offloading strategies.

Further results are shown in Fig. 3, we measured the resource
utilization of each algorithm. Fig. 4(a) compares the bandwidth
utilization ratio and Fig. 4(b) compares the CPU-cycle frequency
utilization ratio. From Figs. 4(a) and 4(b), for the proposed
LBBCO algorithm, the bandwidth and CPU-cycle frequency
utilization ratio are about 98% and 97%, respectively. For the
proposed CRICO algorithm, the bandwidth and CPU-cycle fre-
quency utilization ratio are about 97% and 96%, respectively.
If more tasks need to be offloaded, resources must be fully
utilized. The resources of LBBCO and CRICO algorithms are
almost fully utilized, and their performance is better than other
algorithms.

Fig. 5 illustrates the CPU-cycle frequency of the VEC server
versus system utility. The system utility is higher with a higher
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Fig. 5. The CPU-cycle frequency of VEC server versus system utility.

Fig. 6. The delay constraint versus system utility.

CPU-cycle frequency of the VEC server. With the increasing of
CPU-cycle frequency, the task computation time can be reduced,
and more tasks can be offloaded to the VEC server. For the
proposed LBBCO algorithm, when the CPU-cycle frequency
reaches about 80 GHz, about 99.2% tasks can be offloaded to
the VEC server, for the CRICO algorithm, about 98% of tasks
can be offloaded. This figure also shows that when computation
resources are sufficient, the maximization of system utility can
be guaranteed.

Fig. 6 illustrates the delay constraint versus system util-
ity, which increases with a longer delay constraint. Given a
larger maximum tolerable delay, fewer bandwidth and CPU-
cycle frequency resources can be allocated to a task to
satisfy the delay constraint. Therefore, more tasks can be of-
floaded to the VEC server. For the proposed LBBCO algorithm,
we can see that when the delay constraint reaches 6 s, the
bandwidth and CPU-cycle frequency resources can satisfy the
offloading delay requirements of about 98.7% tasks. For the
CRICO algorithm, about 98% tasks can be offloaded.

Fig. 7 illustrates the vehicle speed versus system utility when
the vehicle moves from the cell edge to the center. For all the
algorithms, the system utility increases with the increase of the
vehicle speed, as the vehicle drives faster when it is closer to
the cell center. The average SE will increase in this time period.
From step 3 of Algorithm 3, there will be surplus bandwidth
resources in this case. Therefore, more tasks can be offloaded to
the VEC server when the vehicle is close to the center.

Fig. 8 illustrates the vehicle speed versus system utility when
the vehicle moves from the cell center to the edge, where we can
see the opposite trend.

Fig. 7. The vehicle speed versus system utility when the vehicle moves from
the cell edge to the center.

Fig. 8. The vehicle speed versus system utility when the vehicle moves from
the cell center to the edge.

Fig. 9. The vehicle speed versus system utility.

Fig. 9 illustrates the vehicle speed versus system utility in
one cell. From this figure, we can see that the system utility
decreases with the vehicle speed increasing. This is because
with the increasing of vehicle speed, vehicle spends less time in
each region. It will lead to a lower amount of task transmission.

Fig. 10 illustrates the utility of proposed two algorithms with
different m factors. In the previous figures, we only consid-
ered the effect of path loss on offloading schemes. However,
the small-scale fading cannot be eliminated. Therefore, we
must evaluate the effect of small-scale fading on the offloading
schemes. From this figure, it can be seen that more serious
small-scale fading leads to worse system utility. That is because
the more serious small-scale fading, the more SE is reduced,
which leads to less tasks can be offloaded to the VEC server.
It also can be seen that when bandwidth grows from 10 MHz
to 30 MHz and m = 5, the utilities of proposed LBBCO and
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Fig. 10. The utility of proposed two algorithms with different m factors.

Fig. 11. Scenario: the vehicle moves from the cell edge to the center. (a) The
distance versus task offloading delay under different algorithms. (b) The distance
versus utility under different algorithms.

CRICO algorithms only decrease by an average of 0.9% and
1.02%, respectively. And when m = 2, the utilities of proposed
LBBCO and CRICO algorithms decrease by an average of
7.05% and 7.35%, respectively. Therefore, the proposed algo-
rithms are still effective in the view of the small-scale fading.

To verify the validity of the proposed algorithms, we analyze
the effect of resource allocation strategies on the task offloading
delay and utility. We compare the fixed SE algorithm with our
proposed algorithms:
� Fixed SE Algorithm: This algorithm can be obtained in

Section IV, which does not consider the time-varying
channel.

Fig. 11 shows the performance when the vehicle moves from
the cell edge to the center. Fig. 11(a) illustrates the distance
versus task offloading delay under different algorithms. For the
fixed SE algorithm, the vehicle decides the resource allocation
strategies when it is at the cell edge. And it utilizes the resource
allocation strategies all the time. From this figure, it can be seen
that the task offloading delay decreases when the vehicle moves
from the cell edge to the center. We can explain as follows: the
SE increases when the vehicle moves from the cell edge to the
center. The fixed SE algorithm utilizes the resource allocation
strategies when the vehicle is at the cell edge, which allocates
more resources to the tasks. Therefore, the task offloading delay
is less than the delay requirements. It means that the resources
of the fixed SE algorithm are wasted. Fig. 11(b) can verify this
conclusion. Fig. 11(b) illustrates the distance versus utility under
different algorithms. For the fixed SE algorithm, the system
utility is about 10.1 all the time. However, when the vehicle
is at the cell center, for the proposed LBBCO and CRICO
algorithms, all the tasks can be offloaded to the VEC server.

Fig. 12. Scenario: the vehicle moves from the cell center to the edge. (a) The
distance versus task offloading delay under different algorithms. (b) The distance
versus utility under different algorithms.

From Fig. 11, it can also be seen that the proposed LBBCO
algorithm and CRICO algorithm can satisfy the task offloading
delay requirements, and there are fewer resources wasted.

Fig. 12 shows the performance when the vehicle moves from
the cell center to the edge. Fig. 12(a) illustrates the distance
versus task offloading delay under different algorithms. For the
fixed SE algorithm, the vehicle decides the resource allocation
strategies when it is at the cell center. And it utilizes the resource
allocation strategies all the time. From this figure, it can be
seen that the task offloading delay increases when the vehicle
moves from the cell center to the edge. We can explain as
follows: the SE decreases when the vehicle moves from the
cell center to the edge. The fixed SE algorithm utilizes the
resource allocation strategies when the vehicle is at the cell
center, which allocates fewer resources to the tasks. Therefore,
the fixed SE algorithm cannot guarantee the task offloading delay
requirements. Fig. 12(b) can verify this conclusion. Fig. 12(b)
illustrates the distance versus utility under different algorithms.
For the fixed SE algorithm, all the tasks can be offloaded to the
VEC server. However, the task offloading delay is about 11 s
when the vehicle is at the cell edge. Therefore, the resource
allocation strategies of the fixed SE algorithm are infeasible. In
fact, for the proposed LBBCO and CRICO algorithms, there are
only about 11 tasks can be offloaded when the vehicle is at the
cell edge. From this figure, it can also be seen that, the proposed
LBBCO algorithm and CRICO algorithm can satisfy the task
offloading delay requirements.

B. Dynamic Task Offloading Strategies

In this subsection, we evaluate the performance of the pro-
posed offloading strategies for the dynamic tasks in one RSU
coverage area. The tasks follow the Poisson process with average
generation rate λ, and the duration of each time slot is 200 ms.

Fig. 13 illustrates the task average generation rate versus total
system utility. From this figure, the total system utility first
increases with the task average generation rate and then flats
off. That is because the bandwidth resources and computation
resources of VEC server are limited.

Fig. 14 illustrates the bandwidth versus total system utility
with different m factors. The task average generation rate is 8.
From this figure, it can be seen that the total system utility in-
creases with the bandwidth increasing. However, the total system
utility improvement diminishes with increase of bandwidth. That
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Fig. 13. The task average generation rate λ versus total system utility.

Fig. 14. The bandwidth versus total system utility with different m factors.

Fig. 15. The CPU-cycle frequency of VEC server versus total system utility.

is because the computation resources of VEC server are limited.
It also can be seen that, when bandwidth grows from 5 MHz
to 30 MHz and m = 5, the total system utilities of proposed
LBBCO and CRICO algorithms only decrease by an average
of 1.9% and 4.03%, respectively. And when m = 2, the total
system utilities of proposed LBBCO and CRICO algorithms
decrease by an average of 10.02% and 12.11%, respectively.

Fig. 15 illustrates the CPU-cycle frequency of VEC server
versus total system utility. The task average generation rate is 8.
From this figure, the total system utility first increases with the
computation resources increasing, and then reaches saturation,
as for the bandwidth resources are limited. Compared with the
upper bound, when the CPU-cycle frequency of VEC server
grows from 10 GHz to 30 GHz, the performance of LBBCO
and CRICO algorithms get closer to the upper bound with small
gaps of 6.38% and 10.88%, respectively.

Fig. 16. The bandwidth versus total system utility in multi-vehicle and multi-
task scenarios.

C. Multi-Vehicle and Multi-Task Scenarios

In this subsection, we evaluate the performance of the pro-
posed offloading strategies for multi-vehicle and multi-task sce-
narios. There are 3 vehicles in this system, and each vehicle has
20 tasks to be processed in the RSU coverage area.

Fig. 16 illustrates the bandwidth versus system utility in multi-
vehicle and multi-task scenarios. The system utility increases
with the bandwidth increasing. When the bandwidth is 30 MHz,
for the proposed LBBCO and CRICO algorithms, all the tasks
can be offloaded to the VEC server. Compared with the ACJCC
algorithm, when the bandwidth grows from 5 MHz to 30 MHz,
the utilities of LBBCO and CRICO algorithms increase by an
average of 4.64% and 2.36%, respectively.

IX. CONCLUSION AND FUTURE WORKS

In this paper, we investigated the joint resource allocation and
computation offloading with time-varying channels in VEC. We
formulated a problem of joint radio and computation resource
allocation, with the objective to maximize the VEC system
utility while guaranteeing the delay requirement of tasks. Be-
cause of the task transmission time and the allocated bandwidth
are coupled, the problem is a nonconvex problem. In order
to solve this problem, we first utilized the fixed SE instead
of the time-varying SE, and then proposed LBB algorithm to
solve the fixed SE problem. Considering the complexity of LBB
algorithm cannot be guaranteed, CRI algorithm was proposed.
After that, based on the resource allocation strategies of the
fixed SE, LBBCO/CRICO algorithms were proposed to solve
the time-varying SE problem for both the static tasks and dy-
namic tasks. The proposed LBBCO/CRICO algorithms are also
applicable to multi-vehicle and multi-task scenarios. Finally, the
effect of small-scale fading on the proposed offloading strategies
was analyzed. Simulation results have demonstrated that the
proposed two algorithms can achieve good performance. The
system architecture provides a new entry point for computation
offloading of time-varying channels in vehicle networks. The
proposed joint resource allocation and computation offloading
schemes can be used conveniently in the future IoV system.

For this paper, there are three aspects can be extended. (i)
The time-varying bandwidth allocation strategies may cause
some different results. We will study the offloading strate-
gies when considering the time-varying bandwidth allocation.
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(ii) There are rich D2D resources in vehicular networks, D2D
communication enables multi-vehicles cooperative task offload-
ing. Based on the first work, we will focus on the resource
allocation of multi-vehicles and multi-VEC servers system by
D2D communication. (iii) For the multi-vehicle and multi-server
scenarios, the server selection problem should be considered.
A vehicle can access the server with sufficient resources to
reduce the task offloading delay and improve system utility.
Furthermore, the task offloading delay should be reformulated
considering three parts: the transportation time of the vehicle
moving to the selected RSU, the task transmission time, and the
task computation time. The interference among different RSUs
should also be considered when allocating resources.

APPENDIX

Proof of Lemma 1: We denote the feasible solutions of prob-
lem (P2) and problem (P3) as S2 and S3, respectively. Problem
(P2) and problem (P3) have the same objective function and
constraints except (8b) and (9b). And constraint (8b) is stricter
than (9b).

αi

(
si

bir
fix
i,n

+
ci
fsi

)

+ (1 − αi)
ci
f li

≥ αi

(
si

(bi + ε1)r
fix
i,n

+
ci

fsi + ε2

)

+ (1 − αi)
ci
f li
. (32)

Therefore, for any feasible solution S∀ belonging to S2, it also
belongs to S3. The optimal solution of problem (P2) is smaller
than or equal to the optimal solution of problem (P3). Therefore,
the solution of problem (P3) is the upper bound of problem
(P2). �
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