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Head-of-Line Access Delay-Based Scheduling
Algorithm for Flow-Level Dynamics
Yi Chen, Student Member, IEEE, Xuan Wang, and Lin Cai, Senior Member, IEEE

Abstract—Scheduling algorithm design is a critical and chal-
lenging issue in multiuser wireless networks with dynamic flows.
The well-known Queue-length-based MaxWeight (QMW) schedul-
ing algorithm can achieve throughput-optimality if there only exist
persistent flows that are long-lived with infinite traffic arrival. In
this paper, we propose a head-of-line access delay (HAD)-based
scheduling algorithm and show that it is throughput-optimal when
the flows are dynamic, i.e., they are short-lived with finite data to
transmit. HAD is an online algorithm and does not require prior
knowledge of the statistics of the arrival traffic and channel infor-
mation. We also develop the Markov analytic model to study system
performance and reveal important properties of the proposed HAD
scheduling algorithm. To reduce the complexity of the analysis, we
further study two approximation methods corresponding to dif-
ferent arrival traffic intensity. Performance evaluation shows that
the HAD scheduling algorithm can outperform the classic QMW
and stabilize the system at the presence of flow-level dynamics.
Compared to the other existing algorithms, HAD is practical to
implement with a better delay performance.

Index Terms—Communication system traffic control, cross layer
design, wireless networks.

I. INTRODUCTION

S CHEDULING is one of the core problems in the de-
sign of wireless networks to maintain efficient and high-

quality wireless communications. Given a time-slotted system,
a scheduling algorithm determines which user is allowed to
transmit in each time slot. The scheduling algorithm design has
been investigated in various topics such as the routing algo-
rithm design [2], [3], the tradeoff analysis between throughput,
energy and delay in wireless networks [4], [5], etc. Among
various scheduling algorithms, throughput-optimal scheduling
algorithms have been widely investigated, thanks to their capa-
bility of maintaining the queueing stability in the system as long
as the arrival rate lies within the system capacity region [6]–[8].
The Queue-length-based MaxWeight (QMW) scheduling algo-
rithm has been proposed in the pioneering works of Tassiulas
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and Ephremides [9]–[11] and then was thoroughly investigated
in the literature [12]–[16]. QMW considers both the multiuser
diversity gain and the real-time user demand in each time slot
by prioritizing the flow, which has the greatest product of the
current transmission rate and the user’s backlog and has proven
to be throughput-optimal if the data flow of each user is long-
lived, i.e., the per-user flow is infinite (which we consider as
a persistent flow), and the number of users in the system does
not change over time. Besides throughput, other metrics were
studied in the subsequent works such as fairness [17]–[19] and
energy efficiency [20], [21].

However, in most of the practical communication networks,
there are short-lived dynamic flows that arrive in the system,
transmit a finite amount of data, and then leave the system
once the demanded service is complete. It has been shown that
the QMW scheduling algorithm and its variants are no longer
throughput-optimal if some or all of the users are dynamic in
the system [22], including the exponential rule [23] and the log
rule [24]–[27], which were proposed to reduce the maximum
and average flow delay. The reason of the instability can be
briefly explained as follows. Consider a flow with the last packet
waiting for transmission. By adopting QMW, without new traffic
arrivals, the queue length of this flow will remain small, which
will result in a long (or possibly infinite) delay of the flow,
since the other flows with a larger queue length will have a
higher priority. This problem is often referred as the “last packet
problem,” which will cause instability with flow-level dynamics.
As a result, the scheduling algorithm design is a critical and
challenging issue in real-world multiuser wireless networks with
flow-level dynamics [28], which motivates this work.

The main contributions of this paper are threefold. First, we
obtain the condition of queue stability for flow-level dynamics.
Second, we propose our simple online scheduling algorithm, the
head-of-line access delay (HAD)-based MaxWeight scheduling,
and discuss its throughput-optimality with flow-level dynamics.
We also explain the advantage of HAD over the existing works.
Third, we evaluate the performance of our HAD algorithm
regarding the number of users in the system and queueing delay
by both analysis and simulation. We observe that HAD is able
to stabilize the system, and our analytical results well match
the simulation ones.

The rest of this paper is organized as follows. In Section II,
the related work is introduced. Section III presents the system
model, including the traffic arrival and departure models, and
the definition of system capacity region. In Section IV, the
HAD scheduling algorithm is proposed and the throughput-
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optimality is studied. The queueing behavior of HAD is analyzed
in Section V. Performance evaluation is presented in Section VI,
followed by the concluding remarks in Section VII.

II. RELATED WORK

Utility-based scheduling is one type of various schedul-
ing algorithm. One example is the proportional fairness (PF)
scheduling algorithm, which has been adopted in the cellular
systems such as the current LTD networks. PF guarantees the
fairness performance for all the users in the system, while con-
sidering the history resource allocation and the multiuser di-
versity gain. However, PF is not throughput-optimal, as shown
in [29]. It has been proven in [7] that the utility-based schedul-
ing algorithms, including the PF scheduling, are not throughput-
optimal, and thus, the corresponding stability region is less than
the system capacity region in general.

The application of throughput-optimal scheduling with a
fixed number of users in the system can be found in a wide
range of areas such as smart grid, secure transmission, and so
on [30]–[32]. How to implement distributed throughput-optimal
scheduling algorithms regarding the heavy tailed traffic in prac-
tical scenarios was investigated in [33]–[36]. When considering
flow-level dynamics, QMW is not applicable, and several new
scheduling algorithms other than QMW have been proposed.
In [22], Peter van de Ven et al. presented examples to explain
that QMW is not throughput-optimal in the single-hop networks
with dynamic flows and time-varying channels, and designed a
backlog-grouping based algorithm to schedule dynamic flows
for system stability. However, it is complicated to implement,
since the prior knowledge of the channel and the traffic arrival
of each flow is required, which limits its application. In the
subsequent work in [37], the spatial inefficiency of QMW was
also investigated, and a location-based grouping scheme as the
solution was proposed. More examples and results in multi-
hop wireless networks were given in [38] to further explain the
instability and inefficiency of QMW.

A flow-delay-based MaxWeight (F-D-MW) scheduling algo-
rithm was studied in [39], aiming to stabilize the system with
dynamic flows. In the proof of the throughput-optimality, how-
ever, it is required that the channel rate distribution of each flow
is independent and identically distributed (i.i.d.) in the system,
or at least the maximum possible transmission rate of each flow
stays identical, while the stability analysis in the heterogeneous
networks was not complete. F-D-MW uses the product of the
flow delay and the channel transmission rate as the weight, and
thus, the old flows that enter the system earlier will be always
assigned a higher priority. As a result, it may make the new
users entering in the system later suffer a long start-up latency,
which is not desired by users with stringent delay requirement.
Its throughput-optimality in the heterogeneous networks with
both long-lived and short-lived flows was proved in [40], but
only the spatial inefficiency is considered, and the channel vari-
ance is not included in the theoretical analysis. A max-rate (MR)
scheduling algorithm was proposed for flow-level dynamic sys-
tems in [28]. The MR scheduling algorithm opportunistically
schedules the user, which reaches its largest transmission rate
in each time slot. To be throughput-optimal, the MR scheduling

algorithm is either an offline algorithm that requires the prior
knowledge of the channel and traffic distributions or an online
one that needs a sufficiently long learning period. The design of
the learning period is an open issue.

Other than queue-length-based algorithms, delay-based
scheduling algorithms have also been investigated in the lit-
erature. McKeown et al. [41] introduced the MaxWeighted
scheduling algorithm, in which the delay is used as the link
weight. This algorithm has been extended in [23], [42], and
[43] to provide the throughput-optimality for wireless networks.
The delay-based scheduling algorithm for network utility max-
imization was studied in [44]. Based on the above works, Ji
et al. [45] developed the delay-based back-pressure scheduling
algorithm for the throughput-optimality in multihop wireless
networks. Regarding head-of-line (HOL) delay-based schedul-
ing, Andrews et al. [12] studied the HOL packet delay-based
scheduling for systems only with persistent flows and discussed
a framework for stable scheduling algorithms. The throughput-
optimality of this scheduling algorithm was further investigated
in [42]. However, none of these works considers to adopt the
HAD-based scheduling in flow-level dynamic systems. What
we also need to clarify here is that the HOL packet delay, based
on which the existing works were developed, is calculated from
the moment when the HOL packet arrives in the system, which
is a different concept of the HAD in our work. The definition
of the HAD is given in Definition 1, and the advantage of our
work over the other HOL delay-based scheduling will also be
explained later.

In this paper, we investigate the scheduling algorithm based
on the HAD. Different from F-D-MW in [39], we give the proof
of the throughput optimality without the assumption of the i.i.d.
channel transmission rate. We also show that the last packet
problem of the QMW scheduling algorithm can be solved with
the proposed HAD-based scheduler.

III. SYSTEM MODELS

We consider a time-slotted heterogeneous wireless network
with one base station (BS) and multiple mobile users (MUs).
Each MU can be associated with one or multiple short-lived
flows. A short-lived flow is a traffic burst with a finite number of
bits, and the flow size is defined as the size of traffic burst upon
its arrival. Since the objective of our scheduling algorithm is the
data flows, we use the term “flow” instead of “user” thereafter.
Flows can enter the system at any time slot and will leave the
system after all the bits are transmitted.

The system has multiple classes of flows, which make the
system a heterogeneous network. Within each class, the flows
have i.i.d. traffic arrival characteristic and the same channel rate
profile. Assume that all the flows can be assorted into K classes.
The ith flow of class-k at time t is denoted by Qki(t). The amount
of the remaining bits of Qki(t) waiting for transmission at the
beginning of time slot t is denoted by |Qki(t)| and called the
residual bits. The number of flows of class-k at the beginning
of time slot t is Nk (t), and the total number of flows at the
beginning of time slot t is N(t) =

∑K
k=1 Nk (t). Within each

class, the flows are indexed by their arrival time.
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Fig. 1. System illustration of class-k flows from slot t to t + 1.

A. Arrival Model

New flows can arrive at any time. Let Ak (t) ∈ {0} ∪ Z+
denote the number of class-k flows arriving during time slot t,
which is a random variable. Ak (·) is i.i.d. with the mean λk =
E[Ak (1)]. We suppose that the scheduling decision is made at
the beginning of every time slot, and therefore, all the flows
that arrive after the beginning of slot t can only be scheduled
at the beginning of slot t + 1. Let Bki(t) denote the flow size
of the ith class-k flow, which arrives during slot t. In class-
k, we assume that Bki(t) is the i.i.d. copy of some integer
random variable Bk and has a finite mean βk = E[Bk ]. The
second moments of Ak (·) and Bk (·) are both finite. We define
|Qk (t)| =

∑Nk (t)
i=1 |Qki(t)| as the class-k backlog and |Q(t)| =

∑K
k=1 |Qk (t)| as the system backlog.

B. Channel Model

Let rki(t) denote the transmission rate of the wireless chan-
nel at time t between Qki(t) and the BS. The unit of the
channel rate is bit/slot. The BS can transmit at most rki(t)
bits at time t for Qki(t). rki(t) may vary over time as a re-
sult of fading. For class-k, we assume rki(·) are i.i.d. copies
of positive integer random variable Rk with finite supports,
i.e., Rk ∈ {Rk1, Rk2, ..., Rkmk

}. Different classes may have
heterogeneous channel condition distributions. The maximum
possible transmission rate of the class-k flows is defined as
Rmax

k = sup{r : P{Rk = r} > 0}, and the maximum possi-
ble transmission rate of the system is defined as Rmax =
max1�k�K {Rmax

k }.
An example of class-k dynamic flows of the network is il-

lustrated in Fig. 1, which shows the evolution from time slot t
to t + 1. At the beginning of time slot t, there are four flows
in the system. After that, there is one new flow, which has the
HAD HB1(t) = 0. Suppose that Qk3(t) is scheduled at time slot
t, and rk3(t) � |Qk3(t)|, Qk3(t) will finish all its transmission
and leave the system, and we have four flows in class-k at the
beginning of slot t + 1.

C. System Capacity Region and Throughput-Optimality

Let γk represent the expected number of time slots that are
required for the service of a class-k flow if served with Rmax

k ,
and we have γk = E� Bk

Rm a x
k

�. Let ρk = λkγk denote the traffic

intensity of class-k flows, and ρ =
∑K

k=1 ρk denote the sys-
tem traffic intensity. The system capacity region is defined
as S = {(λ1, λ2, . . . , λK ), (γ1, γ2, . . . , γK ) : ρ < 1}. For any

arrival process that lies in the capacity region, if the system
is strongly stable, i.e., lim sup

T →∞
1
T

∑T −1
t=0 E|Q(t)| < ∞, then the

corresponding scheduling algorithm is throughput-optimal. In-
tuitively, for a system working in slotted time, if the system is
stable, the total amount of the queued data should be finite at
any time slot, while if unstable, the total amount of the queued
data will grow into infinity when t → ∞ given infinite system
buffer size. Considering that the physical meaning of the traffic
intensity ρ is the average number of time slots that are required
to transmit the arrival traffic in one time slot when the maxi-
mum possible transmission rate is always adopted, the sufficient
condition for stability to be achievable is ρ < 1 [22]. In other
words, if the average amount of arrival traffic in one time slot
can be transmitted in less than one time slot by the maximum
possible transmission rate, there exists at least one scheduling
algorithm to achieve system stability. If ρ > 1, on average, more
than one slot are required to transmit the amount of arrival data
in one slot, and the residual data will accumulate into infinity
over time, which results in instability. From this perspective, the
system capacity region is defined as ρ < 1, and any arrival rate
that is in the capacity region can be stably transmitted by the
throughput-optimal algorithms.

If the system has no flow-level dynamics, i.e., the number of
flows is fixed, we can use |Q(t)| as the metric of the system
stability. For the systems with flow-level dynamics, each flow
has a finite amount of data to transmit upon arrival and leaves
the system once all the data are transmitted. When the system
stability is achieved, the number of flows in the system is finite,
i.e., N(t) < ∞ at any time slot. If N(t) → ∞ when t → ∞,
we have |Q(t)| → ∞ as well, and thus, the system is unstable.
As a result, we can also use N(t) as the metric of the system
stability when considering flow-level dynamics.

IV. HEAD-OF-LINE ACCESS DELAY-BASED SCHEDULING

Since we consider a delay-based scheduling algorithm, we
give the definition of the HAD, which we will use in our schedul-
ing.

Definition 1 (HAD Hki(t)): Let IH
ki (t) denote the head bit in

Qki(t), which will be the first bit to be transmitted. The HAD
of Qki(t) is defined as Hki(t) = t − t0, where t is the current
time, and t0 is the time at which IH

ki (t) becomes the first bit in
Qki(t).

HAD can be calculated according to the following equation:

Hki(t + 1) = (Hki(t) + 1)
(
1 − 1{Qk i (t)}(t)

)
(1)

where 1{Qk i (t)}(t) is the indicator function such that
1{Qk i (t)}(t) = 1 only when Qki(t) is scheduled at time slot t.
With the system model and the definition of HAD in the above,
we adopt the following HAD-based scheduling algorithm.

Algorithm 1: The HAD-based MaxWeight scheduling algo-
rithm seeks the flow {k, i} to transmit that satisfies the following
condition at the beginning of time slot t:

{k, i}∗(Hki(t), rki(t)) ∈ arg max
1≤k≤K,1≤i≤Nk (t)

Hki(t) · rki(t) (2)
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with uniform tie-breaking if there are a number of flows satis-
fying the condition. The scheduling decision is made in every
time slot independently.

Next, we prove that, with flow-level dynamics, HAD schedul-
ing is throughput-optimal, i.e., the system is stable with HAD
scheduling, by three steps. In the first step, we explain that in
an unstable system, there are countless flows that have infinite
HADs, and we investigate a sufficient condition for stability.
Second, we prove one property of the HAD scheduling algo-
rithm when the system is unstable. Third, based on the above
results, we further prove that a system with flow-level dynamics
is stable when HAD is adopted, as long as the traffic intensity
lies inside the system capacity region.

Theorem 1: Given an infinite buffer, for a flow-level dynamic
multiuser wireless system, if the HAD scheduling algorithm
cannot stabilize the system, there will be an infinite number of
flows in the system that have infinite HADs when the system
time goes to infinity.

Proof: Suppose that the system is unstable when t → ∞ and
then at least there is one flow with an infinite HAD. If there is
only one flow that is unstable associated with the infinite HAD,
and all the other flows have finite HADs, the only flow with the
infinite HAD will be scheduled according to (2) at a certain time
slot, for example t1, and its HAD in the next time slot t1 + 1 is
0. Because we have the assumption here that all the other flows
have finite HAD, we can come to the conclusion that at time
slot t1 + 1, all the flows have finite HADs. This conclusion is
contradicted with the instability condition that there is at least
one flow with an infinite HAD.

Similarly, we can prove that if there are only a finite number
of flows associated with infinite HADs, the system is also stable.
Finally, we can conclude that if the system is unstable, an infinite
number of flows in the system must have infinite HADs when
t → ∞. �

Theorem 2 (Sufficient condition): Let r(t) denote the real
transmission rate of the network at time t. If a class-k flow
Qki(t) is scheduled, i.e., r(t) = rki(t), the sufficient condition
for the network with flow-level dynamics to be stable for any
arrival rate that lies in the capacity region is

lim
t→∞ P{r(t) < Rmax

k } = 0. (3)

Proof: We use the following Lyapunov function L(t) =
(W (t))2 to prove Theorem 2, where W (t) is defined as the
workload of the system at time t, i.e., W (t) =

∑K
k=1

∑Nk (t)
i=1⌈

|Qk i (t)|
Rm a x

k

⌉
. The workload is apparently a direct reflection of the

total queue length of the system. We define WA (t) =
∑K

k=1∑Ak (t)
i=1 �Bk i (t)

Rm a x
k

� as the amount of the new workload in-

jected in the network at time t, and WR (t) =
∑K

k=1

∑Nk (t)
i=1

� rk i (t)
Rm a x

k
� · 1{Qk i (t)}(t) as the decrease of the workload if Qki(t)

is scheduled for transmission at time t, i.e., r(t) = rki(t), where
1{Qk i (t)}(t) = 1 if Qki(t) is scheduled, and 1{Qk i (t)}(t) = 0
otherwise. Based on the above notations, the evolution of
the workload in the system can be described as W (t + 1) =
[W (t) + WA (T ) − WR (t)]+ . Then, we calculate the square of

this equation, and after some manipulation, we can obtain

(W (t + 1))2 − (W (t))2

� (WA (t))2 + (WR (t))2 − 2W (t)WR (t)

+ 2WA (t) (W (t) − WR (t))

� (WA (t))2 + (WR (t))2 − 2W (t) (WR (t) − WA (t)) . (4)

Since the arrival rates lie in the capacity region, and the second
moments of the arrival rates are bounded, we can conclude
that there exists a U = E[(WA (t))2] + E[(WR (t))2] < ∞. By
taking the expectation of (4), we can calculate the Lyapunov
drift of the Lyapunov function as follows:

E[(W (t + 1))2] − E[(W (t))2]

� U − 2E[W (t) (WR (t) − WA (t))].

The above holds for all t ∈ {0, 1, 2, ...}. Summing over t ∈
{0, 1, . . . , T − 1} for some integer T > 0 yields

E[L(W (T ))] − E[L(W (0))]

� U · T −
T∑

t=0

EW (t)E (WR (t) − WA (t)).

Note that E[L(W (T ))] � 0, taking a lim sup yields

lim sup
T →∞

1
Tε

T∑

t=0

⎛

⎝
K∑

k=1

Nk (t)∑

i=1

E[W (t)]

⎞

⎠ ·

×
⎛

⎝
K∑

k=1

Nk (t)∑

i=1

⌈
rki(t)
Rmax

k

⌉

· 1{Qk i (t)}(t) −
K∑

k=1

Ak (t)∑

i=1

Bki(t)
Rmax

k

⎞

⎠

� lim sup
T →∞

E[L (W (0))]
Tε

+
U

ε
.

From the definition of the capacity region in the previous
section, we have

lim
T →∞

1
T

T∑

t=0

K∑

k=1

Nk (t)∑

i=1

E [Bki(t)/Rmax
k ] = 1 − ε.

Noting that

lim
t→∞ E�rki(t)/Rmax

k � = 1

as well as that E[L (W (0))] is bounded, we have

lim sup
T →∞

1
T

T −1∑

t=0

E[W (t)] < ∞

which indicates that the total queue length in the system is
bounded, and hence, the system is stable. �

The intuitive explanation of the above theorem is as follows. If
the scheduling algorithm always tries to schedule a flow when
it has its possible maximum transmission rate, the system is
stable, thanks to the efficient utilization of resource. From the
definition of the capacity region (in Section III), we can say that
if a flow is scheduled when it is not in its maximum transmission
channel rate, it probably needs more time slots for transmission
and, hence, leads to waste of resource. However, the above is
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not a necessary condition for a system to be stable. For example,
if there is a large gap between the arrival rate vector and the ca-
pacity region, i.e., the traffic intensity of the system is quite low,
it is possible that the system is able to deliver all the arrival bits,
though some transmission is associated with a low transmission
rate. For a network with a very high traffic intensity, i.e., there
is a very small gap between the arrival vector and the system
capacity, however, the condition in (3) is almost a necessary
condition.

Lemma 1: Given infinite buffer, for a single-class (K = 1)
flow-level dynamic multiuser wireless system with the HAD
scheduling algorithm, as in (2), if the system is unstable, we
have

lim
t→∞ P{r(t) < Rmax

1 } = 0. (5)

Proof: In a homogeneous system, without loss of generality,
we suppose Q1(t) has the maximum HAD in the system at time
t, i.e., H1(t) = Hmax(t). For the simplicity of presentation, sup-
pose that ri(t) are copies of a positive integer random variable
R ∈ {R1, R2} and R1 < R2. One can extend the proof to the
multirate case with the same approach.

Let U (t) denote the set of flows, in which all the flows have
the HAD larger than (H1(t) · R1/R2) at time t, and let Ñ(t)
denote the number of flows in U (t). From (2), we know that the
probability P{r(t) < Rmax} is equivalent to the probability of
the event that ∀Qi(t) ∈ U (t) are associated with R1 at time t.
Denoting p = P{ri(t) = R1}, we have

P{r(t) < Rmax} = pÑ (t) . (6)

Next, we prove that limt→∞ Ñ(t) → ∞.
Suppose that we can find a positive integer M such

that Ñ(t) < M for all the time t. If r1(t) = R2, Q1(t)
will be scheduled, so the probability for {Qi(t) : i =
arg max1�i�N (t)Hi(t)} to be scheduled is larger than 1 − p for
any time slot. Since M and p are not time coupled, we can find a
positive integer T , which is also irrelevant with time, and for any
arbitrarily small positive ε, the probability that ∀Qi ∈ U (t) can
be scheduled within T slots is larger than 1 − ε. In other words,
the maximum HAD at time t + T , denoted by H1(t + T ), is
smaller than (H1(t)R1/R2) + T with a probability larger than
1 − ε. Since we can find a positive value H such that we have
P{H1(t)R1

R2
+ T < H1(t)} > 1 − ε when H1(t) > H , so we

have P{H1(t + T ) < H1(t)} > (1 − ε)2. This indicates that
when the maximum HAD is larger than H , and after T slots,
the maximum HAD is not likely to increase beyond and bounded
by H . This conclusion contradicts with the system instability
that we discuss here. Therefore, the assumption that we can find
M such that Ñ(t) < M for all the time t is not true, which
leads to limt→∞Ñ(t) → ∞. Consequently, from (6), we have
lim
t→∞ P{r(t) < Rmax

k } = 0. �
Theorem 3: Given infinite buffer, for a flow-level dynamic

multiuser wireless system with the HAD scheduling algorithm
as in (2), if the arrival rates lie in the capacity region, the system
is stable when K � 1.

Proof: First, we consider the case that K = 1. Based on
Lemma 1, we have lim

t→∞ P{r(t) < Rmax
k } = 0. Since the arrival

rates lie in the capacity region, based on Theorem 2, we have
the conclusion that the system is stable.

Now, consider a heterogeneous system where K > 1. Sup-
pose this system is unstable with the HAD scheduling. Without
loss of generality, we assume Rk1 < Rk2 < · · · < Rk(mk −1) <
Rkmk

if the class-k flows have mk rates.
Suppose that class-1 is the unstable class, i.e., N1(t) → ∞

when t → ∞. Similar to the proof of Theorem 1, we can have
the conclusion that if∃i ∈ {1, 2, . . . ,K}, such that Ni(t) → ∞,
then ∀k ∈ {1, 2, . . . ,K}, we have Nk (t) → ∞, i.e., if one class
is unstable, then all the classes are unstable. If a flow in class-
1 is scheduled, from the proof of Lemma 1, we can directly
come to limt→∞ P{r1i(t) < R1mk

} = 0 if r(t) = r1i(t). This
conclusion can be extended to a more general one that for any
class-k in the system, if it is unstable, P{rki(t) < R1mk

} = 0 if
r(t) = rki(t). However, from Theorem 2, the system is stable.
This is a contradiction to the assumption of instability, and
hence, this assumption is not true. Combined with the case
where K = 1, we have Theorem 3 proved. �

With the above analysis, we can draw the conclusion that
HAD can stabilize the systems when the number of flows is not
fixed as long as the arrival rate lies in the system capacity re-
gion, so it is throughput-optimal for the systems with flow-level
dynamics. Note that essentially the traffic arrival characteristics
do not influence the algorithm’s throughput-optimality through
the analysis above. In the system model of our work, however,
because the definition of the system capacity region is related
to both of the traffic and the channel profile, we put the flows
that have the same traffic arrival characteristic and the same
channel profile into one class just for the convenience of the
presentation.

HAD scheduling has several advantages compared with the
existing scheduling algorithms. First, in the MR scheduling,
either the prerequisite of channel condition distribution is re-
quired or a learning period is necessary to learn the possible
maximum channel rate, which has an unknown influence on
the system performance, while HAD scheduling is an online
scheduling and its decision-making process is simple. It is more
practical in situations where the channel distribution may not be
available in advance. Second, in F-D-MW, the necessary con-
dition in the proof of stability [39] is that all the flows have
i.i.d. channel condition, or at least the maximum channel rates
among all the flows are identical, which narrows the utilization,
while in HAD, heterogeneous channel condition distributions
of different classes are supportable. Even when the Rmax

K is dif-
ferent among the K classes, HAD is still able to stabilize the
system according to Theorem 3, and in F-D-MW, the flows that
come into the system earlier will always have a higher priority
to win the chance for transmission than the flows that enter the
system later, so that the new flows may suffer long start-up la-
tency, while in HAD scheduling, the new flows can have more
opportunities to be served. Last but not least, in the F-D-MW
scheduling algorithm, each flow has to record the delay for every
packet, while HAD only needs a simple counter for the HAD;
thus, the overhead is reduced.

The implementation of our proposed HAD scheduler is sim-
ilar to that of the classic QMW scheduler, and HAD does
not bring more signaling overhead than the widely adopted
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PF and the other online throughput-optimal scheduling algo-
rithms such as QMW and F-D-MW. In the existing works, the
MaxWeight type of scheduler has been implemented and tested,
e.g., by the work from the Bell Laboratories, Alcatel-Lucent,
in 2011 [46]. Moreover, according to [16], different types
of the MaxWeight scheduling components have already been
adopted and implemented in practice, e.g., data center bridging
by Cisco [47] and Qualcomm’s Flashlinq peer-to-peer wireless
networks [48].

V. QUEUEING BEHAVIOR ANALYSIS

In the above section, we proved that HAD is able to stabilize
the system with flow-level dynamics. We know that the number
of flows N(t) and the total backlog |Q(t)| in the system are
bounded with HAD, and it is important to investigate how much
N(t) and

∑
B(t) will be when they converge, as well as the

delay performance of HAD. In this section, we focus on the the-
oretical analysis of the system performance of HAD scheduling,
including the expectation of N(t) and the delay performance.

As shown in [49], HAD is able to achieve a certain level of
fairness between flows. Generally speaking, other throughput-
optimal scheduling algorithms tend to let one (or a few) flows(s)
exclusively occupy the channel resource for a long time, while
by adopting HAD, flows in the system are able to fairly share the
transmission opportunities. Although TCP flows are considered
in [49], the fairness can be achieved when scheduling other non-
TCP controlled flows. We here focus on the performance study
of HAD by the approach of queueing theory.

For simplicity, we investigate a homogeneous network with
one class of flows and assume that the arrival rate satisfies
A(t) � 1. Let Hsch

i (t) denote the HAD when Qi(t) is scheduled.
If we focus on homogeneous networks, it is shown that if all
the flows have i.i.d. channel rate distribution, i.e., E[ri(t)] =
E[rj (t)] and rmax

i = rmax
j , we have E[Hsch

i (t)] = E[Hsch
j (t)]

[49]. Considering that P{r(t) = Rmax} = 1 if HAD is adopted
when ρ is large enough, we have

E[Hsch
i ] = E[N(t)]. (7)

Assume that the length of the time slot is δ, and hence, the
maximum transmission rate in one time slot is δRmax . Let
E[Bi(t)] = B̄ denote the mean value of the initial queue length
of the flows if Bi(t) is a random variable with a finite second-
order moment. Let T tx

i (t) denote the number of time slots to
finish the transmission for Qi(t), which has a finite amount of
data to transmit, and the expectation of T tx

i (t) is

E[T tx
i (t)] = E[Hmax

i ] ·
⌈

B̄

δRmax

⌉

= E[N(t)] ·
⌈

B̄

δRmax

⌉

.

(8)
The average throughput of Qi(t), defined as E{Wi(t)}, can be
calculated by

E[Wi(t)] =
Rmax

E[N(t)]
. (9)

From the above analysis, we can see that the average time
that one dynamic flow stays in the system and the throughput of
each flow are related to the parameters including the initial queue

Fig. 2. Markov chain of N (t).

length, the maximum channel rate, the time slot duration, and
the average number of flows in the system. Next, we will figure
out how to calculate the average number of flows in the system
in order to analyze the delay and throughput performance. In the
following analysis, we assume that δ = 1 time unit, and thus, δ
can be omitted in the equations.

A. State-Dependent Markov Model

In a homogeneous wireless network working in slotted time
with flow-level dynamics, if HAD scheduling algorithm is
adopted, the number of flows in the system in one time slot can be
described by a discrete-time Markov chain as a queueing system,
which is shown in Fig. 2. The state Si represents that the num-
ber of flows in the system in a time slot is i, and Si = Si−1 + 1.
Suppose that in time slot t, we have N(t) = Si . From t to
t + 1, N(t) is possible to change from Si to Si−1 or Si+1, or
stay in the state of Si , depending on if there is a new flow’s
arrival or an old flow’s departure. We define the transit proba-
bility as pa = P{N(t + 1) = N(t) + 1}, pb = P{N(t + 1) =
N(t) − 1}, and pc = P{N(t + 1) = N(t)} = 1 − pa − pb .

The scheduler behaves differently, depending on whether the
traffic intensity ρ is small or big. When ρ is small, the scheduler
is able to stabilize the system without holding the condition in
(3) to be always true. When ρ is close to 1, the condition in
(3) needs to be satisfied to achieve system stability. Thus, the
average scheduled transmission rate and the transit probability
of the Markov process are dependent on the state of the system.
We use Ravg(n) to denote the average scheduled transmission
rate when the system is in state Sn ; the state transition proba-
bility can be calculated as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

p1 = P{one arrival}

pai = p1

(

1 − 1
w̄(i)

)

pbi = (1 − p1)
1

w̄(i)
pci = (1 − pai − pbi).

(10)

In (10), w̄(i) is the state-dependent average work load of each
flow in terms of the necessary time slots for the transmission of
the whole flow and can be calculated as w̄(i) = �B̄/Ravg(i)�.
We consider how to obtain Ravg of a network, in which
all the nodes have a homogeneous channel profile. As men-
tioned, for each flow, the transmission rate can be chosen
from the channel rate set R, which has finite supports, i.e.,
R = {R1, R2, . . . , Rm}, where m is a positive integer. The
maximum channel rate in R is denoted as Rmax . For simplic-
ity, we consider m = 2 and R1 < R2 and define Rslow = R1.
When m > 2, we use the following approximation in the
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analysis:

Rslow =

{
1

m − 1

∑

i

Ri |Ri ∈ R, Ri �= Rmax

}

.

Let U (t) denote the set of flows, in which all the flows have
the HAD larger than that of the rest of the other flows in the
system at time t. We use M(i) to denote the number of flows
in U (t), i.e., |U (t)| = M(i) when the system is in state Si .
Since the flows with larger HAD have the priority to be sched-
uled in HAD, the scheduler will choose a flow with Rslow at
time slot t when all the M flows in U (t) are in the chan-
nel state Rslow, where M(i) satisfies the following inequality
considering (7):

Rslow · i � Rmax · (i − M(i)).

Furthermore, we have M(i) � �i(1 − R slow

Rm a x )� in the time-
slotted system, and thus, we use

M(i) ≈ i

(

1 − Rslow

Rmax

)

(11)

in our analysis.
The number of flows in the system is changing along with

the variance of the traffic intensity ρ. With the calculation of
M(i), the average channel rate of the system in state Si can be
calculated as follows:

Ravg = (1 − P{ri(t) = Rmax})M (i) · Rslow

+ [1 − (1 − P{ri(t) = Rmax})M (i) ] · Rmax . (12)

The difference equations of (10) are as follows:
{

Pi(pai + pbi) = Pi+1 · pb(i+1) + Pi−1 · pai

P0pa = P1pb1.
(13)

The solution of (13) is

P0 =
1

1 +
∑

j�1
Π j −1

i = 0pa i

Π j
i = 0pb i

(14)

and

Pn =
Πn−1

i=1 pai

Πn
i=1pbi

P0 =
pn−1

1 Πn−1
i=1 1 − 1

w̄ (i)

(1 − p1)nΠn
i=1

1
w̄ (i)

P0

=
pn−1

1 Πn−1
i=1

B̄−R avg(i)
B̄

(1 − p1)nΠn
i=1

R avg(i)
B̄

P0. (15)

The number of flows in the system can be calculated by
E[N(t)] =

∑
i i · Pi with the definition of w̄(i), (14) and (15).

However, this method is very complicated. We further developed
an approximation method to analyze the system.

B. Approximation

First, we analyze the scenario when ρ is small such that (3)
is not necessary for system stability. In this case, the system
can also be described, as shown in Fig. 2, of which the transit

probability and the balance equations can be found as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w̄ = �B̄/Ravg�
p1 = P{one arrival}

pa = p1

(

1 − 1
w̄

)

pb = (1 − p1)
1
w̄

pc = (1 − pa − pb)
Pn (pa + pb) = Pn−1pa + Pn+1pb

P0pa = P1pb.

(16)

In (16), w̄ and Ravg are defined the same as that in (10). Different
from the analysis with the state-dependent Markov process,
here, we let M denote the average number of flows in U (t),
i.e., E{|U (t)|} = M , and thus, (11) becomes

M ≈
⌈

E{N(t)}
(

1 − Rslow

Rmax

)⌉

(17)

and (12) becomes

Ravg = (1 − P{ri(t) = Rmax})M · Rslow

+ [1 − (1 − P{ri(t) = Rmax})M ] · Rmax . (18)

Using the average channel rate to build the Markov chain as
described in (16), the solution can be found as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P0 = 1 − pa

pb

Pn =
(

1 − pa

pb

)(
pa

pb

)n

E[N ] =
∑∞

n=0 nPn =
pa

pb − pa
= p1

1− 1
w̄

1
w̄ −p1

E[Hmax] = E[N ]

pki =
Rmax

k∑
k NkRmax

k

Ski =
(Rmax

k )2
∑

k NkRmax
k

E[T tx
i ] = E[N ]w̄.

(19)

We refer to this analytical model as the M/M/1 approximation.
Since (17) is involved in (19) to find E{N(t)}, which brings
extra computational complexity, we consider to further simplify
the analysis by proposing the M/M/1-M approximation with
two iterations of the M/M/1 approximation. In M/M/1-M, we
solve the M/M/1 model for two times. The result of the first
time is used in the second time. We first solve (16) by setting
w̄ = �B̄/Rmax� to obtain an E[N(t)] in the first iteration and,
then, plug it in (17) to obtain the M/M/1-M approximation re-
sults by solving (16) again. Although we have two iterations
in the M/M/1-M approximation, the computational complexity
is reduced, since we can avoid the exponential (or logarithm)
computation in the M/M/1 approximation. However, the ac-
curacy of the M/M/1-M approximation may be compromised,
which is explained as follows. Since N(t) is conservatively
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approximated with w̄ = �B̄/Rmax� in the first iteration, the av-
erage transmission rate is likely to be reduced in the second
iteration, and as a result, N(t) of the M/M/1-M approximation
may be slightly larger than the actual situation.

Next, we consider the scenario when ρ is close to 1. In this
case, since (3) becomes necessary for stability, we can use an
M/D/1 Markov model to calculate, where

w̄ = �B̄/Rmax�.
Hence, the average number of flows in the system can be ob-
tained as follows:

E[N ] =

(
2pa

pb
−
(

pa

pb

)2
)

2

(

1 − pa

pb

) . (20)

In this case, we refer the analytical model as M/D/1 approxima-
tion. By substituting the results in (19) and (20) into (8) and (9),
we are able to obtain the desired performance results.

The difference between M/M/1-M approximation and M/D/1
approximation is that in the M/M/1-M approximation, the prob-
ability that each queue is served in the maximum channel rate
is not 1. As a result, the service time of each flow is random,
while in the M/D/1 approximation, the serving time of each flow
is deterministic. This implies that we can treat the result of the
M/M/1-M approximation for a relatively small ρ, while taking
the result of M/D/1 approximation as the lower bound for the
performance of HAD. Our analysis results can also be treated
as a reference of the other throughput-optimal scheduling algo-
rithms, considering that HAD performs similarly to the other
throughput-optimal algorithms.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of HAD schedul-
ing along with the other scheduling algorithms, including QMW
[9], F-D-MW [39], MR [28], and PF [29].

A. Throughput-Optimality

In the simulation, we have two classes of short-lived flows.
The traffic burst size of the class-1 and class-2 flows is 30
(units) and 60 (units), respectively. We adopted Good–Bad
channel model, i.e., each class has two transmission rates. The
channel rate for class-1 flows is R1 = {9, 10} (units/slot), and
P{R1 = 9} = 0.1, P{R1 = 10} = 0.9, while R2 = {16, 20}
(units/slot), with P{R2 = 16} = 0.2, P{R2 = 20} = 0.8. The
arrival probability is calculated according to the traffic in-
tensity ρ. The history rate window size for PF is 1000 time
slots [29]. The simulation tool is MATLAB. With traffic inten-
sity ρ = 0.999, the throughput-optimality of HAD scheduling is
compared with the other algorithms, as illustrated in Figs. 3–5.

The results shown in Fig. 3 are the evolution of the number
of flows N(t) in the system with y-axis in the logarithmic form.
We can observe that N(t) of QMW and PF increases with time,
and from the increasing trend, we can tell that the system cannot
be stabilized with either the QMW or the PF scheduling. While

Fig. 3. Number of flows N (t) with ρ = 0.999.

Fig. 4. System backlog |Q(t)| with ρ = 0.999.

Fig. 5. Average queue length with ρ = 0.999.

with the other three scheduling algorithms, N(t) is bounded
and the system can be stabilized. We can observe that N(t) with
HAD is slightly larger than that with MR, and F-D-MW has
the smallest N(t), which is the result of using flow delay as
the scheduling weight so that the old flows in the system have
more chances to transmit. By allowing more flows to coexist
in the system, HAD scheduling may allocate more resources to
the newer flows and, hence, can achieve a lower start-up latency
and a better fairness between the old and new flows.

Fig. 4 shows the evolution of the system backlog |Q(t)| with
y-axis in the logarithmic form. Similar to Fig. 3, we can observe
that |Q(t)| with the QMW and PF scheduling algorithm keeps
increasing with time, and |Q(t)| with the other three algorithms
is bounded and is almost identical. The same conclusion can be
drawn that the system can be stabilized by all the scheduling
algorithms except QMW and PF.
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Fig. 6. Number of flows N (t) with different ρ at t = 50 000.

Fig. 7. Backlog |Q| with different ρ at t = 50 000.

The evolution of the average queue length per flow, which
is defined as Q̄(t) = |Q(t)|/N(t), is illustrated in Fig. 5. The
QMW scheduling has the smallest Q̄(t), while the other three
algorithms all have a larger Q̄(t). The reason is that the QMW
scheduling computes the weight of each flow proportional to
the individual queue length. Thus, once a flow has only a small
amount of data left for transmission, it will have a small weight
during the scheduling process, which results in two conse-
quences: 1) There will be an increasing number of flows ac-
cumulated in the system, as shown in Fig. 3; and 2) these
large number of flows with the small number of tail bits will
hardly get a chance for transmission, which makes the average
queue length maintained at a low level, while for the other three
throughput optimal scheduling algorithms, N(t) is kept to be
very low, and the average queue length (mainly associated with
the new arriving flows) is relatively high. It can also be observed
that the Q̄(t) of F-D-MW is the largest, and the Q̄(t) of HAD
is the smallest. As the system backlog is almost identical for
all these three algorithms, Q̄(t) has an inverse relationship with
N(t).

In Figs. 6 and 7, we compare the performance of HAD
scheduling and the other three scheduling algorithms with the
traffic intensity varying from 0.65 to 0.999. The x-axis is the

Fig. 8. Number of flows in the system with varying ρ.

Fig. 9. Average queue delay with varying ρ.

traffic intensity ρ, which is defined in the system model. Figs. 3
and 4 show the evolution of the system N(t) and |Q(t)| when
ρ = 0.999, while here, we take the snapshots of the evolution
of N(t) and |Q(t)| with ρ increasing from 0.65 to 0.999 at the
moment of t = 50 000. The results are averaged over ten sim-
ulations. When ρ � 0.8, all of the four algorithms are stable
because of the low traffic intensity. Because the weight is pro-
portional to the queue length, QMW has a good performance on
system backlog |Q(t)|, although it has more flows in the system,
as we can observe in Fig. 6. It is noticeable in Fig. 6 that, when
ρ � 0.8, the number of flows of the QMW scheduling algorithm
in the system grows fast, and the same trend on the system back-
log |Q(t)| can also be observed in Fig. 7, while the N(t) and
|Q(t)| of HAD and the other two algorithms only experience a
slow increase. When ρ is small, the MR scheduling has the best
performance, thanks to the full knowledge of the system chan-
nel information, while the performance of the three throughput
optimal algorithms tends to converge when ρ approaches 1.

B. Number of Flows and Flow Delay

To verify the analysis of HAD in terms of N(t) and T tx
i (t) in

Section V, we compared the analytical and simulation results,
which are shown in Figs. 8 and 9. In our work, we only adopt
M/M/1-M and M/D/1 approximations. In this simulation, we
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have one class of flows in the system and further increased the
traffic burst size to 70 units.

In Fig. 8, the M/M/1-M and M/D/1 approximation result for
N(t) is shown as the red curve marked with upward-pointing
triangles and stars, respectively. When ρ is small, the M/M/1-M
approximation is very close to N(t) of HAD, while the M/D/1
approximation is shown as the lower bound. When ρ is close
to 1, the M/D/1 approximation can better describe the system
behavior.

The delay performance is shown in Fig. 9. Before ρ � 0.97,
the M/M/1-M approximation result for T tx

i (t) can accurately
describe the flow sojourn time in the system, which is get-
ting increasingly closer to the M/D/1 approximation when ρ
increases from 0.97 to 1. This result verifies our previous anal-
ysis. We also included the simulation results of the flow delay
of F-D-MW, which lies in between the M/M/1-M and M/D/1
approximation results for most of the situations except when ρ
is extremely large. In this figure, the first-bit delay is the waiting
time between the moments of the entrance a flow in the system
and the first schedule of this flow, which is referred as the start-
up latency. From the simulation, we can also observe that HAD
has a much shorter start-up latency, which is the key to support
real-time data, while the flow delay of HAD is only marginally
larger than that of F-D-MW.

From all the above simulation results, we can observe that
the HAD scheduling algorithm is not only able to maintain the
stability and throughput-optimality with flow-level dynamics
in a heterogeneous system, but provides better fairness among
flows as well, which is a desirable feature. With HAD, a new
flow in the system does not have to wait for a long time before
the first transmission, while with the F-D-MW scheduling, the
first few packets in a new flow have to wait for a long time to be
transmitted, which may result in a large start-up latency. The fact
that HAD requires no prior knowledge of the arrival process,
and the channel rate distribution makes it easier to implement.

VII. CONCLUSION

We have proposed and studied the HAD scheduling algorithm
in multiuser wireless networks with flow-level dynamics. A suf-
ficient condition of the system queueing stability for short-lived
flows has been provided, based on which we have further inves-
tigated the throughput-optimality of the proposed HAD algo-
rithm. HAD is an online algorithm that requires no prior knowl-
edge of the statistics of the data arrival nor the channel state
information, and hence, it is practical and simpler to implement
compared with other throughput-optimal scheduling algorithms
for flow-level dynamic systems, such as MR and F-D-MW. We
have also built a Markov analytic model to study the proposed
algorithm in terms of the number of flows in the system and the
user delay. The performance evaluation has demonstrated that
HAD outperforms the QMW scheduling and is able to stabilize
the networks with dynamic flows. Simulation results match the
analytical conclusion very well and show that HAD can better
support real-time data regarding the delay performance.

We plan to further investigate the following topics as our fu-
ture work. First is a thorough investigation on the threshold of

the traffic intensity when the performance of HAD converges to
the M/D/1 model. Second is the design of a distributed schedul-
ing algorithm for multihop wireless networks. Since a central
scheduler may be too costly in some multihop wireless networks
in practice, it is worth to study the distributed scheduling algo-
rithm for multihop networks, which is throughput-optimal and
easy to implement. Third, because we noticed that the system
cannot always be stabilized by HAD if the number of users is
fixed, we plan to generalize the proposed scheduling algorithm
for the systems with both persistent and dynamic flows.
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