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Distance-Based Back-Pressure Routing for
Load-Balancing LEO Satellite Networks
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Abstract—Featuring wide coverage and high data rate, LEO
satellite networks will be an important supplement to the tra-
ditional terrestrial networks, enabling the space-air-ground inte-
grated network service. However, effective load balancing routing
strategies for LEO satellite networks need to be designed, due
to the bursty characteristic of the network traffic and imbal-
anced regional communication load. To achieve that, we propose a
Distance-based Back-Pressure Routing (DBPR) strategy for LEO
satellite networks. DBPR calculates the link weights based on a
novel distance-based metric, which can select uncongested short-
distance paths to the destinations and distribute network traffic
dynamically with low delay. To control the number of forwardings
in the network, we restrict the transmission range to a rectangle
region between each source-destination pair. We design DBPR
in the distributed fashion without collecting the global network
load information, which is suitable for LEO satellite networks
with limited resources, long propagation delay, dynamic topology,
etc. We analyze the network stability and prove the throughput
optimality of DBPR. Simulation results demonstrate that DBPR
can achieve higher throughput and lower delay, compared with
the state-of-the-art strategies, especially in the environments with
limited cache resource.

Index Terms—Back-pressure, LEO, load balancing, routing,
satellite networks.
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I. INTRODUCTION

W ITH the rapid development of space technology and the
increasing demands of mobile users, satellite networks

have become an essential component of global mobile com-
munication systems. Because of their global coverage and high
transmission rate, satellite networks can not only provide mobile
communication services between remote regions where terres-
trial networks cannot reach, but also provide more reliable and
faster communication services than existing wireless network
technologies [1], [2], [3], [4]. Low earth orbit (LEO) satellite
networks are deployed at altitudes between 160 to 2,000 KM
from the earth. Comparing with other satellite networks such
as geostationary orbit (GEO) and medium earth orbit (MEO)
satellite networks, LEO satellite networks can achieve lower
delay and higher data transmission capacity with lower power
consumption, which has attracted great attention [5], [6]. For
example, the Iridium system consists of 66 LEO satellites at the
altitude of 780 KM, which can provide earth coverage for data
services [7]. Globalstar cellular system deploys 48 satellites at
the altitude of 1,400 KM to support cellular telephone systems,
providing low-cost and full-coverage service [4]. In 2015, the
SpaceX satellite network development plan was announced. The
project aims to deploy around 12,000 small satellites to create an
LEO satellite network, to work in combination with terrestrial
networks in the next 20 years [8], [9].

According to the SpaceX plan, the LEO satellite network can
connect to almost anywhere globally [10], [11]. Meanwhile,
the LEO satellite network will further integrate with terrestrial
network systems, which can support mobile broadband and
machine-type communication scenarios [12], [13], [14]. Fig. 1
shows the role of LEO satellite networks in the space-air-ground
integrated network, which extends the Internet coverage to sea,
air and other remote areas that cannot be accessed by terrestrial
wireless networks. LEO satellites also provide the service that
people can transmit data from urban areas to airplanes, cruise
liners and other vehicles in remote areas. Considering agricul-
ture planting and energy mining, sensors at farms and remote
mines can also be covered by satellite networks. Under the
circumstances of natural disasters, such as earthquakes or floods,
where the infrastructure network is damaged, satellite networks
can provide the backup network service. Furthermore, satellite
networks can not only develop the high-speed Internet access for
rural and remote regions, but also provide competitive prices for
urban areas and high quality of services for specific users [15],
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Fig. 1. The Load Balancing Problem of LEO Satellite Networks in the Space-
air-ground Integrated Network.

[16]. Satellite networks can even achieve lower latency than
existing optical fiber services for long-distance traffic, as the
speed of light in space between satellites is 47% higher than that
in optical fiber [17].

Due to the bursty characteristic of Internet traffic, the load
imbalance needs to be carefully addressed in satellite net-
works [18], [19], [20], [21], [22], [23]. In Fig. 1, we can see
that the traffic between the two urban areas is heavy and the
shortest path between them maybe congested during peak hours,
indicated by the red dashed arrows. However, in LEO satellite
networks, there is good news. The inherent large constellations
and the mesh network topology provide many candidate paths
nearby, indicated by the blue dashed arrows in the figure. LEO
satellite networks can offer high-speed services and low delay
if the network load can be well managed and distributed on
these paths. Several load-balancing routing strategies have been
proposed for LEO satellite networks [24], [25], [26], [27],
however, most of the above works mainly focus on designing
centralized routing schemes for LEO satellite networks. The
resource imbalance problem under heavy loads remains an open
problem and tough task.

Back-pressure-based routing has been widely adopted to
solve the load balancing problem in multi-hop networks, e.g.,
sensor networks and MANETs [28], [29], [30], [31], [32].
Concerning satellite networks, the links between satellites, i.e.,
Inter-satellite links (ISLs), also follow a multi-hop transmission
manner. Therefore, the back-pressure routing strategy can po-
tentially address the traffic dynamics and imbalance in LEO
satellite networks. However, such method cannot be used in
LEO networks without any change. Traditional back-pressure
approaches usually explore a huge number of routing paths, and
thus will suffer from large end-to-end delay and overhead under
the LEO topology, which is a Manhattan network [33] with
a huge number of inter-connected links and enormous avail-
able paths between sources and destinations. Some modified
back-pressure routing strategies focus on reducing the delay in
traditional networks [28], [29], [31]. In the shortest-path-aided
back-pressure algorithm [31], packets can only be transmitted
with a small hop-constraint, but the algorithm is a centralized
strategy and increases the number of queues at each node, which
limits its scalability. On the other hand, utilizing the sojourn time

of messages may reduce the transmission delay of the messages
that have been transmitted for a long time in the system [29].
However, the sojourn time cannot predict the future delay to the
destinations. To summarize, these previous works can not adapt
to the LEO networks, which have a Manhattan network topology
and large distance between nodes.

In this paper, we further study the back-pressure routing
strategy for LEO networks, with a focus on a critical metric,
i.e., the distance between satellites. Different from traditional
networks, such distance between nodes is very large and has
a great influence on the network propagation delay in LEO
networks. When determining the next hop, such distance should
be considered in addition to the back-pressure strategies. We pro-
pose a distributed back-pressure routing and queue scheduling
strategy to achieve adaptive resource allocation and load-aware
routing, through combining the back-pressure strategy and the
distance between satellites. We also restrict the transmission
range for each flow, as to reduce the end-to-end delay and over-
head. Such a combined approach can achieve high throughput
and low delay without incurring much transmission cost. We
highlight our main contributions as follows.

1) Considering the heavy load situation, we propose a novel
delay metric called Destination Distance Delay (DDD)
for LEO satellite networks, i.e., the estimated propagation
delay based on the Euclidean distance from an interme-
diate satellite to the destination satellite. We design a
Distance-based Back-Pressure Routing (DBPR) scheme
where the routing metric is based on the difference of
DDD in back-pressure routing, which jointly considers
the queue backlog and propagation delay.

2) We analyze the network stability of the DBPR scheme
using the distance delay-based metric, DDD, and prove its
throughput optimality in LEO satellite networks. DBPR
can achieve throughput optimality without the cost of large
delay.

3) We design a distributed approach of DBPR for LEO satel-
lite networks. Specifically, we define a constrained rectan-
gle transmission region between the source and destination
of a packet for LEO satellite networks, which limits the
data transmission range and reduces transmission cost
effectively.

4) We design and conduct NS2-based simulations to eval-
uate the performance of our proposed DBPR protocol
for LEO satellite networks. Simulation results show that
DBPR outperforms other related algorithms in terms of
data delivery ratio and throughput, with small cost and
delay.

The remainder of this paper is organized as follows. Section II
introduces the related works of load-balancing routing in LEO
satellite networks and back-pressure routing. Section III de-
scribes the topology model of the LEO satellite network and the
preliminaries of back-pressure routing. We present our distance-
based back-pressure DBPR routing scheme in Section IV. The
network stability and throughput optimality of DBPR routing are
analyzed in Section V. Performance evaluations are presented in
Section VI, followed by concluding remarks and the discussion
of further research directions in Section VII.
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II. RELATED WORKS

Due to the bursty characteristic of the network traffic, the
traffic distribution in LEO satellite networks is unbalanced. The
load-imbalance problem is important for LEO satellite networks
and has attracted great attention recently. A state-aware and
load-balancing routing algorithm (SALB) was proposed in [25].
SALB estimated the link state and set the weights of the queuing
delay dynamically. It considered various conditions including
failure and recovery state of links and nodes, as well as the
load change. An efficient shortest path tree was used to reduce
the routing overhead and improve the network throughput. A
hybrid global-local (HGL) load balancing routing scheme was
designed in [26], where the inter-satellite traffic demand is
decomposed into the predictable long-range baseline and the
unpredictable short-range baseline. Network traffic can be allo-
cated optimally, and thus the congestion can be eliminated. A
minimum flow maximum residual (MFMR) routing scheme was
proposed in [34]. MFMR distributed the traffic load over shortest
path alternatives and kept maximum residual link capacity in
satellite networks. The routing set concept and the minimization
of maximum flow scheme were designed to balance the network
flow. Liu et al. proposed a low-complexity routing algorithm
(LCRA) [27]. LCRA adopted a distributed computation with
congestion information of neighbors to select less-congested
next hop to forward data. LCRA also waited for a period to
forward packet when there was only one minimum next hop
path to the destination. LCRA utilized traffic congestion to select
the routes which improved the data delivery ratio and delay.
The NCMCR routing scheme was introduced in [24], which
transmitted data along multiple link-disjoint paths dynamically
using the Dijkstra algorithm. NCMCR utilized network coding
and the No-Stop-Wait ACK mechanism to perform continuous
data transmission. The result showed that NCMCR can achieve
good throughput and low end-to-end delay. Most of the above
works mainly focus on designing centralized routing schemes
for LEO satellite networks. Our work will design a distributed
routing scheme with low cost and good scalability to solve the
load-imbalance problem for LEO satellite networks.

Back-pressure-based routing has been widely applied to
multi-hop networks, such as sensor networks and DTNs, to
tackle the resource allocation problem [28]. Ying et al. combined
the short-path information with back pressure routing to avoid
unnecessarily long routes. The proposed shortest-path-aided
back-pressure (SBA) algorithm achieved low end-to-end de-
lay [31]. However, SBA is a centralized algorithm and increases
the number of queues at each node, which limits its scalability.
Rai et al. proposed a loop-free back-pressure routing protocol
(LFBP) that forwarded packets along directed acyclic graphs
(DAGs) to avoid the looping problem [30]. LFBP utilized a joint
link-reversal back-pressure routing scheme and showed good
delay performance. Hai et al. proposed a sojourn-time-based
back-pressure routing algorithm (STBP) [29]. STBP considered
the queue length and accumulated sojourn-time of packets which
can reduce the delay and achieve high throughput. An on-line
hybrid queue-length-based max weight scheduling algorithm
(H-QMW) and adaptive A-H-QMW algorithm were proposed

Fig. 2. Lasers Aligned for Starlink Satellites.

in [32]. They defined the capacity region for hybrid systems and
designed scheduling algorithms for the coexistence of persistent
and dynamic flows, which can achieve lower start-up delay
and latency. Chen et al. proposed a geographic-location-aware
back-pressure algorithm for data collection in a satellite network
(including GEO and LEO) [35]. The algorithm used the relative
rank of the distance between the neighbors and the sink, and
explored short routes from the data sources to the sink on ground.

The above back-pressure based strategies (shortest-path,
loop-free, sojourn-time, etc.) cannot apply to LEO directly. They
may incur large delay and overhead due to the huge number
of available paths in LEO networks. Besides, the propagation
delay in LEO satellite networks is large as the distances between
satellites are large. To tackle these challenges, we utilize the
distance and delay in the calculation of the link weight, and
restrict the transmissions within a specific area for each flow.
This is different from existing works.

III. SYSTEM MODEL AND PRELIMINARIES

A. System Model

An LEO satellite network is modeled as a graph G = (V,E).
V is the set of the satellites and E is the set of ISLs between
satellites. There are N satellites in the network. The types of
ISLs between any two neighboring satellites include intra-plane
ISLs where the two satellites are in the same orbit plane and
inter-plane ISLs for satellites in the neighboring orbit planes.
Every node usually has two intra-plane ISLs and two inter-plane
ISLs. The intra-plane ISL is used to connect neighbor nodes
between its preceding and succeeding satellites in the same orbit.
The inter-plane ISL is used to connect neighbor satellites in two
neighbor orbits, respectively. For example, in Starlink satellite
networks, the laser connections between satellites are shown
in Fig. 2. The four yellow lines represent the four laser links
between the satellite in the middle and its four neighbors, i.e.,
two intra-plane ISLs and two inter-plane ISLs.

The topology of the LEO satellite network can be viewed
and modeled as a Manhattan network [33]. The 2D topology
illustration is shown in Fig. 3. Sn,m represents the m-th satellite
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Fig. 3. Topology Model of the LEO Satellite Network.

in the n-th orbit. Every satellite has two intra-plane ISLs and
two inter-plane ISLs. The length of intra-plane ISLs will not
change while the length of inter-plane ISLs will. The movement
of satellites is predictable and periodic. During a small time
slot, we assume the topology of satellite network is fixed,
which is a widely-adopted assumption for modeling satellite
networks [11], [26], [36].

B. Queue-Length-Based Back-Pressure Routing

Back-pressure routing was originally proposed in [37], which
is an algorithm for allocating traffic dynamically over multi-hop
networks based on congestion gradients between neighboring
nodes. The back-pressure routing is calculated in slotted time
and the routes are determined during each time slot which
can maximize the differential backlog in the network. Given
a satellite network G = (V,E), the link between satellite a and
satellite b is denoted as link (a, b). Qc

a(t) is the queue backlog
(length) of flow c in node a at time slot t. Qc

b(t) is the queue
backlog of flow c at node b at time t. The differential backlog
for flow c between node a and b is Qc

a(t)−Qc
b(t). Considering

there are many flows at a node, we define the weight Wab(t) as
the largest differential backlog for all the flows on link (a, b).

Wab(t) = max
c:(a,b)

[Qc
a(t)−Qc

b(t)]. (1)

Then, flow c will be allocated a transmission rate over link (a, b)
which is the solution to the max-weight problem as follows.

Maximize :

N∑
a=1

N∑
b=1

rab(t)Wab(t), (2)

s.t. rab(t) ∈ Γs(t), (3)

where rab(t) is the transmission rate of link (a, b).Γs(t) contains
all possible transmission rate matrices that can be scheduled
based on the network topology. According to these equations,
back-pressure routing can be applied to multi-flow networks
with different destinations. The routing scheme can lead to

maximum network throughput and support any traffic arrival
rates and channel state probabilities [38], [39].

IV. DISTANCE-BASED BACK-PRESSURE ROUTING

In LEO satellite networks, the distance and propagation delay
between satellites are large and we can utilize the distance
between satellites to encourage packets to travel along short
paths, thus improving the delay performance of LEO satellite
networks. Considering the laser transmission nature in LEO
satellite networks, we utilize Euclidean distance to estimate the
propagation delay between satellites. In this section, we will
first introduce the calculation of the Euclidean distance between
satellites, and then describe our distance-based back-pressure
routing algorithm.

A. Satellite Distance

Let r denote the sum of earth radius and the satellite orbit
altitude. i is the inclination of the satellite orbit. Ω is the position
of the ascending node, and the unit is degree. ω1 is the angular
velocity of a satellite rotating around the earth, and the unit is
degree/second. γ is the initial phase angle of the satellite. ω2

is the angular velocity of the earth rotation in degree/second.
t is current time. The Euclidean distance L between any two
satellites at any time t can be calculated as follows.

L =
√

2r2 ∗ [1− cosϕjcosϕkcos(λj − λk)− sinϕjsinϕk],

(4)

ϕ = arcsin (sinisinμ) , (5)

λ = Ω+ arctan (cositanμ)− ω2t, (6)

μ = ω1t+ γ. (7)

All satellites have the same orbit altitude and the same angular
velocity. The length of intra-plane ISL between neighbors in the
same orbit is a constant. The distance of inter-plane ISL be-
tween any two satellites in the neighboring orbit planes changes
periodically. The detailed reasoning process of the formulas is
described in Appendix A, and the NS-2 simulator provides a
function to calculate the Euclidean distance L between any two
satellites at any time t.

B. Destination-Distance-Delay-Based Back-Pressure Routing

In the traditional queue-based back pressure routing proto-
col, the packet backlog in a node only calculates the number
of queued packets without considering the delay of a packet,
which may cause the large delay problem [40], [41], [42]. The
geographic distance of a packet influences the packet delay
greatly, because the geographic distance between satellites is
large in LEO satellite networks and it varies periodically as the
satellites move. We call the satellite connecting to the destina-
tion ground station as the destination satellite. To improve the
delay performance of the back-pressure routing protocol, we
approximate the propagation delay of each packet in a node
to the destination satellite using the Euclidean distance. Such
approximated propagation delay between satellites is due to the
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Fig. 4. DBPR Queue Management and Backlog Computation.

laser transmission nature in LEO satellite networks, referred to
as destination distance delay (DDD) in this paper.

LetQc
a denote the set of packets belonging to flow c at satellite

a. For each packet p ∈ Qc
a, the Euclidean distance of the packet

from satellite a to the destination satellite is denoted by D(p).
We use it to estimate the destination distance delay T (p) of
packet p by

T (p) = D(p)/v, (8)

where v is the light propagation velocity in vacuum, i.e., 3×
108 m/s, which is 1/3 larger than that in fibers.

In LEO satellite networks, satellites move periodically and
predictably. The orbit information, e.g., altitude, angular veloc-
ity, and inclination are all known, so it is easy to calculate the
position of each satellite at any time. Then, according to such
position information (such as longitude and latitude value) of
the ground destination, the intermediate satellite can determine
the corresponding destination satellite (the closest satellite to the
ground destination) and calculate the distance to it in real time,
i.e., D(p) in Eqn. (8).

By the definition of the destination distance delay of each
packet, we can obtain the cumulative destination distance delay
of all the packets in node a for flow c using

∑
P∈Qc

a
T (p). We

then define the cumulative destination distance delay as a new
backlog metric Q̂c

a(t) in back-pressure routing, calculated as

Q̂c
a(t) =

∑
p∈Qc

a

T (p) = T (p)× |Qc
a(t)|. (9)

Q̂c
a(t) is the destination distance delay-aware backlog of node

a for flow c at time slot t. Flow c is for a specific source-
destination pair. |Qc

a(t)| is the number of packets of flow c at
node a at time slot t. Based on Q̂c

a(t), the differential destination

distance delay-based backlog metric of link (a, b) at time slot t
is defined as

ŵab(t) = max
c:(a,b)

[
Q̂c

a(t)− Q̂c
b(t)
]
. (10)

Then, flow c will be allocated a transmission rate over link
(a, b) as the delay-based solution to the max-weight problem.

Maximize :

N∑
a=1

N∑
b=1

rab(t)ŵab(t), (11)

s.t. rab(t) ∈ Γs(t). (12)

We name the routing scheme as Distance-based Back-
Pressure Routing (DBPR) in this paper. Fig. 4 illustrates an
example of the DBPR queue management and routing decision.
In addition to the regular packet queue, each node maintains
a virtual destination distance delay (DDD) queue to calculate
the DDD-based backlog of each flow. Assume source s sends
flow c to destination d. When a packet of flow c reaches node
a, it will decide which node to select as the next hop as follows.
The queue length of flow c at node a at time t is Qc

a(t) = 5.
Similarly, the queue length of flow c at node b, e and f are
Qc

b(t) = 3, Qc
e(t) = 3 and Qc

f (t) = 4, respectively. Then the
differential queue backlogs of node a to b, a to e, and a to f ,
namely Qc

ab(t), Q
c
ae(t) and Qc

af (t), are 2, 2 and 1, respectively.
In traditional back-pressure routing algorithms, the differential
queue backlogs of node a to b and a to e are the same. However,
in our DBPR design, the distance to the destination will be in-
corporated using Eqn. (9) to make the decision. In this example,
the distance from node e to the destination is greater than node
b, so node b is better than node e. In addition, we assume the
distances to the destination are the same for node f and b. In this
case, the differential queue backlog of node a to f , Qc

af (t) = 1,
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is smaller than node a to b, Qc
ab(t) = 2, so b is preferred. After

such process, node a will select node b as the next hop.

C. Distributed Routing Algorithm

In LEO satellite networks, every satellite can connect to
nearby satellites by ISLs. Due to the limited resources of satel-
lites and the multi-hop network structure, it is suitable to design
a distributed routing protocol, so we now present the details of
the distributed DBPR routing strategy.

1) Queue Management: When a packet p has been transmit-
ted and arrived at a node, the geographical Euclidean distance
delay T (p) between it and the destination satellite can be cal-
culated. If it is the first packet p of flow c arriving at node n, a
virtual DDD queue with Q̂c

n and T (p) will be created at node
n. Then Q̂c

n will be increased by T (p) when packet p of flow c
arrives at node n. If packet p of flow c is transmitted from node n
to the next hop, Q̂c

n will be decreased by T (p). The computation
only involves simple incremental operations, and the complexity
is O(1), which is a trivial task. If the number of neighbors of
a node in the network is Vn (four in this study), DBPR needs
to maintain Vn(N − 1)(N − 2) virtual DDD queues at most
to record the distance-based backlog of neighbors. As there are
usually a limited number of ISLs (e.g., four) for a satellite in such
networks, each node needs to maintain O(N 2) DDD queues,
which is acceptable in terms of the buffer space and computation
complexity of an individual satellite.

Concerning the communication overhead, the queue infor-
mation needs to be distributed among the neighbors of a node,
which can be exchanged periodically using similar approaches
in other distributed networks [26], [29]. We here claim that it
is possible to exchange such queue information in real time.
For an LEO network consisting of 66 satellites, each satellite
needs to exchange at most 65*64 Q̂(t) with its neighbors, where
each Q̂(t) takes 4 bytes. In real applications, there is no need to
exchange all the 65*64 Q̂(t)-s at one time. Once a new packet
arrives that causes one Q̂(t) to change, only the relevant Q̂(t) is
sent to the neighbors. Assuming each regular packet takes 512
bytes, and triggers exchanging an extra packet containing Q̂(t)
and such extra packet is sent to four neighbors, the overhead
ratio is calculated as 4 ∗ 4/512 = 3%, which is negligible in
real systems for real-time Q̂(t) exchange.

2) Constrained Transmission Region: Because of the grid
topology of LEO satellite networks, each satellite node has four
ISL links, so the number of available paths between the sources
and destinations can increase at an exponential rate, depending
on the number of satellites. If the intermediate satellite transmits
the data through any possible links, these packets may span
over a large scope of the network. Therefore, we restrict the
transmissions in a rectangular area between the source and the
destination to reduce the transmission redundancy, while still
providing sufficient number of routing paths. As we can see from
Fig. 5, for any packet from source S to destination D, the blue
region is the permitted transmission region and the remaining
white region is the forbidden transmission region.

In the routing process, we allocate the link with the defined
largest distance delay-based weight to transfer packets within

Fig. 5. The Rectangular Transmission Region between Source and Destina-
tion.

the rectangular transmission region. When a transmission is
scheduled, we dequeue a packet, e.g.,p, at the head of the sending
buffer in node n. Then p is transmitted on link (n, b)which owns
the largest ŵc

nb(t) among neighboring links within the permitted
transmission region as

b = argmax
b∈Nn

ŵc
nb(t), (13)

ŵc
nb(t) = Q̂c

n(t)− Q̂c
b(t) =

∑
p∈Qc

n

T (p)−
∑
p∈Qc

b

T (p), (14)

where Nn are the neighbor sets of node n in the permitted
transmission region. The packet of flow c will be transferred
on link (n, b) at time slot t. The distributed routing algorithm of
DBPR is described in detail in Alg. 1. It is worth mentioning
that the algorithm is not confined to the 2-D grid topology.
The differential backlog metric of links is calculated based on
the destination distance delay and the number of packets of a
flow, and applies to the 3-D grid topology as well, e.g., Starlink,
which may further contain cross links between different shells
of satellites.

V. STABILITY ANALYSIS

A. Network Stability of DBPR

Assume the DBPR algorithm chooses the transmission rate
rab(t) and routing variable rcab(t) for link (a, b) at time slot t.
The network capacity region Λ is the closure of the set of all
arrival rate matrices λc

n for which there exists an algorithm that
stabilizes the network. Stability of all queues implies that the
total input rate of traffic into the network equals the total rate
of data delivered to the destinations. Therefore, for any arrival
rate matrix λc

n in the capacity region Λ, there is a stationary
algorithm that chooses decision rcab (for a long-term duration)
that satisfies

λc
n ≤

∑
b∈N

rcnb −
∑
a∈N

rcan. (15)

Remark: The data rate Xc
a(t) can be defined as the sum of

scheduled routing variables at time slot t using

Xc
a(t) =

∑
b∈N

rcab(t). (16)

If the routing variable rcab(t) = 0, it means rcab(t) is not
scheduled. Similarly, we have

Y c
a (t) =

∑
d∈N

rcda(t). (17)
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Algorithm 1: DBPR: Distance-based Back-Pressure Rout-
ing.

Enqueue a new packet:
Assume packet p was injected by flow c from source
node s to destination node d; Node n receives an
non-duplicate packet p

if node n is the destination of packet p then
Transmit p to the upper layer

else
Enqueue packet p into the buffer
Update the destination distance delay (DDD) of the

packet to T (p)
Update the virtual DDD queue by
Q̂c

n(t)← Q̂c
n(t) + T (p)

end if
Schedule the transmission:
Dequeue the packet p at the head of the sending buffer
for all neighbors Nn of node n do

if Nn is in the permitted transmission region for packet
p then

Calculate ŵc
nb(t) for all the permitted neighbors

end if
end for
Get the next hop b according to Eqn. (13), transmit
packet p on link (n, b)

Delete packet p in the buffer
Update the virtual DDD queue by
Q̂c

n(t)← Q̂c
n(t)− T (p)

According to the stability requirement, designing a stable
routing scheme is to minimize the difference between λc

n and∑
b∈N rcnb −

∑
a∈N rcan for an arbitrary time slot t. When

the network is stable, the length of each queue should be
bounded [29].

Lemma V.1: Let X̂c
n = limt→∞ X̂c

n(t) and Ŷ c
n =

limt→∞ Ŷ c
n (t) be the average output and input respectively

through a long-term observation. If the network is stable, the
optimal transmission process satisfies

λc
n − X̂c

n + Ŷ c
n ≤ 0. (18)

The proof of Lemma V.1 is detailed in Appendix B.

B. Throughput Optimality of DBPR Routing

The optimal throughput scheme minimizes the change of
queue backlogs from one slot to the next. We use the Lyapunov
drift Δ(t) to measure the change from slot t to slot t+ 1 in
DBPR routing as

Q̂(t) =
∑
n∈N

∑
c∈N

Q̂c
n(t), (19)

Δ(t) =
∑
n∈N

∑
c∈N

E

[
1
2
(Q̂c

n(t+ 1)2 − Q̂c
n(t)

2)/Q̂(t)

]
. (20)

Considering the dynamic routing process, the one-slot queue
backlog satisfies

Q̂c
n(t+ 1) ≤ max

{(
Q̂c

n(t)− X̂c
n

)
, 0
}
+ Ŷ c

n + T (Ac
n(t)) ,

(21)
where

X̂c
n(t) =

∑
p∈Xc

n(t)

T (p)

=
∑

p∈Xc
n(t)

D(p)/v, (22)

and Xc
n(t) are the packets from flow c transmitted along link

(a, b) for all b ∈ N at the beginning of time slot t. Similarly,
Yc

n(t) are the packets from flow c transmitted along link (b, a)
for all b ∈ N at the beginning of time slot t. Ac

n(t) denotes the
amount of the new flow c data that exogenously arrives at node
n at slot t.

Note that the following inequality holds for all q ≤ 0, a ≤ 0,
and b ≤ 0:

(max{q − b, 0}+ a)2 ≤ q2 + b2 + a2 + 2q(a− b). (23)

By squaring Q̂c
n(t+ 1) and according to the above inequality,

Δ(t) can be bounded as follows under any routing algorithm.

Δ(t) ≤ B +
∑
n∈N

∑
c∈N

Q̂c
n(t) ∗ E [T (Ac

n(t))

−X̂c
n(t) + Ŷ c

n (t)
]
/Q̂(t)], (24)

where B is a finite constant that depends on the second mo-
ments of the arrivals and the maximum possible moments of
transmission rates. B and T (Ac

n(t)) are constants. To minimize
the right-hand side of the above inequality under the routing
scheme, we need to maximize

E

[∑
n∈N

∑
c∈N

Q̂c
n(t) ∗

[
X̂c

n(t)− Ŷ c
n (t)

]
/Q̂(t)

]
. (25)

By the principle of opportunistically maximizing an expecta-
tion, the above expectation is to maximize the function inside it,
which is ∑

n∈N

∑
c∈N

Q̂c
n(t) ∗ [X̂c

n(t)− Ŷ c
n (t)], (26)

where

X̂c
n(t)− Ŷ c

n (t) = T (Xc
n(t))− T (Y c

n (t))

=
∑

p∈Xc
n(t)

T (p)−
∑

p∈Yc
n(t)

T (p). (27)

We assume all the packets from the same flow arrive at a
node randomly following i.i.d. at sufficiently large time t for all
n, c ∈ N . The packets are scheduled by the FIFO strategy. Then
we can get

T (Xc
n(t))

Xc
n(t)

=
T (Y c

n (t))

Y c
n (t)

=
T (Qc

n(t))

Qc
n(t)

=
Q̂c

n(t)

Qc
n(t)

. (28)
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Then we maximize∑
n∈N

∑
c∈N

Q̂c
n(t) ∗ [T (Xc

n(t))− T (Y c
n (t))] (29)

=
∑
n∈N

∑
c∈N

Q̂c
n(t) ∗

(
T (Qc

n(t))

Qc
n(t)

Xc
n(t)−

T (Qc
n(t))

Qc
n(t)

Y c
n (t)

)
(30)

=
∑
n∈N

∑
c∈N

Q̂c
n(t)

Qc
n(t)

∗ (Xc
n(t)T (Q

c
n(t))− Y c

n (t)T (Q
c
n(t)))

(31)

=
∑
n∈N

∑
c∈N

Q̂c
n(t)

Qc
n(t)

∗ T (Qc
n(t)

[∑
b∈N

rcnb(t)−
∑
a∈N

rcan(t)

]
.

(32)

Because
̂Qc
n(t)

Qc
n(t)

= T (Qc
n(t))

Qc
n(t)

is non-negative, we need to max-
imize ∑

n∈N

∑
c∈N

T (Qc
n(t)

[∑
b∈N

rcnb(t)−
∑
a∈N

rcan(t)

]
. (33)

By switching the sums, we obtain

=
∑
a∈N

∑
b∈N

∑
c∈N

rcab(t) [T (Q
c
a(t))− T (Qc

b(t))] (34)

=
∑
a∈N

∑
b∈N

∑
c∈N

rcab(t)
[
Q̂c

a(t)− Q̂c
b(t)
]
. (35)

Q̂c
a(t)− Q̂c

b(t) is the differential backlog of flow c between
node a and b with the destination distance delay of the packet.
The routing decision is to choose rcab(t) to maximize the above
equality and minimize Δ(t), where the maximization means the
routing strategy of DBPR. Then our DBPR routing scheme is an
optimal throughput routing scheme by considering the distance
delay between satellites.

VI. SIMULATION RESULTS

A. Simulation Setup

We use the NS2 simulation platform and an Iridium-like LEO
satellite network to evaluate the performance of our DBPR
routing strategy. The Iridium satellite network consists of 66
satellites and each orbit has 11 satellites [7]. Each satellite has
four inter-satellite ISLs, including two intra-plane ISLs and two
inter-plane ISLs. Similar to the related works in LEO satellite
networks [24], [27], we set homogeneous bandwidth, i.e., the
up-link and down-link of satellites and all the bandwidths of ISLs
between satellites are 5 Mbps. Other parameters for the Iridium
satellite network are: altitude= 780 km and inclination= 86.4◦.
We adopt a constant traffic flow with a fixed packet size of 512 B.
The simulation time is 100 seconds per run. Because the major
cities on the earth and the majority of the network traffic are
distributed between 60′ north latitude and 60′ south latitude.
We set 8 flows (the source-and-destination pairs) distributed
between 60′ north latitude and 35′ south latitude on the eastern
hemisphere. The distribution of the cities and satellites involved

Fig. 6. Distribution of the Cities and Satellites.

TABLE I
SOURCE AND DESTINATION OF FLOWS

is shown in Fig. 6, and the sources and destinations of the 8
flows are listed in Table I. A flow starts from a ground station
near a city, and the ground station is connected to the LEO
network through the nearest satellite. This is also the case for the
destinations of flows. So the 8 flows correspond to eight pairs of
source-destination ground stations (or satellites).

We implement our distributed DBPR routing algorithm in the
NS2 network simulator and compare it with the SBPR protocol
which utilizes the sojourn time of packets in the network instead
of the queue length as the backlog in the weight calculation of the
back-pressure routing protocol [29]. For a fair comparison, both
DBPR and SBPR routing protocol constrain the transmissions
in a rectangle region. Another algorithm is the Dijkstra-based
shortest path routing protocol (SPR). Considering the overhead-
balance routing protocols in the LEO satellite networks, the
LCRA algorithm also obtains the routes in a distributed manner.
LCRA selects the shortest paths to destinations and utilizes
the congestion information of the neighboring nodes to relieve
network congestion [27].

We use the following performance metrics.
1) Data Delivery Ratio: the ratio of the number of messages

arrived at destinations to the number of messages sent by
the source nodes.

2) Average Delay: the average time spent by all messages
from the source to the destinations.

3) Average Number of Forwardings per Packet: the total
number of forwardings over the number of messages
reaching their destinations. This metric measures the av-
erage transmission cost of a delivered packet.

4) Throughput: the overall successful message delivery rates
on the destinations.
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Fig. 7. The Performance with Different CBR. (a) Data Delivery Ratio. (b)
Average Delay. (c) Average Number of Forwardings per Packet. (d) Throughput.

B. Performance With Different Traffic Pattern

1) CBR Traffic: We vary the total CBR generation rate in the
network from 2 Mbps to 4 Mbps. The buffer size of each node
is 50 packets. In Fig. 7(a), when the CBR rate increases, the
data delivery ratio in all protocols decreases due to the heavier
transmission load. DBPR achieves the highest data delivery
ratio and shows the best traffic balancing ability among these
protocols because it considers both the back-pressure routing
and distance delay, which can balance the network traffic without
much cost on long paths or large delay. When the CBR rate is
4 Mbps, the data delivery ratio of DBPR is improved by nearly
38% comparing with SPR. The LCRA algorithm considers
the neighboring node congestion information and chooses the
less-congested shortest paths to destinations, which shows a
higher data delivered ratio than SPR. Moreover, LCRA cannot
provide adequate paths to adapt to dynamic and heavy load.
It shows a lower data delivery ratio than back-pressure-based
routing protocols, SBPR and DBPR, that can adapt to heavy
loads dynamically. Different from SBPR which utilizes the
sojourn-time of packets, DBPR adopts the approximated delay
from intermediate satellites to destination satellites as the link
weights, which can balance the congestion and distance flexibly
using destination distance delay-based differential backlog be-
tween neighboring nodes. The data delivery ratio results show
that DBPR achieves the highest data delivery ratio when the
network traffic becomes heavy.

We plot the average delay performance in Fig. 7(b). The
shortest path protocol SPR shows the lowest average delay. This
is because SPR always selects the shortest paths and a large
number of packets will be dropped when the load is heavy. Our
scheme DBPR also performs well in terms of average delay. It is
lower than LCRA and SBPR. It verifies that DBPR can balance
the transmission delay and queuing delay efficiently, and achieve
an overall low delay. Because LCRA postpones sending data

Fig. 8. The Filtered Delay with Different Portion of Delivered Packets.

when the link is congested and only selects the next hop from
no more than two neighbors, it achieves the highest delay.

To compare the delay performance of strategies with different
data delivery ratio further, we set the same portion of delivered
packets and investigate the average delay of these selected
packets. For example, if the delivery ratio of strategy A is 70%
and B is 80%, we can safely claim that strategy B is better than A
in terms of delivery ratio. However, it is difficult the compare the
delay performance, because the numbers of delivered packets are
different. To make it a fair comparison, we need to pick up 70%
of all the packets from the 80% delivered packets in strategy
B. We do this by selecting and calculating the average delay
of the first 70% of the delivered packets in B in the ascending
order of delay and refer to such delay the filtered delay. By
doing so, we can compare the average delay of strategy A and
strategy B under the same data delivery ratio, i.e., 70%. The
CBR rate is 3 Mbps. The filtered delay of packets under given
portions of delivered packets is plotted in Fig. 8. Different from
Fig. 7(b) where SPR owns the lowest average delay, we observe
that DBPR reaches the lowest filtered delay in Fig. 8. That
is because SPR demonstrates the smallest data delivery ratio
(only 0.66) and drops a large number of packets. For the same
portion of arrived packets, such as 0.5 and 0.6, DBPR shows a
lower delay than SPR. DBPR can even achieve a data delivery
ratio higher than 0.9. Therefore, we can infer that there exists
some packets delivered to the destinations with a larger delay
than the shortest-path delay, but these packets delivered to the
destinations help increase the data delivery ratio. From Fig. 8, we
can conclude that our protocol DBPR achieves the best average
delay.

The performance on the average number of forwardings per
packet is shown in Fig. 7(c), which indicates the transmission
cost of the compared strategies. Through restricting the permit-
ted transmission area to a fixed range between the source and
destination of all packets, DBPR shows a low average number
of forwardings per packet. Although the network topology of
the LEO satellite network is a Manhattan-based network that
provides lots of redundant paths, we can see that restricting
the transmission within a certain area enables our proposed
scheme DBPR to achieve a small transmission cost, without
compromising the data delivery performance. Comparing with
SPR, DBPR achieves a lower cost when the CBR rate exceeds
2.75 Mbps. LCRA shows the lowest number of forwardings as
it selects the next hop between no more than two shortest routes
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Fig. 9. The Performance under Poisson Traffic. (a) Data Delivery Ratio. (b)
Average Delay. (c) Average Number of Forwardings per Packet. (d) Throughput.

and considers the congestion information of neighboring nodes.
However, when the CBR rate is close to 4 Mbps, DBPR shows a
similar performance with LCRA. Therefore, we can see that our
scheme still owns a low transmission cost in the circumstance of
heavy traffic. SBPR, which considers the sojourn time of packets
and selects more redundant route paths to destinations, shows
the largest transmission cost among these protocols.

In Fig. 7(d), the throughputs of all the protocols increase
with more CBR flows injected into the network. We can see
that DBPR can achieve the largest throughput and SPR shows
the smallest. LCRA performs lower than back-pressure-based
routing SBPR and DBPR as it selects the next hop between two
routes which are insufficient when the traffic becomes heavy.
It verifies that our proposed DBPR can always improve the
network throughput.

Based on the performance in Fig. 7, we conclude that the
DBPR scheme can achieve the highest data delivery ratio and
throughput without introducing a large delay or transmission
cost. Specifically, it demonstrates a high balancing ability when
the network load is heavy.

2) Poisson Traffic: We also evaluate the performance of the
strategies under Poisson traffic at different bit rates. The results
are shown in Fig. 9, similar to the performance with the CBR
flows in Fig. 7. DBPR achieves the best data delivery rate and
throughput. It is also better than SBPR and LCRA in terms of
delay, and better than SPR and SBPR in terms of transmission
overhead. In summary, DBPR demonstrates a desirable compre-
hensive performance in terms of the four evaluating metrics.

3) Bursty Traffic: The performance under bursty traffic is
shown in Fig. 10. The entire process consists of multiple data
transmission periods, and each period is composed of two
phases: the normal phase and the bursty phase. Each normal
phase lasts 2 seconds on average with a 3 Mbps CBR rate. The
mean duration of the bursty phase is 1 s with a rate randomly

Fig. 10. The Performance under Bursty Traffic. (a) Data Delivery Ratio. (b)
Average Delay. (c) Average Number of Forwardings per Packet. (d) Throughput.

chosen from 3 Mbps to the maximum burst rate. The burst rate
changes 10 times during one bursty phase. We vary the maximum
burst rate to evaluate the performance. The performance results
are similar to those under CBR and Poisson patterns, which
verify that our DBPR strategy is robust against such traffic bursts.

C. Performance With Varying Buffer Size

For TCP flows, the typical value of the buffer size
is much smaller than the link capacity times the mini-
mum RTT, as to achieve high link utilization and low de-
lay [43]. In our experiments, the packet travel distance of
the flows is around 9,000 KM, the total number of hops
is around 6, the link capacity is 5 Mbps, and the size
of all the packets is 512 B. According to the aforemen-
tioned buffer setting rule, the typical buffer size in our simu-
lated system should be much smaller than RTT×5Mbps

512B ≈ 85
packets, where RTT = ( 9000KM

3×108 m/s +
512B

5Mbps × 6)× 2 seconds.
To evaluate the impact of buffer size on the performance of
DBPR, we vary the buffer size of all the nodes in the network
from 30 to 110, and plot the performance in Fig. 11. The CBR
flow rate is 3.5 Mbps.

With the increase of the buffer size, our scheme DBPR shows a
slow growth in data delivery ratio, which is shown in Fig. 11(a).
When the buffer size is small, DBPR shows the highest data
delivery ratio as it adjusts the traffic overhead balance efficiently.
We can also see that DBPR shows a similar trend with SBPR,
but DBPR has a higher data delivery ratio. It indicates that both
back-pressure based routing approaches can achieve a high data
delivery ratio with a limited buffer size and our scheme DBPR
performs better. Especially, when the buffer size is 30, DBPR
can improve 50% of the data delivery ratio than LCRA. LCRA
is sensitive to buffer size because it postpones transmitting
data when the next hop is congested, which makes the buffer
insufficient and causes many incoming data dropped. When the
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Fig. 11. The Performance of DBPR with Different Buffer Sizes. (a) Data
Delivery Ratio. (b) Average Delay. (c) Average Number of Forwardings per
Packet. (d) Throughput.

buffer size is large, e.g., around 90 packets, LCRA is slightly
better than DBPR as it selects deterministic shortest routes to
the destinations for Iridium-based satellite networks and uses
neighbors’ congestion information. However, this is rarely the
case as the typical buffer size in such systems is much smaller
than 85 packets. SPR always shows the lowest data delivery
ratio among these four routing strategies as it never considers
the traffic balance. The traffic is extremely congested in SPR and
it shows a low data delivery ratio when the buffer size increases
from 30 to 110.

The performance on the average delay is shown in Fig. 11(b).
With the increase of the buffer size, the average delay of all
four routing schemes increases. The reason is that more data
can be buffered in a node, which makes the cache time longer
and the total delay larger. SPR still shows the lowest average
delay as it drops large packets and owns the lowest data delivery
ratio. Comparing with sojourn-time based back-pressure routing
SBPR, DBPR utilizes the distance delay between satellites of
LEO satellite networks, which results in a lower average delay.
LCRA postpones the traffic when the next hop is congested,
which also shows a higher delay than DBPR.

With the increase of the buffer size, the average number of
forwardings per packet is shown in Fig. 11(c). SBPR achieves
the highest due to the large volume of data forwarded by the
sojourn-time based back-pressure routing protocol. SPR also
has high transmission cost due to its low data delivery ratio.
When the buffer size is smaller than 50, our scheme DBPR
achieves the lowest transmission cost. Such a small buffer size
saves the storage resource on the satellites greatly. Note that the
typical buffer size needs to be much smaller than 85 packets in
our system. With the surplus supply of the buffer space, LCRA
shows the lowest transmission cost. This is because when the
buffer size increases, less data will be dropped in the cache
and the data delivery ratio is thus increased in LCRA. LCRA

selects the next hop between two shortest paths and thus it shows
a low transmission cost. However, aiming at transmitting data
to destinations with low delay and high data delivery ratio, it
is meaningful that we spend a certain amount of transmission
cost to meet the users’ performance requirements and these
transmission cost may be distributed among lightly loaded satel-
lites. Therefore our scheme DBPR is still better than LCRA for
providing high performance considering both average delay and
data delivery ratio.

We further evaluate the throughput of the four routing
schemes. Fig. 11(d) shows a similar trend on the data delivery
ratio. Our protocol DBPR achieves the best throughput when
the buffer size is less than 90, i.e., a buffer size smaller than
85 packets. DBPR can achieve steadily increasing throughput
with the increase of the buffer resource. LCRA cannot adapt
to the limited buffer environment and only shows a smaller
improvement than our scheme DBPR when the buffer size is
no less than 90 packets. SPR shows the lowest throughput and
SBPR achieves a higher throughput than SPR.

From the performance results of Fig. 11, with the considera-
tion of distance-delay-based back-pressure routing, our scheme
DBPR can balance the buffer occupancy and traffic overhead
efficiently in the network, which can achieve desirable data
delivery ratio and low delay under a typically small buffer size.

VII. CONCLUSION

Considering the heavy traffic load between dense urban areas
through LEO satellite networks, we proposed a novel distributed
destination distance-delay based back-pressure routing protocol
(DBPR) for LEO satellite networks. DBPR utilized the Eu-
clidean distance between satellites to approximate the propa-
gation delay to destinations. By combining the distance delay
and back-pressure routing, DBPR selected lowly-congested and
fast paths to the destinations dynamically to balance the traffic
overhead in LEO satellite networks. Moreover, we designed a
rectangular transmission region between sources and destina-
tions to control the delay and transmission cost. Theoretical
analysis verified that DBPR is an optimal-throughput routing
scheme in LEO satellite networks. NS-2 based simulation results
demonstrated that our proposed DBPR scheme can achieve high
throughput and low delay without much transmission cost. It can
balance the overloaded traffic dynamically and efficiently for
LEO satellite networks, especially under limited-cache-resource
environments.

In our future work, we will further explore more scenarios
with different patterns of flows, e.g., all packets towards the
same destination satellite as one flow, which can decrease the
maintenance cost of virtual queues at each satellite node.

APPENDIX A
SATELLITE DISTANCE CALCULATION

The distance between satellites changes periodically in LEO
satellite networks and we can calculate it using the Cartesian
coordinate system in Fig. 12. The geometric pointO is the origin
of coordinates. The x axis is on the equatorial plane and points
to the vernal equinox point. The z axis is perpendicular to the
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Fig. 12. The Cartesian Coordinate System for Satellites.

equatorial plane. The y axis is perpendicular to x and z axes,
constituting a right-handed system.
r is the sum of earth radius and satellite orbit altitude. i is the

inclination of the satellite orbit.Ω is the position of the ascending
node, and the unit is degree. ω1 is the angular velocity of a
satellite rotating around the earth, and the unit is degree/second.
γ is the initial phase angle of the satellite. ω2 is the angular
velocity of the earth rotation in degree/second. t is the current
time.

At time t, the satellite is at position B. We first calculate the
declination ϕ and the right ascension λ of the satellite at time t.
Point C is the projection of B in the equatorial plane. Line BA
is perpendicular to OA, so CA is also perpendicular to OA.

In�ABC, ∠ACB = π/2, ∠BAC = i, so

|BC| = |AB| × sini. (36)

Set μ = ω1t+ γ. In �OAB, ∠BAO = π/2, ∠AOB = μ,
so

|AB| = |OB| × sinμ. (37)

In�OBC, ∠OCB = π/2, ∠BOC = ϕ,

ϕ = arcsin(|BC|/|OB|) = arcsin(sini× sinμ). (38)

In�AOC, ∠OAC = π/2, so

∠AOC = arctan(|AC|/|OA|). (39)

In�ABC, ∠ACB = π/2, ∠BAC = i, so

|AC| = |AB| × cosi. (40)

In�OAB, ∠BAO = π/2, ∠AOB = μ, so

|OA| = |AB|/tanμ. (41)

Therefore,

∠AOC = arctan(|AC|/|OA|)
= arctan(cosi× tanμ). (42)

Next, we calculate the coordinate of the satellite (point B) at
time t.

x = r × cosϕ× cosλ, (43)

y = r × cosϕ× sinλ, (44)

z = r × sinϕ. (45)

We can calculate the distance L between any two satellites in
the same/different orbit plane. The coordinates of the satellites
j and k are (xj , yj , zj) and (xk, yk, zk), respectively. We have

L =

√
(xj − xk)

2 + (yj − yk)
2 + (zj − zk)

2, (46)

L =
√

2r2[1− cosϕjcosϕkcos (λj − λk)− sinϕjsinϕk],

(47)

ϕ = arcsin(sinisinμ), (48)

λ = Ω+ arctan(cositanμ)− ω2t, (49)

μ = ω1t+ γ. (50)

Now, we obtain the distance between any two satellites at
time t.

APPENDIX B
PROOF OF LEMMA V.1

Lemma V.1: let X̂c
n = limt→∞ X̂c

n(t) and Ŷ c
n =

limt→∞ Ŷ c
n (t) be the average output and input respectively

through a long-term observation. If the network is stable, the
optimal transmission process satisfies

λc
n − X̂c

n + Ŷ c
n ≤ 0. (51)

Proof: Let M c
n(t) be the total number of packets of flow c

formed at node n during time interval [0, t]. We divide the time
into discrete points such that M c

n(t) =
∑t

τ=0 m
c
n(τ). m

c
n(τ)

denotes the number of packets from flow c formed at node n
at temporal point τ . Then the accumulated destination distance
delay of M c

n(t) can be defined as

T (M c
n(t)) =

t∑
τ=0

T (mc
n(τ)) . (52)

Let F c
ab(t) be the total number of packets from flow c trans-

mitted over link (a, b) up to time slot t. f c
ab(τ) is the number

of packets from flow c transmitted over link (a, b) at temporal
point τ . The accumulated destination distance delay of F c

ab(t)
is

T (F c
ab(t)) =

t∑
τ=0

T (f c
ab(τ)) . (53)

Considering the total number of output/input packets from
flow c at node n till time slot t, we can obtain

T

(
t∑

τ=0

Xc
n(τ)

)
= T

(∑
b∈N

F c
nb(t)

)
, (54)

T

(
t∑

τ=0

Y c
n (τ)

)
= T

(∑
a∈N

F c
an(t)

)
. (55)

Considering node n has the queue backlog Qc
n(t), we have

M c
n(t)−Qc

n(t) =
∑
b∈N

F c
nb(t)−

∑
a∈N

F c
an(t). (56)
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To meet the requirement of network stability in [29], [44],
there exists a finite value V that makes

Qc
n(t)

t′
≤ V

t′
< ε. (57)

When the network is stable, for an arbitrarily small ε > 0 and
a large time t′ > V

ε , we have

M c
n(t
′)

t′
−
∑
b∈N

F c
nb(t

′)
t′

+
∑
a∈N

F c
an(t

′)
t

=
Qc

n(t
′)

t′
< ε,

if t′ → ∞, ε→ 0.

Because λc
n = limt→∞

Mc
n(t)
t , rcab = limt→∞

F c
ab(t)

t , we have

λc
n −

∑
b∈N

rcnb +
∑
a∈N

rcan ≤ 0. (58)

We define t̄cn as the average destination distance delay time
(slots) of flow c at node n. We know that t̄cn ≥ 1 is independent
of time t if the network is stable.

Meanwhile, we have the following formulas for t→∞:

λc
n =

M c
n(t)

t
, (59)

X̂c
n =

T
(∑t

τ=0 (X
c
n(τ))

)
t

=
T (
∑

b∈N F c
nb(t))

t

= t̄cn
∑
b∈N

F c
nb(t)

t
, (60)

Ŷ c
n =

T
(∑t

τ=0 (Y
c
n (τ))

)
t

=
T
(∑

a∈N F c
an(t)

)
t

= t̄cn
∑
a∈N

F c
an(t)

t
. (61)

When t→∞,

λc
n − X̂c

n + Ŷ c
n ≤ λc

n − t̄cn

(∑
b∈N

F c
nb(t)

t
−
∑
a∈N

F c
an(t)

t

)
≤ λc

n −
∑
b∈N

rcnb +
∑
a∈N

rcan ≤ 0.

(62)
�
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