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Abstract—The air and ground cooperative mobile edge comput-
ing (MEC) network provides a new paradigm for the development
of the Internet of Things (IoT), which enhances the coverage of
the terrestrial base station (TBS) and deploys computing resources
near IoT devices. In this paper, we construct a UAV-assisted MEC
system for IoT networks and design a data processing procedure.
The UAV collects data from devices as a relay and makes decisions
to offload some tasks to the central server connected with the
TBS, while the onboard edge server in the UAV can perform local
computing. Furthermore, we jointly optimize the device associa-
tion, UAV’s trajectories, task offloading, and resource allocation
to reduce the energy consumption of the entire system. To solve
this problem, we decompose it into three tractable sub-problems
and use the block coordinate descent (BCD) method to iteratively
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optimize each set of control variables. Among them, device as-
sociation is formulated as a linear programming problem, while
UAV’s trajectory optimization is transformed into a convex prob-
lem by introducing slack variables and using successive convex
approximation (SCA). The offloading and resource assignment
problem is proved to be convex via theoretical analysis and problem
transformation. In addition, we derive the optimal relationship be-
tween computation duration and computing energy, which greatly
reduces the complexity of problems. Simulation results show that
the designed system and the algorithms can significantly reduce
the total energy consumption, and the offloading strategies have a
decisive impact on computation energy consumption.

Index Terms—IoT, MEC, UAV, energy consumption, joint
optimization.

I. INTRODUCTION

IN RECENT years, with the advent of low-latency and high-
reliability mobile communication networks and the emer-

gence of new information technologies such as artificial intelli-
gence (AI), Big Data, and cybersecurity, the Internet of Things
(IoT) has ushered in new developments and opportunities [1].
Cutting-edge applications such as smart healthcare, smart home,
autonomous driving, wearable devices, virtual reality (VR), and
digital twin are gradually connecting people, machines, and
things together [2], [3]. It is estimated that by 2025, the global
number of IoT devices will exceed 30 billion [4]. However,
complex data processing and heavy workloads bring high energy
demands to the IoT, and the limited computing ability and energy
reserve of IoT devices make it difficult to perform complex
computing tasks [5], [6]. Besides, uploading tasks to central
servers can cause severe network congestion and instability.

A. Motivation

Regarding the aforementioned issues, mobile edge computing
(MEC) is deemed a viable solution. The most important feature
of MEC is its capability to deploy computing resources in close
proximity to users [7], such that computation offloading can be
implemented. Computation offloading transfers tasks from user
devices to servers, which helps conserve the battery life of IoT
devices [7]. Furthermore, edge servers are much closer to IoT
devices than central servers, significantly reducing the transmis-
sion power consumption of IoT devices and base stations [8].
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Thus, MEC effectively bridges the gap between IoT devices and
centralized clouds [9], while also striking the optimal balance
between local computing and offloading consumption [10].

However, there are still some drawbacks in traditional ground-
based MEC networks. Specifically, IoT devices are mostly lo-
cated in complex environments where it is often difficult to
obtain good coverage from base stations, and they consume a lot
of energy to communicate with the base station or offload tasks to
edge servers. As a potential solution, unmanned aerial vehicles
(UAVs) with deployability and flexibility [11] can serve as
access points [12], [13] to relay the data between IoT devices and
base stations, shorten the communication distance, and facilitate
the establishment of line-of-sight (LOS) channels [14], [15]. In
addition, UAVs can carry edge servers and dynamically deploy
them near devices, thereby reducing the energy consumption
required for task offloading. Moreover, the nearby edge servers
ensure low processing latency for device tasks.

Integrating UAVs with MEC introduces new factors to con-
sider while improving network performance, including: (1) the
impact of UAVs deployment on network architecture, (2) the
interaction process between devices and UAVs, (3) collaboration
between UAVs and ground stations, especially regarding task
offloading and resource allocation. In current research, while
there have been many studies exploring the integration of MEC
networks with UAVs, most of these studies have primarily
focused on the aerial network, with limited attention given to
the collaborative computing between UAVs and ground base
stations. Furthermore, there is relatively limited research that
comprehensively considers the impact of network parameters
on the data processing workflow. Most existing work predomi-
nantly focuses on task offloading while overlooking the global
optimization of the network.

Therefore, in this paper, we consider the collaboration be-
tween the UAV and ground-based station when designing the
network architecture. Specifically, we utilize the UAV as an
aerial access point to collect data and simultaneously as an
edge server to assist the base station in computing. Additionally,
we construct a comprehensive data processing model, divide
time slots on the time scale, and design the data processing
mechanism. Moreover, we simultaneously consider the IoT de-
vices association, UAV’s trajectory, task offloading, and resource
allocation to reduce the total energy expenditure of the whole
system.

B. Contributions

The main contributions are summarized as follows.
� We design a MEC system assisted by UAV in IoT networks:

The UAV collects data from IoT devices, makes decisions
on task offloading during dynamic flight, and acts as an
edge server to assist the central server connected to the
TBS in the data processing.

� We devise a comprehensive data processing flow: On the
time scale, we divide the task completion time into slots
and schedule the association of IoT devices to ensure task
completion. At the same time, we design three stages in
each time slot to optimize the data processing procedure.

� We propose the JATOR algorithm to minimize the overall
energy consumption of the system: Considering network-
wide energy consumption, we jointly optimize device asso-
ciation, trajectory, offloading, and resource allocation. We
decompose this into three tractable sub-problems solved
iteratively with BCD. Device association becomes a linear
programming problem, UAV trajectory optimization turns
convex with slack variables and SCA. Task offloading and
resource allocation are fully decoupled and proven to be
convex for obtaining approximate optimal solutions.

� Simulations demonstrate that our algorithms can signif-
icantly reduce the total energy consumption: Simulation
results also confirm our proposition that the effective ca-
pacitance of server, amount of data, and communication
rate affect the optimal offloading ratio, which in turn deci-
sively impacts computation energy consumption.

C. Organization

We structure this paper in the following manner. In Section II,
we provide an overview of related works. Section III introduces
the designed UAV-assisted MEC system, and the joint device
association, trajectory planing, task offloading, and resource
allocation problem. We decompose this problem into three
sub-problems and propose the JATOR algorithm in Section IV.
In Section V, we present the simulation results and analysis,
which demonstrate the performance of our proposed system and
algorithms. Finally, we summarize the paper in Section VI.

II. RELATED WORKS

In this section, we introduce the related works on energy-
saving aspects of MEC [16], [17], [18], [19], [20], [21], [22],
[23] and UAV-assisted MEC [24], [25], [26], [27], [28], [29],
[30], [31], [32].

A. MEC

In [16], the authors studied offloading strategies combined
with non-orthogonal multiple access (NOMA) techniques in
MEC networks with multiple users and proposed an optimiza-
tion problem for minimizing energy consumption. In [17], the
authors focused on maximizing energy efficiency by syntheti-
cally considering the computation amount and energy expendi-
ture. They derived closed-form solutions for partial offloading
in a designed NOMA-based MEC network. Task offloading
schemes coupled with energy harvesting (EH) were investigated
in the MEC system in [18] to minimize long-term average energy
consumption of all devices. The authors in [19] designed the
MEC system and frame structure for EH and task processing
and formulated an optimization problem considering resource
allocation and computation offloading to maximize energy ef-
ficiency. In [20], the authors proposed a long-term average
energy-efficient optimization problem in the MEC system with
stochastic network states and investigated the trade-off between
energy efficiency and latency. In [21], a joint communication
and resource allocation problem was formulated to maximize
energy efficiency in the NOMA-based MEC network, while
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considering multiple cells and complicated interference. To min-
imize the weighted sum energy of all devices and MEC server,
the authors in [22] proposed a joint transmission, computation,
and wireless charging optimization problem subject to latency
and power constraints. In [23], a joint offloading and balancing
optimization problem in the MEC system was investigated to
reduce long-term weighted sum energy and latency expenditure.

B. UAV-Assisted MEC

In [24], a dynamic UAV was employed instead of a base
station to provide edge computing services, and the authors
formulated a stochastic optimization problem to minimize the
weighted energy consumption of all devices. Similarly, in [25],
a UAV carrying a computing server was deployed in the MEC
system, and resource allocation and UAV trajectory were jointly
optimized in OMA and NOMA modes to reduce weighted
energy consumption. In [26], the authors focused on improving
the energy efficiency of UAVs by studying UAV trajectory and
resource allocation in the MEC system. Multiple UAVs were
deployed in the MEC network in [27] to provide edge computing
for devices, and the authors proposed a decoupled weighted
energy consumption minimization problem. The problem of
minimizing UAV energy consumption in the MEC system was
formulated as a stochastic programming problem in [28], which
involved data queue stability and was solved using Lyapunov
optimization. In [29], the authors deployed a UAV above IoT
devices as a server with predetermined initial and final locations,
and optimized the trajectory, offloading, and resource allocation
to reduce the UAV’s energy consumption and completion time.
In [30], a UAV was utilized to provide computing and communi-
cation services for mobile vehicular users in the MEC network,
and the weighted sum energy efficiency of the entire system
was optimized. The authors in [31] introduced an access point
in the MEC network, enabling the UAV to offload tasks further.
In [32], the UAV was considered as an energy transmitter and
edge server providing power and services. The authors in [33]
proposed a task scheduling policy aimed at minimizing both
computing and offloading delays for all tasks, considering the
constraint of UAV energy capacity.

III. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we devise an air-and-ground collaborative
MEC system for IoT networks, which includes K IoT devices
distributed in complex environments denoted asK, a TBS linked
with the central server for remote computing, and a rotatory wing
UAV equipped with edge server to provide local computing
service. The UAV and IoT devices constitute the terrestrial
access network, and the aerial relay network includes the TBS
and the UAV.

A. Communication Model

In the system, IoT devices generate raw data periodically,
e.g., surveillance video, orientation information, environment
monitoring data and so on. We assume that each IoT device
generates L bits data in periodic time T . Due to the complex

Fig. 1. UAV-assisted MEC network.

environments of IoT devices and their weak computing ability,
a UAV is deployed to hover above them to establish communi-
cation links and collect data for further processing. Taking the
position of the TBS as the origin, we represent the horizontal
coordinates of the TBS and k-th IoT device as wt = (0, 0)
and wk = (xk, yk), respectively. Besides, we assume that the
altitude of the TBS and the UAV is a constant value H for
simplicity. It is difficult to describe the location of the UAV
because it is constantly in motion. For simplicity, we discrete
the time period T into multiple uniform time slots denoted as
N = {1, 2, ..., N} with each slot length t = T/N . Considering
the time slot length and UAV’s maximal speed, the location of
the UAV in each time slot can be roughly regarded as fixed [34].
Therefore, we can denote the location of the UAV in the n-th
time slot as wu[n] = (xu[n], yu[n]). In the system, the UAV
hovers above the IoT devices and the trajectory is restricted by
the following initial location1 and maximal speed constraints

wu [1] = wu [N ] , (1)

‖wu [n+ 1]−wu [n]‖ ≤ Vmaxt, n = 1, . . . , N − 1, (2)

where Vmax denotes the maximal speed of the UAV. And the
flying energy of the UAV is related to speed [35], we describe it
as

Efly [n] = κ‖wu [n+ 1]−wu [n]‖2, n = 1, . . . , N − 1, (3)

where constant κ represents a weighting factor.
According to the coordinates of the UAV and IoT devices, we

can indicate the distance between IoT device k and the UAV in

the n-th time slot with dk[n] =
√
H2 + ‖wu[n]−wk‖2. For

the channel model between the UAV and IoT devices, we adopt
the large-scale fading model, in which the channel quality is
determined by distance and the Doppler effect can be ignored
considering the UAV’s speed [34]. Thus, the channel power gain
from IoT device k to the UAV in time slot n can be written as

hk [n] = ρ0d
−2
k [n] =

ρ0

H2 + ‖wu [n]−wk‖2 , (4)

1It is noteworthy that we specify the UAV’s landing position to be the same
as its initial position. This allows the UAV to promptly replace the battery upon
completing its flight task. Moreover, in the optimization problem, the energy
consumption of the UAV is also incorporated as part of the objective function.
These collectively tackle the challenge of limited energy for UAV.
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Fig. 2. Data processing procedure.

where ρ0 represents the reference channel power gain with
distancedref = 1m [34]. Furthermore, we specify that only one
IoT device can transmit data to the UAV at the same time, and the
frequency of the terrestrial network differs from that of the aerial
network, so the data transmission will not be interfered. Denote
the bandwidth of terrestrial network withB and the transmitting
power of IoT device k with Pk respectively, we can describe the
transmission rate of device k in time slot n as

Rk [n] = Blog2

(
1 +

Pkhk [n]

σ2

)
, (5)

where σ2 refers to the noise power.
For the link in the aerial network, since there is a line-of-sight

(LOS) channel between the UAV and the TBS, and the TBS
can enhance the communication through advanced technologies
such as beamforming, high-power transmitter, adaptive modu-
lation and coding, etc., so the transmission rate from the UAV
to the TBS can reach a satisfying value. And in this paper, the
communication rate of the aerial network has little effect on the
problem, so we regard the transmission rate from the UAV to
the TBS as a reasonable constant Ru.

B. Data Processing Model

The data processing in each time slot is shown in Fig. 2,
which includes three stages: transmission, computation, and
execution. In the transmission stage, the UAV hovers above the
IoT devices to collect their data for further complicated analysis
and processing. After aggregating the raw data, the UAV makes
offloading strategies to process a part of data locally and offloads
the remaining to the TBS for computing. Finally, the results
are transmitted separately to each IoT device for subsequent
executions.

1) Transmission Stage: We specify the ttr time length at the
beginning of each time slot as the transmission stage, which
is used for IoT devices to transmit data to the UAV in the
time division multiple access (TDMA) manner. We define a
continuous association control variable 0 ≤ Ik[n] ≤ 1, which
presents that the k-th IoT device occupies a transmission time
with the proportion of Ik[n] to access the UAV in the n-th
time slot. Furthermore, there exists the association upper limit
constraint

∑K
k=1 Ik[n] ≤ 1, ∀n. Therefore, the aggregated data

from IoT devices in the n-th time slot can be denoted as

L [n] =
K∑
k=1

Ik [n]Rk [n] ttr. (6)

And the energy consumption in the transmission stage can be
written as

Etr[n] =

K∑
k=1

Ik [n]Pkttr. (7)

2) Computation Stage: After collecting the raw data from
IoT devices, data processing enters the computation stage, which
includes the local computation at the UAV and the remote
computation at the central server. We assume that data can be
independently computed in bits and that data segmentation can
be viewed as continuous compared to the total data size [36]. We
define that the UAV offloads the raw data of the 0 ≤ r[n] ≤ 1
ratio to the TBS, and part of the (1 − r[n]) raw data is processed
locally at the UAV in the n-th time slot. We further stipulate that
the CPU frequency required to compute a bit of data isC (cycles
per bit), and the edge server adopts the dynamic frequency scal-
ing (DFS) technology, which means that the computing energy
consumption can be optimized by adjusting the allocated CPU
frequency. Denote the allocated edge server CPU frequencies in
the n-th time slot as fu[n] (cycles per second). Then the local
computation time can be formulated as

tloc[n] =
(1 − r [n])L [n]C

fu[n]
, (8)

which is constrained by the length of time slot, as described later.
And the local computation energy [36] can be formulated as

Eloc [n] = ψf 3
u[n]tloc[n], (9)

where ψ is an effective capacitance coefficient [37].
At the same time as the local computation, the UAV offloads

the r[n] ratio of data to the TBS for remote computation. Thus,
we can calculate the offloading time according to Ru as

toff [n] =
r [n]L [n]

Ru
, (10)

and the energy consumption can be indicated as

Eoff [n] = Putoff [n], (11)

where Pu represents the total required power of the UAV to
offload data. After the data offloading is completed, the time
required for remote computation at the central server trem[n]
can be formulated as

trem [n] =
r [n]L [n]C

fs[n]
, (12)

where fs[n] denotes the allocated CPU frequencies of the cen-
tral server in the n-th time slot. And the remote computation
energy [36] can be formulated as

Erem [n] = ϕf 3
s [n] trem [n] , (13)

where ϕ denotes the effective capacitance coefficient of the
central server.
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It should be noted that, as shown in Fig. 2, local computation
can be executed in parallel with offloading and remote computa-
tion, with the duration of the computation stage being the larger
of the two, i.e., max{tloc[n], toff [n] + trem[n]}.

3) Execution Stage: After the computation stage is com-
pleted, the instructions to be executed are sent out by the UAV
and the TBS to IoT devices respectively, which only have few
bits compared to the raw data. Thus, the consumed time is very
short and can be regarded as a fixed value tex.

We specify that the total time of the above three stages should
not exceed the time slot length, i.e.,

ttr +max {tloc [n] , toff [n] + trem [n]}+ tex ≤ t. (14)

And we denote the total energy of the above three stages in a
period as

E =

N∑
n=1

(Etr [n] + Eloc [n] +Eoff [n] + Erem [n])

+

N−1∑
n=1

Efly [n]. (15)

C. Problem Formulation

In this system, the device association and the UAVs’ trajectory
are the bases of data processing, which determine the transmitted
data amount and communication rate in each time slot separately.
Besides, the offloading strategies and CPU frequencies alloca-
tion have an great influence on the time and energy consumption
of local and remote computation. To minimize the entire energy
of the designed system, we jointly optimize the association
control (I), UAV’s trajectory (W), offloading strategies (R),
and CPU frequencies allocation (Fu and Fs) in each time slot.
Therefore, the joint optimization problem is formulated as

min
I,W,F,R

E (16)

s.t. C1 : 0 ≤ Ik [n] ≤ 1, ∀k, n (16a)

C2 :
K∑
k=1

Ik [n] ≤ 1, ∀n (16b)

C3 : wu [1] = wu [N ] (16c)

C4 : ‖wu [n+ 1]−wu [n]‖ ≤ Vmaxt, n = 1, . . . ,

N − 1 (16d)

C5 : 0 ≤ fu [n] ≤ Fu, ∀n (16e)

C6 : 0 ≤ fs [n] ≤ Fs, ∀n (16f)

C7 : 0 ≤ r [n] ≤ 1, ∀n (16g)

C8 : ttr +max {tloc [n] , toff [n] + trem [n]}
+ tex ≤ t,∀n (16h)

C9 :
N∑

n=1

Ik [n]Rk [n] ttr ≥ L, ∀k, (16i)

TABLE I
NOTATIONS

where Fu and FS present the maximal CPU frequencies of the
edge server and central server, respectively.

In (16), constraints C1 and C2 limit the association control
of IoT devices. Constraints C3 and C4 denote initial location
and maximal speed of the UAV. Constraints C5 and C6 restrict
the allocated CPU frequencies of the edge and central servers
separately. Constraint C7 denotes the offloading ratio restrict.
Constraint C8 restricts the length of each time slot. And con-
strain C9 ensures that all the data from each IoT device can be
processed in each period.

IV. PROBLEM TRANSFORMATION AND ALGORITHM DESIGN

The problem in (16) is challenging because it includes com-
plex constraints and variables. Specifically, the objective func-
tion is to minimize the total energy consumption of three stages
in every time slot, which contains contradictory terms in each
time slot and between different time slots, e.g., local and remote
computation energy. Besides, C8 and C9 are non-convex con-
straints involving all the variables. To solve this problem, we
first deal with the constraint C8 and transform it into

tloc[n] ≤ tmax, ∀n (17)

and

toff [n] + trem [n] ≤ tmax, ∀n (18)

where tmax = t− ttr − tex denotes the maximal time length of
computation stage. By splitting Constraint C8 into two separate
constraints, the problem is relieved from the challenge of dealing
with a maximization function. And the problem can be rewritten
as

min
I,W,F,R

E (19)

s.t. C1 :
(1 − r [n])L [n]C

fu[n]
≤ tmax, ∀n (19a)
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Fig. 3. Overall algorithm.

C2 :
r [n]L [n]

Ru
+
r [n]L [n]C

fs[n]
≤ tmax, ∀n (19b)

C3 : (16a)−(16g), (16i). (19c)

In the problem, device association and UAV’s trajectory
have an earlier logical sequence than offloading and comput-
ing frequencies allocation. Besides, the UAV’s trajectory is
more independent than device association in the objective func-
tion and constraints. Thus, we divide problem (19) into three
tractable sub-problems: device association optimization, UAV’s
trajectory optimization, and offloading and resource assignment,
which are solved by the BCD method.

The main procedure of the overall algorithm is shown in
Fig. 3. We first determine the UAV’s trajectory, CPU frequency
allocation, and task offloading strategies. Then, we solve the
association control problem to obtain the device association
strategies. Next, we utilize the updated device association and
optimize the UAV’s trajectory based on the initial CPU fre-
quency allocation and task offloading strategies. Finally, we
solve the offloading and resource allocation problem. In the
following iterations, the initial variables are replaced with the
updated values from the last iteration.

A. Association Control Optimization

We first give the UAV’s trajectory (W), CPU frequencies
allocation (Fu and Fs), and offloading strategies (R) initial
values W0, F0

u, F0
s, and R0 to optimize device association. The

initial values should be set appropriately to satisfy the constraints
(16c)–(16g). And based on the initial values, we can formulate
the device association optimization problem as

min
I

N∑
n=1

(Etr [n] + Eloc [n] +Eoff [n] + Erem [n]) (20)

s.t. C1 : 0 ≤ Ik [n] ≤ 1, ∀k, n (20a)

C2 :

K∑
k=1

Ik [n] ≤ 1, ∀n (20b)

C3 :
(1 − r [n])L [n]C

fu[n]
≤ tmax, ∀n (20c)

C4 :
r [n]L [n]

Ru
+
r [n]L [n]C

fs[n]
≤ tmax, ∀n (20d)

C5 :

N∑
n=1

Ik [n]Rk [n] ttr ≥ L, ∀k, (20e)

which only contains the variable I and the constraints are all
linear (Notice that L[n] in C3 and C4 is a linear function of I).
According to (7), Etr[n] in the objective function is linear with
respect to I. Furthermore, the rest part of the objective function
can also be transformed as the following linear function of I by
substituting formulas (9), (11), and (13).

N∑
n=1

(Eloc [n] + Eoff [n] + Erem [n])

=

N∑
n=1

(
ψf 3

u[n]tloc[n] + Putoff [n] + ϕf 3
s [n] trem [n]

)

=

N∑
n=1

(
ψf 2

u[n] (1 − r [n])L [n]C +
Pur [n]L [n]

Ru

+ϕf 2
s [n] r [n]L [n]C

)

=

N∑
n=1

K∑
k=1

Ik [n]Rk [n] ttr

(
ψf 2

u[n] (1 − r [n])C +
Pur [n]

Ru

+ϕf 2
s [n] r [n]C

)
. (21)

Thus, the device association problem (20) is a linear program-
ming problem, and we adopt the mathematical solver Gurobi to
find the optimal solution.

B. UAV’s Trajectory Optimization

After acquiring association strategies of IoT devices by solv-
ing problem (20), we replace I0 with the result I as part of
inputs to optimize the trajectory W. The rest of the variables are
still the initial values F0

u, F0
s, and R0. Then the UAV trajectory

optimization problem can be formulated as

min
W

N−1∑
n=1

Efly[n] (22)

s.t. C1 : wu [1] = wu [N ] (22a)

C2 : ‖wu [n+ 1]−wu [n]‖ ≤ Vmaxt, n = 1, . . . ,

N − 1 (22b)

C3 :
(1 − r [n])

∑K
k=1 Ik [n]Rk [n] ttrC

fu[n]
≤ tmax, ∀n

(22c)

C4 :
r [n]

∑K
k=1 Ik [n]Rk [n] ttr

Ru

+
r [n]

∑K
k=1 Ik [n]Rk [n] ttrC

fs[n]
≤ tmax, ∀n

(22d)
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C5 :

N∑
n=1

Ik [n]Rk [n] ttr ≥ L, ∀k. (22e)

According to the definition of Efly in (3), the objective
function is convex with respect to W. Further, the constraint
(22a) is linear and (22b) is a convex quadratic constraint. Since
the constraints (22c)–(22e) have complex forms, we substitute
Rk[n] into them for the sake of analysis. Then (22c) and (22d)
can be transformed into

K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + ‖wu [n]−wk‖2)

)
ttr

≤ (1 − r [n]) fu[n]

C
tmax, ∀n, (23)

and
K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + ‖wu [n]−wk‖2)

)
ttr

≤ Rufs
r [n] (fs +RuC)

tmax, ∀n. (24)

For the transformation of (22e), it has a different direction than
(22c) and (22d), and can be expressed as

N∑
n=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + ‖wu [n]−wk‖2)

)
ttr

≥ L, ∀k. (25)

We can find that constraints (23)–(25) are non-convex, which
makes problem (22) hard to tackle by efficient methods. So we
attempt to convert (23)–(25) to convex constraints.

We first deal with the non-convexity of constraints (23)
and (24). Although Rk[n] is neither convex nor concave with
respect to wu[n], (23) and (24) are convex with respect to
‖wu[n]−wk‖2. Thus, we can introduce slack variables S =
{Sk[n] ≤ ‖wu[n]−wk‖2, ∀k, n} to replace ‖wu[n]−wk‖2,
and reformulate problem (22) as

min
W,S

N−1∑
n=1

Efly[n] (26)

s.t. C1 : wu [1] = wu [N ] (26a)

C2 : ‖wu [n+ 1]−wu [n]‖ ≤ Vmaxt, n = 1, . . . ,

N − 1 (26b)

C3 :

K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + Sk [n])

)
ttr

≤ (1 − r [n]) fu[n]

C
tmax, ∀n, (26c)

C4 :
K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + Sk [n])

)
ttr

≤ Rufs
r [n] (fs +RuC)

tmax, ∀n (26d)

C5 : Sk [n] ≤ ‖wu [n]−wk‖2, ∀k, n (26e)

C6 : (25). (26f)

Since Sk[n] is always less than or equal to ‖wu[n]−wk‖2,
constraints (26c) and (26d) are stricter than (22c) and (22d).
Besides, problem (26) is equal to problem (22) when all the
constraints in (26e) satisfy equality. Thus, the introduction of
slack variables does not lose the optimality of problem (22).

We can find that constraints (26c)–(26e) are convex with
respect to Sk[n]. But (25) and (26e) are not convex constraints
for wu[n], which make problem (26) still non-convex. Then we
adopt the SCA to deal with the UAV trajectory.

The idea of SCA is to find a local solution (stationary point)
of the original problem by iteratively solving a series of convex
optimization problems approximate to the original problem.
Since the first-order Taylor expansion of any convex function
at any point is a global lower bound, and Rk[n] in (25) is
convex with respect to ‖wu[n]−wk‖2. Thus, Rk[n] can be
replaced by its first-order Taylor expansion while ensuring that
the constraint (25) is still satisfied. Specifically, we defineWr−1

as the optimized trajectory of the UAV in last iteration, and
the first-order Taylor expansion lower-bound of Rk[n] can be
expressed as

Rk [n] = Blog2

⎛
⎝1 +

Pkρ0

σ2
(
H2 + ‖wu [n]−wk‖2

)
⎞
⎠

≥ − Ck [n]
(
‖wu [n]−wk‖2 − ∥∥wr−1

u [n]−wk

∥∥2
)

+Dk [n] , (27)

where Ck[n] and Dk[n] are constants calculated by

Ck [n] =

BPkρ0log2e(
H2+‖wr−1

u [n]−wk‖2
)2

σ2 + Pkρ0

H2+‖wr−1
u [n]−wk‖2

, (28)

and

Dk [n] = Blog2

⎛
⎝1 +

Pkρ0

σ2
(
H2 + ‖wr−1

u [n]−wk‖2
)
⎞
⎠ .

(29)
As for constraint (26e), because ‖wu[n]−wk‖2 is convex

with respect to wu[n], we perform the first-order Taylor expan-
sion on it at wr−1

u [n] and obtain its lower bound as following
inequality

‖wu [n]−wk‖2 ≥ ∥∥wr−1
u [n]−wk

∥∥2
+ 2
(
wr−1

u [n]−wk

)T
× (wu [n]−wr−1

u [n]
)
. (30)

By substituting Rk[n] in (25) and ‖wu[n]−wk‖2 in (26e)
with (27) and (30) separately, we can approximate problem (26)
as the following problem

min
W,S

N−1∑
n=1

Efly[n] (31)
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s.t. C1 : wu [1] = wu [N ] (31a)

C2 : ‖wu [n+ 1]−wu [n]‖ ≤ Vmaxt, n = 1, . . . ,

N − 1 (31b)

C3 :

K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + Sk [n])

)
ttr

≤ (1 − r [n]) fu[n]

C
tmax, ∀n (31c)

C4 :
K∑
k=1

Ik [n]Blog2

(
1 +

Pkρ0

σ2(H2 + Sk [n])

)
ttr

≤ Rufs
r [n] (fs +RuC)

tmax, ∀n (31d)

C5 : Sk [n] ≤
∥∥wr−1

u [n]−wk

∥∥2
+ 2
(
wr−1

u [n]−wk

)T
× (wu [n]−wr−1

u [n]
)
, ∀k, n (31e)

C6 :

N∑
n=1

Ik [n]
(
−Ck [n]

(
‖wu [n]−wk‖2

−∥∥wr−1
u [n]−wk

∥∥2
)
+Dk[n]

)
ttr ≥ L, ∀k.

(31f)

After approximation, (31e) is a linear constraint, and the
left-hand-side of (31f) is concave for wu[n], it is also a convex
constraint with respect to wu[n]. Therefore, problem (31) is a
convex optimization problem and can be efficiently solved by
CVX.

C. Offloading and Resource Assignment

Based on the IoT devices’ association strategies I solved in
problem (20) and the UAV’s trajectory W in problem (31), the
offloading and resource assignment can be jointly optimized by
the following problem

min
F,R

N∑
n=1

(Eloc [n] +Eoff [n] + Erem [n]) (32)

s.t. C1 : 0 ≤ fu [n] ≤ Fu, ∀n (32a)

C2 : 0 ≤ fs [n] ≤ Fs, ∀n (32b)

C3 : 0 ≤ r [n] ≤ 1, ∀n (32c)

C4 :
(1 − r [n])L [n]C

fu[n]
≤ tmax, ∀n (32d)

C5 :
r [n]L [n]

Ru
+
r [n]L [n]C

fs[n]
≤ tmax, ∀n. (32e)

The objective function is the total transmission and computation
energy of the whole period, and the optimization variables are
CPU frequencies allocation and offloading strategies in every
time slot.

It is worth noting that in each time slot, optimization variables
only affect the energy of this time slot and have no influence on
the others, which means that the problem (32) can be divided

intoN independent subproblems. Thus, we reformulate problem
(32) as

min
F,R

Eloc [n] +Eoff [n] + Erem [n] , ∀n (33)

s.t. (32a)−(32e). (33a)

And the objective function of problem (33) can be expressed as
the following function of variables F and R

Eloc [n] + Eoff [n] + Erem [n]

= L [n]

(
ψf 2

u[n] (1−r [n])C+
Pur [n]

Ru
+ϕf 2

s [n] r [n]C

)
.

(34)

To solve problem (33), we analyze the objective functions
and constraints, and transform the problem. First, we have the
following proposition.

Proposition 1: For the edge and central servers, ensuring
the required CPU frequencies while increasing computation
time tloc[n] and trem[n] can reduce the computation energy
consumption.

Proof: According to (8), we have the transformation fu[n] =
(1−r[n])L[n]C

tloc[n]
, i.e., the required CPU frequencies when the local

computation time is specified as tloc[n]. Further, we plug it into
(9) and get

Eloc [n] = ψ
(1 − r [n])3L3[n]C3

t2loc [n]
, (35)

which is a monotone decreasing function of tloc[n]. The same is
true for Erem[n] and trem[n]. So the proposition is proved.

Proposition 2: In the computation stage, to minimize com-
puting energy consumption, i.e., Eloc[n] + Erem[n], the local
computation time and the remote computation time need to
be optimized to the upper limits so that tloc[n] = toff [n] +
trem[n] = tmax.

Proof: According to Proposition 1, the local and remote com-
puting energy consumption can be reduced when we increase
the computation time tloc[n] and toff [n]. If tloc[n] ≤ tmax or
toff [n] + trem[n] ≤ tmax, we continue to add the smaller term
until the two sides are equal, at which point the total energy
consumption reaches the minimum in the current situation.

Then we can replace the local and remote computation time
inequality constraints with equality constraints according to
Proposition 2. And the problem can be transformed as

min
F,R

Eloc [n] +Eoff [n] + Erem [n] , ∀n (36)

s.t. C1 :
(1 − r [n])L [n]C

fu[n]
= tmax, ∀n (36a)

C2 :
r [n]L [n]

Ru
+
r [n]L [n]C

fs[n]
= tmax, ∀n (36b)

C3 : (32a)−(32c). (36c)

Further, we can express computation frequencies fu[n] and
fs[n] as the following functions of offloading strategies r[n] by
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transforming the constraints (36a) and (36b), i.e.,

fu [n] =
(1 − r [n])L [n]C

tmax
, (37)

and

fs [n] =
r [n]L [n]C

tmax − r[n]L[n]
Ru

. (38)

Substituting (37) and (38) into (36) and reformulating the prob-
lem as

min
F,R

Eloc [n] +Eoff [n] + Erem [n] , ∀n (39)

s.t. C1 : 0 ≤ (1 − r [n])L [n]C

tmax
≤ Fu, ∀n (39a)

C2 : 0 ≤ r [n]L [n]C

tmax − r[n]L[n]
Ru

≤ Fs, ∀n (39b)

C3 : 0 ≤ r [n] ≤ 1, ∀n, (39c)

where constraints (36a) and (36b) are implict in (39a) and (39a)
seperately. Now, the constraints involve only the variable r[n],
but the objective function still encompasses all variables. Hence,
we need to transform the objective function. And it can be
expressed as

Eloc[n] + Eoff [n] + Erem[n]

= ψ
(1 − r [n])2 L2 [n]C2

t2max

(1 − r [n])L [n]C

+
Pur [n]L [n]

Ru

+ ϕ
r2 [n]L2 [n]C2

(tmax − r[n]L[n]
Ru

)2
r [n]L [n]C

=
ψ(L [n]C)3

t2max

(1 − r [n])3 +
PuL [n]

Ru
r [n]

+ ϕ(L [n]C)3 r3 [n](
tmax − r[n]L[n]

Ru

)2 . (40)

After the transformation, the objective function includes only
the variable r[n], but its structure remains intricate. Then we de-
rive the following proposition by analyzing the object function.

Proposition 3: The problem (39) is a convex optimization
problem with respect to r[n].

Proof: We can notice that (39a)–(39c) are linear constraints.
Further, the first term of the objective function in (40) contains
(1 − r[n])3, which is a non-convex function but is convex with
respect to r[n] in the domain. As for the second term, it is
linear with respect to r[n]. Denote the third term of the objective
function with respect to r[n] as f :

f =
r3 [n](

tmax − r[n]L[n]
Ru

)2 . (41)

TABLE II
UNIVERSAL SIMULATION SPECIFICATIONS

And the first derivative of f with respect to r[n] can be presented
as follows:

f ′ =
3r2 [n](

tmax − r[n]L[n]
Ru

)2 +
2r3 [n]L [n](

tmax − r[n]L[n]
Ru

)3
Ru

. (42)

Further, the second derivative of f can be obtained as follows:

f ′′ =
6r [n](

tmax − r[n]L[n]
Ru

)2 +
6r2 [n]L [n](

tmax − r[n]L[n]
Ru

)3
Ru

+
6r2 [n]L [n](

tmax − r[n]L[n]
Ru

)3
Ru

+
6r3 [n]L2 [n](

tmax − r[n]L[n]
Ru

)4
R2

u

.

(43)

Because the offloading time is less than tmax, so tmax − r[n]L[n]
Ru

must be greater than zero. Then the second derivative of f is
positive, i.e., f is convex with respect to r[n]. Thus, problem
(39) is a convex optimization problem with respect to r[n].

The convex problem (39) greatly simplifies the complexity
compared to the original problem (32). Here we adopt the
bisection-based method to search for the optimal value of r[n].
The main idea is to successively select intermediate values
within the variable’s defined domain, calculate and compare the
objective function to determine the next selection. Specifically,
initialize upper and lower bounds for r[n], denoted as rupp
and rlow. Next, calculate their respective objective function
values and compare them. Retain the boundary associated with
the smaller value and set the value of the other boundary to
(rupp + rlow)/2. The optimal value can be found with sufficient
accuracy.

D. The Overall Algorithm

By iteratively solving the device association optimization,
UAV’s trajectory optimization, and offloading and resource as-
signment, we propose a Joint Association, Trajectory, Offload-
ing and Resource (JATOR) optimization algorithm, as shown
in Algorithm 1. Concretely, we first determine the UAV’s
trajectory and evenly offload tasks to edge and central servers
for processing, while setting appropriate CPU frequencies to
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Algorithm 1: JATOR Optimization Algorithm.

Input Initial variable sets W0, F0
u, F0

s, and R0.
1: for r = 1 : Max Iteration do
2: Based on Wr−1, Fr−1

u , Fr−1
s , and Rr−1, optimize the

problem (20) to obtain the association strategies Ir.
3: Based on Ir, Fr−1

u , Fr−1
s , and Rr−1, optimize the

problem (31) to obtain the trajectory of the UAV Wr.
4: for n = 1 : N do
5: Set rupp, rlow, and the accuracy ε = 0.01.
6: repeat
7: Set r[n] = (rupp − rlow)/2.
8: Calculate the object function (40) to get f(rupp)

and f(rlow).
9: if f(rupp) ≥ f(rlow) then

10: rupp = r[n].
11: else
12: rlow = r[n].
13: end if
14: until rupp − rlow ≤ ε
15: end for
16: Obtain Rr, and calculate Fr

u and Fr
s according to (37)

and (38).
17: end for
Output Optimum sets I, W, Fu, Fs, and R.

solve problem (20) and obtain the optimal solution for device
association. Then, based on the obtained device association, we
solve problem (31) to optimize the UAV’s trajectory. Finally,
using a bisection method, we iteratively solve for the optimal
offloading ratio and calculate the optimal resource allocation
based on the device association and UAV’s trajectory. We repeat
the above process until the final result converges (usually within
ten iterations).

V. EXPERIMENT RESULTS AND ANALYSIS

We conduct a significant number of simulations to compre-
hensively demonstrate the performance of the designed archi-
tecture and proposed algorithms. The simulation specifications
are presented in detail in Table II. The specific values of other
variables are illustrated in charts and explained in the simulation.
To evaluate the effectiveness of the designed JATOR scheme, we
compare it with three other schemes as follows. The compari-
son is carried out by analyzing various performance metrics,
allowing us to assess the strengths of the proposed scheme in
comparison to the other three.
� Remote Computation scheme: This scheme is based on the

network architecture proposed in [16], [19], [20], [21],
where only base stations act as servers to process tasks
from devices. In this scheme, the device association and
the UAV’s trajectory are iteratively optimized, and all the
data is offloaded to the TBS.

� Local Computation scheme: This scheme is based on the
UAV-centric MEC networks proposed in [24], [25], [28],
[29], where UAVs fly over the area to process tasks from
devices. It simultaneously optimizes the association strate-
gies of IoT devices and the flight trajectory of UAVs, with

Fig. 4. Total and computing energy consumption trends with iteration.

all offloading data restricted to local computation on the
UAV.

� Circular Trajectory scheme: This scheme refers to the cir-
cular trajectory approach described in [38]. It collectively
optimizes association strategies, offloading, and resource
assignment using the proposed algorithm, while the UAV
hovers in a circular trajectory above the area. We adopt
this scheme to demonstrate the effect of UAV’s trajectory
optimization.

To assess the convergence of the proposed algorithms, we
conduct simulations on the total energy consumption (TEC)
and computing energy consumption (CEC) of the four schemes,
tracking their performance with respect to the number of itera-
tions. As shown in Fig. 4, the convergence curves of each scheme
indicate a stable pattern as the number of iterations increases.
The results obtained from the first iteration are significantly
higher than those of the subsequent results, since we set the initial
values of the simulation broadly to ensure an feasible solution
under various parameters. Furthermore, in the subsequent iter-
ations, the reduction in energy consumption becomes smaller,
converging at around five iterations. Hence, it can be deduced
that the proposed algorithms demonstrate rapid convergence
speed.

Fig. 5 illustrates a simulated scenario in which the TBS is
located at the origin and represented by the yellow triangle.
The IoT devices are non-uniformly distributed in the area and
represented by green crosses, positioned at (250, 0), (400, 400),
(100, 300), (−250, 250), (−400, 0), (−300, −300), (0, −400),
and (400, −300) 2. The red, orange, and blue dashed lines
and dots in the figure respectively represent the optimal flight
trajectory and discrete locations of the UAV when the total
number of time slots is 15, 25, and 35 (the amount of dataL also
changes proportionally). It is apparent that with an increase in the
total number of time slots, the flight range of the UAV expands
and the distance to the IoT devices decreases, demonstrating a
certain correlation between the trajectory and the distribution
of the IoT devices. Based on the optimized UAV’s trajectories,

2In this paper, we employ small rotary-wing UAV with limited computing
capability, serving a relatively small number of users. Hence, the number of
devices in the simulation is intentionally kept low. Similar parameters settings
have been widely employed in other related works [24], [26], [27], [28], [29].

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on November 23,2024 at 18:35:02 UTC from IEEE Xplore.  Restrictions apply. 



13086 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 73, NO. 9, SEPTEMBER 2024

Fig. 5. Scenario and trajectories of the UAV with different loads.

Fig. 6. Effect of the maximal length of computation stage tmax on total energy
consumption.

it can be observed that the UAV tends to approach the TBS to
minimize flight energy consumption when the network load is
low. However, when the load is high, the UAV must approach
the IoT devices to collect data. This is because although the
flight energy consumption of the UAV accounts for a large
proportion of the objective function, the trend of reducing the
UAV’s trajectory is also constrained by data transmission, and
the two factors ultimately reach a balance with the progress of
iterations.

Fig. 6 shows the impact of the maximal length of computing
stage tmax on the TEC for four different schemes. From the
figure, it can be seen that the TEC of the Remote Compu-
tation scheme is always the highest, followed by the Local
Computation scheme and the Circular Trajectory scheme, while
the JATOR scheme has the best performance among the four
schemes. Furthermore, with an increase in tmax, all four schemes
display a decreasing trend in TEC. Additionally, the difference
between the Local Computation scheme and the Circular Tra-
jectory scheme diminishes as tmax increases.

Fig. 7. Effect of the maximal length of computation stage tmax on computing
energy consumption.

Fig. 8. Effect of the amount of data L on total energy consumption.

To further investigate the impact of the maximal length of
the computation stage, we analyze the variations in CEC for
the schemes, as illustrated in Fig. 7. All four schemes exhibit
a noticeable decline in CEC with an increase in tmax, which
is consistent with the trend observed in Fig. 6. Moreover,
tmax has a more significant impact on CEC. According to
Proposition 1, extending the computation stage results in a
reduction of computing energy consumption, which explains the
observed trend in the figure. It is worth noting that the Circular
Trajectory scheme only has slightly higher CEC compared to
the JATOR scheme, and the two are very similar. This is because
the Circular Trajectory scheme simultaneously optimizes access
control and offload and resource assignment, the performance
loss caused by the deficiency of the trajectory is relatively small
in terms of computing energy consumption. In addition, it can
be observed that there is a clear trade-off between tmax and
the CEC. Therefore, when designing the network, tasks with
different latency requirements need to be reasonably partitioned.

Fig. 8 illustrates the influence of the amount of data generated
by IoT devices on TEC. As shown in the figure, the TEC of the
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Fig. 9. Effect of the amount of data L on computing energy consumption.

four schemes increases non-linearly with the increase of L, and
the Remote Computing scheme experiences the most significant
rise. When L is relatively small (i.e., L = 26 ∗ 106), the TEC
of the Local Computing and Circular Trajectory schemes are
comparable. However, the performance of the Local Computing
scheme deteriorates rapidly asL increases, indicating the limita-
tions of unreasonable task offloading. The TEC of the Circular
Trajectory and JATOR schemes is relatively less affected by
the changes in L, and the stable difference between the two is
maintained.

Fig. 9 shows the trend of CEC for four different schemes as
the amount of data L varies. It is noticeable that compared to
TEC, CEC exhibits a more pronounced change. By analyzing the
difference between the two, it can be inferred that the energy con-
sumption, except for CEC (mainly flight energyEfly), does not
change much, which implies that L has a more direct influence
on CEC. According to formula (21), the relationship between
CEC and L follows a quadratic growth, which is also well
demonstrated by the simulated changes shown in Fig. 9. Further,
the Circular Trajectory scheme incurs slightly higher CEC than
the JATOR scheme as with Fig. 7. Unlike the exponential growth
trend observed in the Remote and Local Computation schemes,
both exhibit a relatively stable growth trend. It is worth noting
that although the CEC of the Circular Trajectory scheme is
much smaller than that of the Local Computation scheme when
L = 26 ∗ 106, their TECs are comparable. This indicates that
the flight energy of the Circular Trajectory scheme is quite large,
underscoring the importance of considering energy gain brought
by UAV’s trajectory optimization.

In addition to tmax and L, we analyze the CEC of objective
function with different L ({28, 30, 32, 34} ∗ 106) under various
offloading ratios r, as depicted in Fig. 10. It is observed that the
CEC for all four schemes initially decreases and then increases
as r increases, with the optimal CEC value corresponding to r
around 0.5. When r approaches 0 or 1, the CEC rises sharply
(corresponding to the CEC of Local and Remote Computation
schemes under the same parameters). Furthermore, as Propo-
sition 3 proves, the CEC is a convex function of r, and the
changing curves provide good validation. Finally, the curves are

Fig. 10. Computing energy consumption trends with varying offloading ratios.

not perfectly symmetrical about 0.5, and the optimal offload-
ing ratio is highly dependent on network parameter settings.
Various factors such as effective capacitance of server, amount
of data, and other conditions will affect the optimal value as
stated in formula (40). To be more specific, for servers with
smaller effective capacitance coefficient ψ or ϕ, performing
computations is beneficial for energy conservation. When the
data amount is high, local computation is preferred to reduce
CEC. Additionally, a higher communication rateRu contributes
to lowering CEC.

VI. CONCLUSION

We have designed a novel dynamic UAV-assisted MEC sys-
tem with optimizations for device association, UAV-trajectroy
planning, task offloading, and resource assignment in order to
minimize the total energy consumption. To solve the problem,
we have adopted the BCD and SCA methods to separate the
problem into three sub-problems. We have transformed them
into tractable linear programming or convex problems, and
proposed the JATOR algorithm to iteratively solve these sub-
problems. In addition, we have derived the optimal relationship
between computation duration and computing energy, which
greatly reduces the complexity of the problems. And we have
found that various factors such as server parameters, amount
of data, and communication rate affect the optimal offloading
ratio. Simulation results have shown that the proposed network
and algorithm effectively reduce the total energy consumption,
demonstrating the efficacy of our approach.

In our future work, we will consider introducing more UAVs in
MEC networks and addressing interference among users under
various UAV coverage scenarios. The collaborative relationships
among UAVs will increase the complexity of joint optimization
problems. Furthermore, the introduction of interference will
bring new challenges, such as channel allocation. Building upon
the current work, we will further explore the joint optimization
of air-ground collaborative MEC networks.
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