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On Achieving Fair and Throughput-Optimal
Scheduling for TCP Flows in Wireless Networks

Yi Chen, Student Member, IEEE, Xuan Wang, and Lin Cai, Senior Member, IEEE

Abstract— Throughput-optimal scheduling has been heavily
investigated given its ability to fully utilize network resources
and maintain network stability. Most of the existing throughput-
optimal algorithms, including the classic queue-length based
MaxWeight algorithm and flow-delay-based MaxWeight algo-
rithm, however, may bring a severe unfairness problem when
scheduling transmission control protocol (TCP) controlled flows.
As TCP is the dominant transport layer protocol in the Internet
and it controls the majority of Internet traffic, we study how to
design the scheduling algorithm that can ensure both throughput
optimality and be compatible to TCP flows. In this paper,
we analyze the reason behind the incompatibility between the
existing scheduling algorithms and TCP, and then investigate
the properties of the head-of-line access delay-based scheduling
algorithm (HOLD) we proposed. We prove that the proposed
HOLD can fairly schedule TCP flows in wireless networks with
time-varying channel conditions and achieve throughput optimal-
ity with flow-level dynamics. Simulations using OMNeT++ 4
have been conducted to validate our analytical results, and
compare the performance of different scheduling algorithms
comprehensively.

Index Terms— Communication system traffic control, cross
layer design, TCPIP, wireless networks.

I. INTRODUCTION

TRANSMISSION Control Protocol (TCP) is the dominant
transport layer protocol in the Internet, and it has been

extensively studied in the literature [1]. It performs decently
even with the scale of the Internet growing by several orders
of magnitude in the past three decades. The basic congestion
control mechanism of TCP was designed to probe for the
available bandwidth while maintaining certain level of fairness
among co-existing flows. In practice, all TCP variants, both
the widely used loss-based variants and the other delay-
based ones, have their own clock timing, which relies on
the end-to-end acknowledgement packets (ACKs). Based on
the received ACKs, a TCP sender determines whether and
how many packets should be injected into the network by
updating the size of the congestion window (cwnd). This
protocol was originally designed for wired networks. As
an increasing number of wireless devices are involved in
the Internet, it becomes increasingly important to investigate
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the compatibility between TCP and the lower layer wireless
scheduling algorithms [2], [3]. The adjustment of cwnd was
designed to achieve fairness among all TCP flows. However,
the control mechanism of some existing throughput-optimal
scheduling algorithms conflicts with TCP congestion control.
How TCP can be compatible with throughput-optimal schedul-
ing algorithms in wireless networks when multiple users share
a radio link is the research interest of this paper.

In the link layer, scheduling algorithms in wireless
networks have been extensively studied in the literature. For
example, considering the differentiated services, a number of
scheduling algorithms and MAC protocols have been designed
according to the QoS requirements of various applications [4].
On the other hand, considering the wireless channel dynamics,
opportunistic scheduling algorithms can exploit the multi-user
diversity gain to improve the overall performance. Among
them, in the past decade, the Queue-length based MaxWeight
scheduling algorithm (QMW) has been thoroughly studied
because of its desirable features of throughput-optimality and
utility-optimal operation, with the assumptions that there are a
fixed number of flows (users) in the system and that a certain
type of flow control scheme is adopted [5]. Assuming that only
one user can be scheduled in every time slot, the scheduling
rule of QMW can be found in Algorithm 1, in which the
scheduler tries to maximize the selected transmission rate,
weighted by the queue length.

Algorithm 1: Let Qi (t) denote the i -th flow at time t, and
the corresponding queue length is |Qi (t)|. QMW seeks user
i to transmit which satisfies the following condition at the
beginning of time slot t:

i∗(|Qi (t)|, ri (t)) ∈ arg max
1≤i≤N(t)

|Qi (t)| · ri (t), (1)

with uniform tie-breaking if there are more than one users
satisfying the condition.

In (1), ri (t) is the transmission rate of Qi (t) at time t ,
and N(t) is the total number of users in the system at
time t . The scheduling decision is made in every time slot
independently. Unfortunately, some TCP flows will suffer
from a severe unfairness or starvation problem if the QMW
scheduling is adopted. In fact, not only QMW, but also
most of the existing throughput-optimal scheduling algorithms
can cause the unfairness problem when scheduling TCP
flows [6], which gives the motivation of our study in this
paper.

The main contributions of this paper are three-fold. First,
we reveal why the existing throughput-optimal scheduling
algorithms are not compatible with TCP flows. Second, we
propose the throughput-optimal Head-Of-Line access Delay
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based scheduling algorithm (HOLD) and apply it to schedule
the TCP flows in wireless networks. We prove that it can
schedule TCP flows under homogeneous or heterogeneous
channel conditions with certain level of fairness guarantee.
Third, simulations using OMNeT++ 4 have been conducted
to validate our theoretical findings, which show that the
HOLD algorithm can outperform the other throughput-optimal
scheduling algorithms in supporting TCP flows in wireless
networks.

The rest of the paper is organized as follows. Sec. II explains
the related concepts, including the system capacity region,
throughput-optimality, and presents the insights of why the
joint behaviours of TCP and the existing scheduling algorithms
do not result in a desirable performance. Sec. III introduces
the system model, including the channel and queueing models.
In Sec. IV, the HOLD scheduling algorithm is introduced, its
throughput-optimality is studied and fairness performance is
analyzed. Performance evaluation is given in Sec. V, followed
by the concluding remarks in Sec. VI.

II. INCOMPATIBILITY BETWEEN TCP AND

EXISTING SCHEDULING ALGORITHMS

In this section the existing queue-length based throughput-
optimal scheduling algorithms are introduced. Since QMW
is the origination of these algorithms, we use QMW as an
example to investigate the unfairness problem with TCP flows.
We also reveal the unfairness problem of the delay-based
scheduling algorithm with TCP flows. With the observation of
unfairness in the example, we further discuss the motivation
and the approach to find the throughput-optimal scheduling
algorithm for fair TCP flow scheduling.

A. System Capacity and Throughput-Optimal
Scheduling Algorithms

The wireless network capacity region � is defined as the
closure of all arrival rate vectors that can be stably transmitted
in the network, considering all possible scheduling policies.
An arrival rate vector can be stably transmitted when the
queueing stability is assured. The queueing stability of a dis-
crete time process Q(t) is defined as that Q(t) is strongly sta-
ble if it satisfies lim supt→∞(1/t)

∑t−1
τ=0 E[|Q(τ )|] < ∞ [7].

� is fixed and only depends on the channel statistics of the
system. A scheduling algorithm is throughput-optimal if it is
able to ensure the queueing stability as long as the vector of
average arrival rates is within the capacity region [8].

QMW is provable to be throughput-optimal with the condi-
tion that the number of users in the system does not change
over time [5]. Due to its desirable throughput-optimality
feature and low complexity to implement, its performance has
been extensively studied [7]–[9]. Other queue-length based
scheduling algorithms including the Exponential rule and
Log rule were proposed in [10] and [11] to improve the
delay performance. The applications of throughput-optimal
scheduling algorithms can be found in [12]–[15].

In the networks with a dynamic number of flows over time
referred as flow-level dynamics, QMW is no longer applicable
due to the instability problem [16]. The capacity region for

Fig. 1. Incompatibility between TCP and QMW scheduling.

systems with flow-level dynamics is different from that without
flow-level dynamic, which will be given in Sec. III. Several
scheduling solutions were proposed for systems with flow-
level dynamics. The Max-Rate scheduling algorithm (MR)
was designed in [17], but the pure MR scheduling is an
off-line algorithm, and requires the full knowledge of the chan-
nel distribution in advance, which is difficult and sometimes
impossible to obtain in practical systems. A modified MR
in the same paper uses the history information to learn the
channel variance, but how to design the learning window is an
open question. The Flow-Delay based MaxWeight (F-D-MW)
scheduling algorithm was studied in [18] to stabilize the sys-
tems with flow-level dynamics. The proof shows that F-D-MW
is throughput-optimal, but the drawbacks are the complexity
of implementation and the undesirable delay performance.

The above scheduling algorithms mainly focus on how to
achieve throughput-optimality, and have no special consider-
ation of how to schedule TCP controlled flows. In the next
subsection we will use an example to show the incompatibility
between TCP and the queue-length based scheduling.

B. An Example

Fig. 1 illustrates the interaction of QMW and TCP.
We assume that the packet arrivals are regulated by a
loss-based TCP congestion controller (TCP-Reno [19] or
TCP-SACK [20]). For the simplicity of the explanation, we
assume that only one packet will be transmitted when a flow
is scheduled, and that all the packets have the same size of
one maximum segment size (MSS). The queueing time and
transmission delay in the wireless access links dominate the
variation of the Round Trip Time (RTT).

Suppose that before time t , the second flow Q2(t) has been
in the system for a while and its TCP congestion window size
at time t has already been increased to be larger than one MSS,
i.e., cwnd2(t) > 1 MSS; while the first flow Q1(t) is a new
one entering the system, and its TCP congestion window size
is small, e.g., cwnd1(t) = 1 MSS. Fig. 1(a) shows the example
that the queue lengths of these two flows are |Q1(t)| = 1
MSS and |Q2(t)| = 4 MSS at time t . Assume r1(t) = r2(t).
Since |Q2(t)| > |Q1(t)|, according to the scheduling policy
of QMW in Algorithm 1, a packet from Q2(t) is transmit-
ted. Rx 2, the receiver of Q2(t), generates an ACK after
receiving the packet, and sends the ACK to the TCP sender,
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i.e., TCP 2 in Fig. 1. After receiving the ACK, TCP 2 slides
and increases the congestion window size at time slot t + 1,
i.e., cwnd2(t + 1) > cwnd2(t), and sends one or more
packet(s) into Q2(t). On the other hand, since no packet
is transmitted in flow 1 at time slot t , TCP 1 receives no
ACK, and thus its congestion window size remains one. As a
result, no new packet is added to Q1(t) and we still have
|Q2(t + 1)| > |Q1(t + 1)| in time slot t + 1 as shown
in Fig. 1(b). Eventually, |Q1(t)| will hardly increase and the
first flow suffers from the starvation, while the second flow
dominates the usage of the resources.

QMW also makes the old flows suffer from a long delay
before their last few packets are transmitted. This problem
is considered as the last-packet problem of QMW, which is
also the reason why QMW is not applicable with flow-level
dynamics [21]. Consider that flow one has a finite amount of
data to transmit. Before finishing the whole transmission, it is
possible that only one or a couple of packets are left in its
queue. If another flow has many packets waiting in the queue
at this time, the last few packets in flow one have to wait
without being scheduled until the number of packets in the
other flow’s queue decreases to a sufficiently small value.

Simulation results in Sec. V will show the severe unfairness
problem of the joint behaviour of TCP and QMW both at
the beginning and the end of each flow’s transmission. Other
variants of QMW, such as the Exponential rule and the Log
rule [10], [11], all directly or indirectly use the queue length
as the weight for the scheduling decision, and thus they can be
categorized as queue-length based scheduling. They encounter
the same unfairness and starvation problem when working with
TCP flows. In the rest of the paper, we only take QMW as
the representative one in this category.

C. F-D-MW

The scheduling rule of F-D-MW can be found
in Algorithm 2.

Algorithm 2: Let Qi (t) denote the i -th flow at time t. Di (t)
is the sojourn time of Qi (t) which is measured from the time
instant when Qi (t) arrives in the network waiting for being
scheduled. F-D-MW seeks user i to transmit which satisfies
the following condition at the beginning of time slot t:

i∗(Di (t), ri (t)) ∈ arg max
1≤i≤N(t)

Di (t) · ri (t),

with uniform tie-breaking if there are more than one users
satisfying the condition.

F-D-MW is throughput-optimal with a dynamic number of
users in the system [8], [22]. However, F-D-MW is not com-
patible with TCP flows in wireless networks either. Because
an F-D-MW scheduler always assigns a higher weight to the
existing TCP flows in the network, the new flows have a much
lower instantaneous throughput when they enter the system,
and thus they suffer the long start-up latency and may even
be starved at the beginning. This may not be desirable for
the applications with stringent delay requirements. In most
operating systems (Windows, MacOS, etc.), when a node
begins to establish a TCP connection, it sends out the TCP
SYN control packet and will wait up to 75 seconds (20 seconds

in Unix) for the SYN-ACK packet from the destination node.
When the timer expires, the attempt to establish the TCP
connection will be abandoned. With F-D-MW (and QMW),
it is possible that the connection may be abandoned due to
the long start-up latency.

D. Further Discussion

The objective of an optimal scheduler is to allocate
resources to stabilize the system whenever possible. Typically,
a resource allocation problem can be modelled as a utility
maximization problem, and solved by the approaches as those
in [23]–[25]. By using dual-decomposition, the problem can
be decomposed into a rate control problem and a Maximum
Weighted Matching problem (scheduling problem). In such
an approach, the rate control is explicitly performed for the
scheduling algorithm, and the congestion signal of the rate
control is the queue length, which is a required feedback infor-
mation to the sender. Since the throughput-optimal scheduling
(including QMW) can be explained as a generalization of
the scheduling algorithm developed by this approach, a rate
control may be needed to cooperate in real operation to prevent
undesirable performance degradation.

In the Internet, however, the queue-length based rate control
is not likely to be widely used, so long as TCP is the dominant
transport layer protocol [6]. The popular TCP variants, such
as TCP Reno, TCP New Reno [26] and TCP SACK, are all
window-based congestion control using the packet loss as the
congestion signal. Since it is not likely to drastically modify
TCP to be compatible with the scheduling algorithms due to
the backward compatibility concern, how to design an efficient
scheduling algorithm in the link layer to be compatible with
the existing TCP protocol is a critical issue.

We have two types of methods to design scheduling algo-
rithms to be compatible with the current window-based TCP.
The first is to use a utility based non-throughput-optimal
scheduling algorithm in the MAC layer, whose stability region
is less than the system capacity region, which results in less
efficient channel utilization. A typical example of such algo-
rithms is the Proportional Fairness scheduling algorithm (PF),
which has been widely adopted in the cellular systems such
as the LTE networks. PF is able to fairly allocate the channel
resources for all the users in the system according to their
previous resource allocation while considering the multi-user
diversity gain. But it has been shown that PF is not throughput-
optimal [27]. Reference [28] has proven that utility based
scheduling, including the PF scheduling, is not throughput-
optimal, and thus in general the stability region is less than
the capacity region. The second is to develop new throughput-
optimal scheduling algorithms compatible with TCP. There
are two main approaches to design the throughput-optimal
scheduling algorithms, i.e., the queue-length-based and the
delay-based approaches. As QMW is not desirable for support-
ing TCP flows, a newly designed queue-length based schedul-
ing was proposed in [6], which uses network coding and the
computation of a threshold when deciding the weight of each
user. The algorithm shows throughput-optimality and fairness
with a fixed number of long-lived TCP flows, but the design
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Fig. 2. The downlink of a wireless network with different classes of flows.

of the threshold and network coding brings the complexity in
implementation. Furthermore, this algorithm is not designed
for the networks with flow-level dynamics. Therefore we focus
on the second type, the delay-based approach. The existing
delay-based solution, F-D-MW, however, is not compatible
with TCP either as explained earlier. This motivates us to study
our own delay-based scheduling algorithm.

III. SYSTEM MODEL

In this paper, we consider the downlink of a single-hop
centralized wireless access network as illustrated in Fig. 2,
which works in slotted time. Our work can also be applied
to uplink scheduling if a centralized scheduler exists, which is
omitted due to space limit. The network consists of one central
controller, such as the base station (BS), and N(t) mobile
users (MU) at time t . Each MU is associated with a distinct
TCP flow. As each user is associated with one flow, we do not
distinguish the concept of “user” and “flow” thereafter. Flows
are categorized into different classes according to their channel
profiles, and the central controller in the network selects one
flow to transmit for each time slot.

A. Networks With Flow-Level Dynamics

In the network with flow-level dynamics [16], we have the
arrival of new flows and the departure of old ones. We consider
that there are K classes of flows in the system, and each class
of flows is defined according to the channel profiles. At time
slot t , the i -th flow of class k is denoted by Qki (t), the number
of flows of class-k is Nk(t), and the total number of flows in
the systme is N(t) = ∑K

k=1 Nk(t). For every Qki (t), there
is a finite amount of data to transmit. After all the data are
delivered through the radio link, the corresponding flow will
leave the system. As a result, the number of flows in the current
time slot may not be the same as that in the next time slot.
Thus the number of flows in the system is time-varying.

B. Channel Model

Let rki (t) denote the transmission rate of the wireless
channel at time t for Qki (t). The unit of the channel rate
is bi t/slot . The BS can transmit at most rki (t) bits at time
slot t for Qki (t). rki (t) may vary over time as a result of
channel fading. For each class k, we assume that rki (·) are
i.i.d. copies of positive random variable Rk with finite first and
second order moments, and rki (t) ∈ {Rk1, Rk2, · · · , Rkmk }.
Different classes have different channel profiles, which give
the channel rate distributions, i.e., what is the probability that
the channel rate is equal to a centain value. The maximum
possible transmission rate of the class-k flows is defined

as Rmax
k := sup{r : P{Rk = r} > 0}, and the maxi-

mum possible transmission rate of the system is defined as
Rmax := max

1�k�K
{Rmax

k }. The flows in the same class have the

same channel rate distribution, and thus they have the same
upper bound, lower bound, the average rate and the channel
rate variance. It is possible that the flows in the same class
have different instantaneous channel rates as the channel rate
is a random variable.

C. Queueing Model

We assume that new flows can arrive at the scheduler at
any time in a time slot. The number of new class-k flows
arriving during time slot t is Ak(t), which is the i.i.d. copy
of a random variable Ak with a finite mean λk = E[Ak(·)],
where E[·] denotes expectation. The packets of the i -th flow
in class k are stored in a dedicated buffer. We consider that
the amount of data stored at the sender side is Bki (t), and the
buffer is large enough to avoid buffer overflow. Bki (t) is the
i.i.d. copy of an integer random variable Bk and has a finite
mean βk = E[Bki (·)]. We assume that the second moments
of Ak and Bk are both finite. TCP is used as the end-to-end
transport protocol. For each flow, TCP determines the amount
of data delivered from Bki (t) to the transmission queue Qki (t)
of the scheduler. The amount of data delivered by TCP from
Bki (t) to Qki (t) is denoted by ski (t). We suppose that the
scheduling decision is made at the beginning of every time
slot, so that any of the data packets that arrives after the
beginning of slot t , i.e., any Bki (t) of ∀k = {1, 2, · · · , K }
and ∀i = {1, 2, · · · , Nk(t)} can only be transmitted in the
following slots. We define |Qk(t)| := ∑Nk (t)

i=1 |Qki (t)| as the
class-k backlog and |Q(t)| := ∑K

k=1|Qk(t)| as the system
backlog. The queue dynamic is given by

|Qki (t + 1)| = max[|Qki (t)| − rki (t) + ski (t), 0]. (2)

If there is no more traffic arrival for Qki (t) from the current
TCP session, Qki (t) will leave the system. With the above
model, we can define the capacity region of a flow-level
dynamic network. Let γk represent the expected number of
time slots required for the service of a class-k flow if served
with Rmax

k , and then we have γk = E

⌈
Bk

Rmax
k

⌉
. Let ρk = λkγk

denote the traffic intensity of class-k flows, and ρ = ∑K
k=1 ρk

denote the system traffic intensity. The system capacity region
is defined as S = {(λ1, λ2, . . . , λK ), (γ1, γ2, . . . , γK ) : ρ < 1}.
For any arrival process that lies in the capacity region, if the

system is strongly stable, i.e., lim sup
T →∞

1
T

T −1∑

t=0
E[|Q(t)|] < ∞,

then the correspondingly adopted scheduling algorithm is
throughput-optimal.

With the models above, intuitively, if the system is stable,
the total amount of data in the system should be finite. If the
system is unstable, the total amount of data will grow into
infinity when t → ∞ considering infinite buffer size. Note
that the traffic intensity represents on average how many slots
are required to transmit the arrived data in one time slot if the
maximum transmission rate is adopted. If the traffic intensity
is smaller than 1, it means that the average amount of the data
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arrived in one time slot can be transmitted in less than one
time slot by the maximum transmission rate, and thus there
exists at least one scheduling algorithm to obtain the system
stability. When the traffic intensity is larger than 1, it means
that on average more than one time slot is required to transmit
the amount of arrival data in one time slot, and thus the packets
that cannot be transmitted in time will accumulate, which leads
to system instability. From this perspective, the traffic intensity
ρ < 1 is defined as the system capacity region. Any arrival
rate in the capacity region can be stably transmitted by the
throughput-optimal scheduling algorithms without admission
control [16].

IV. HOL ACCESS DELAY BASED SCHEDULING

We first give the definition of the Head-Of-Line (HOL)
access delay which we will use in our scheduling.

Definition 1 (The HOL Access Delay Hki (t)): Let I H
ki (t)

denote the head-of-line bit in Qki (t) which will be the first bit
to be transmitted once Qki (t) is scheduled. The HOL access
delay of Qki (t) is defined as Hki (t) = t − t0, where t is the
current time, and t0 is the time at which I H

ki (t) becomes the
first bit in Qki (t).

HOL access delay can be viewed as the waiting time of
Qki (t) being served from Qki (t)’s previous transmission, and
is calculated according to the following equation:

Hki (t + 1) = (Hki (t) + 1) (1 − 1ki (t)) , (3)

where 1ki (t) is the indicator function such that 1ki (t) = 1
only when Qki (t) is scheduled at time slot t , and 1ki (t) = 0
otherwise. With the system model and the definition of HOL
access delay, we propose the following HOL access delay
based scheduling algorithm.

Algorithm 3: HOL access Delay based MaxWeight schedul-
ing algorithm (HOLD) seeks the flow {k, i} for transmission
that satisfies the following condition at the beginning of time
slot t:

{k, i}∗(Hki(t), rki (t)) ∈ arg max
1≤k≤K ,1≤i≤Nk (t)

Hki (t) · rki (t), (4)

with uniform tie-breaking if there are more than one flow
satisfying the condition. The scheduling decision is made in
every time slot independently.

HOLD is different from F-D-MW. For F-D-MW, the flow
delay increases along the time until the flow leaves the system.
While for HOLD, HOL access delay of one flow returns back
to zero once it is scheduled to transmit.

Remarks: Similar to QMW and F-D-MW, we also assume
that we schedule one flow in each time slot in HOLD. In the
current LTE systems, resource blocks can be assigned to
different flows in the same time slot, and this does not conflict
with the main results of our work. Taking OFDMA as an
example, although multiple flows can be scheduled in the
same time slot, in any sub-channel, we can only schedule one
flow at a time. According to the structure of the latest 3GPP
framework for LET system (shown in [29, Fig. 6.4-1]), each
UE has a dedicated buffer for data storage, and multiple queues
exist in this data storage for different types of flows. All the
flows are connected to the scheduler which selects the most

desirable flow. After each scheduling decision, the queues are
updated and ready for the next round of scheduling. Different
flows can be categorized into different classes, and thus it
is possible to implement the proposed HOLD scheduling
algorithm considering the system model in our work.

In the following we first investigate the throughput-
optimality of HOLD, and then study the fairness issue using
HOLD to schedule TCP flows. The fairness is closely related
to HOL access delay. It can be known from Definition 1 that
the HOL access delay is actually the access waiting time,
which indicates how long one flow has to wait between two
consecutive transmissions. If two flows in the network need to
equally share the channel time, their average access waiting
time should be the same. Longer HOL access delay means
that less channel time is allocated to the corresponding flow.
Thus, we will study the fairness performance of HOLD by
investigating the HOL access delay. To measure the fairness of
HOLD, we use the fairness defined for weighted fair queueing
in terms of allocated channel time, in which each flow can be
allocated a share of channel time proportional to its weight.
In HOLD, the weight of the allocated channel time of each
flow is its maximum channel rate, i.e., for Qki (t), the weight
wki is Rmax

k . With this definition, and considering the variance
of channel condition and the uniform tie-breaking rule, all
the flows should share the channel time with the average
access waiting time correlated by wki in order to achieve a
fair scheduling. According to [30], if

Hki (t)/Hmj (t) = wmj/wki , (5)

the weighted average fairness of HOLD in terms of the
allocated channel time can achieve the maximum, considering
that the allocated channel time can be viewed as the reciprocal
of HOL access delay.

A. Throughput-Optimality

We first focus on the throughput-optimality of HOLD
in flow-level dynamic systems. We only present the most
important steps, and the details and simulation results can be
found in [31].

The proof of the throughput-optimality of HOLD involves
three steps. Let r(t) denote the real transmission rate of the
network at time t . First, if a class-k flow Qki (t) is scheduled,
i.e., r(t) = rki (t), the sufficient condition for the network with
flow-level dynamics to be stable for any arrival rate that lies
in the capacity region is

lim
t→∞ P{r(t) < Rmax

k |a class-k flow is scheduled} = 0. (6)

Second, we draw the conclusion that, for a single-class
(K = 1) flow-level dynamic multi-user wireless system with
HOLD, we can obtain P{r(t) < Rmax} = pÑ(t), and thus (6) is
true if the system is unstable. Here Ñ(t) is an increasing func-
tion of N(t), and p = P{ri (t) �= Rmax

i }. Third, we obtained
the result that HOLD is throughput-optimal for a single-class
(K = 1) flow-level dynamic system by following the result
in step two, and then we extended the throughput-optimality
to a heterogeneous system with K > 1 by explaining that
if ∃k such that Nk(t) → ∞, we have ∀i ∈ {1, 2, · · · , K },
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Ni (t) → ∞, i.e., if one class is unstable, then all the classes
in the network are unstable.

Remarks: The proof of (6) involves the definition of a
Lyapunove function regarding the workload of the system at
time t . The intuitive explanation of the above theorem is as
follows. If the scheduling algorithm always tries to schedule
a flow when it has its possible maximum transmission rate,
the system is stable thanks to the maximum utilization of
resources. From the definition of the capacity region, we can
tell that if a flow is scheduled when it is not in its maximum
transmission channel rate, it probably needs more time slots
for transmission and hence leads to a waste of resources.
However, the above is not a necessary condition for a system to
be stable. For example, if there is a large distance between the
arrival rate vector and the capacity region boundary, i.e., the
traffic intensity of the system is quite low, it is possible that
the system is able to deliver all the arrival bits though some
transmissions associated with a low transmission rate. But for
a network with a very high traffic intensity, i.e., there is a
very small gap between the arrival rate vector and the system
capacity, the condition in (6) becomes necessary.

B. Fairness Analysis

Proposition 1: Given i.i.d. channel transmission rate dis-
tribution for all the system flows, HOLD can achieve fair
resource sharing, so that all flows obtain an equal share of
the channel time.

Proof: In this proof, we only have one class of flows in the
system, and thus the class index k in the subscript is omitted
for simplicity. We first investigate the simplified scenario in
which there are only 2 flows. The proof can be extended to the
N-flow cases. Since we have the assumption that all the system
flows have i.i.d. channel transmission rate distribution, we can
tell E[r1(t)] = E[r2(t)]. Next we will show that E[H sch

1 (t)] =
E[H sch

2 (t)], where H sch
i (t) is the HOL access delay of flow i

when it is scheduled at time t . To prove this, without loss of
generality, we just need to show that E[H sch

1 (t)] > E[H sch
2 (t)]

is impossible.
We assume that E[H sch

1 (t)] > E[H sch
2 (t)] is true, i.e., flow 1

has an on average larger head-of-line access delay than that
of flow 2. The channel rate of Qi (t) at time slot t , denoted
by ri (t), only depends on the SINR of the wireless channel at
t and the corresponding modulation and coding scheme. As a
result, we have Pr{ri (t) = x |Hi(t) = y} = Pr{ri (t) = x},
which indicates that Hi(t) and ri (t) are independent. Given
that E[r1(t)] = E[r2(t)] and ri (t) is independent of Hi(t),
according to HOLD which seeks the maximum product
of ri (t) · Hi(t) in every time slot, flow 1 has more chance
to transmit than flow 2. Consequently, the average number of
time slots that flow 1 has to wait between two of its transmis-
sions is less than that of flow 2. This implies E[H sch

1 (t)] <
E[H sch

2 (t)], which contradicts to our assumption here. Thus
the assumption that E[H sch

1 (t]) > E[H sch
2 (t)] cannot hold.

Similarly we can prove that E[H sch
1 (t)] < E[H sch

2 (t)] is also
not possible. Thus we have E[H sch

1 (t)] = E[H sch
2 (t)]. This

result can be extended to E[H sch
i (t)] = E[H sch

j (t)] if we have
more than 2 flows in the system. Since the proof is similar to
the 2-flow case, the details are omitted.

Next we consider the fairness performance of HOLD in
heterogeneous networks. For a single flow Qki (t), it is possible
that H sch

ki varies from time to time, even with the deterministic
channel profile. Considering the variance of HOL access delay,
we define H̄ sch

ki as the average value of H sch
ki (t) over time.

To measure the fairness of HOLD, we define ηH
k,l as the ratio

of the average HOL access delay of class-k and class-l flows,
i.e., ηH

k,l = H̄ sch
ki /H̄ sch

l j . We assume that the choice of i in
class k and j in class l does not affect the value of ηH

k,l .
Similarly, we define ηR

k,l as the ratio of the channel rates of
class k and class l, so as to describe the relationship between
the HOL access delay and channel rate with heterogeneous
and deterministic channel rate profile.

Proposition 2: Given non-identical (heterogeneous) con-
stant channel rates for the flows, when the number of flows
in the system is sufficiently large, HOLD can achieve fair
channel time allocation among flows proportionally to their
channel rates.

Proof: We assume that every flow in the network has
a non-empty queue. For simplicity, we consider that all the
flows can be categorized into 2 classes, and N̄1 and N̄2
are the average number of flows in class 1 and class 2,
respectively. The deterministic channel rates of class-1 and
class-2 flows are R11 and R21, respectively. We assume that
the channel rate of class-1 flows is smaller than that of class-2
flows, i.e., R11 � R21. Note that ηR

2,1 = R21/R11 and
ηH

1,2 = H̄ sch
1i /H̄ sch

2 j . Because the channel rates of class 1
and class 2 are constant values, we have H sch

ki (t) =
max1≤i≤Nk (t) Hki (t). If a flow Q1i (t) from class 1 is scheduled
in time slot t , the earliest time for a flow Q2 j (t) to be sched-
uled is time slot t +1, thus we have the following relationship:

H̄ sch
1i · R11 � (H̄ sch

2 j − 1) · R21. (7)

We further clarify that H̄ sch
1i is expected to be

H̄ sch
1i = N̄1 +ηH

12 N̄2, and the explanation is as follows. H̄ sch
1i is

the average time that Q1i (t) waits between the previous and
next transmissions. During this time period, each of the other
class-1 flows is expected to have one transmission considering
that their HOL access delays are larger than Q1i (t) in the first
time slot after Q1i (t)’s transmission, and thus H̄ sch

1i � N̄1.
Meanwhile, since we assume R11 � R21, during the time
period of H̄ sch

1i , each of the class-2 flows can be scheduled
once or more. As H̄ sch

1i and H̄ sch
2 j are the average access

waiting times for class-1 and class-2 flows to be scheduled,
respectively, H̄ sch

1i /H̄ sch
2 j represents on average how many

times that a class-2 flow can be scheduled during H̄ sch
1i ,

and thus (H̄ sch
1i /H̄ sch

2 j ) · N̄2(t) means on average how many
times that class-2 flows can be scheduled during H̄ sch

1i .
By calculating on average how many times all the other flows
can transmit between Q1i (t)’s previous transmission and
next transmission, i.e., during the period of H̄ sch

1i , we have
H̄ sch

1i = N̄1 + (H̄ sch
1i /H̄ sch

2 j )N̄2. With (7), we can further have:

N̄1 + ηH
1,2 · N̄2

N̄1 + ηH
1,2 · N̄2

ηH
1,2

− 1

� ηR
2,1.
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The solution of ηH
1,2(t) can be found by solving the following

inequality:

ηH
1,2 �

ηR
2,1(N̄2 − 1) − N̄1

2N̄2
+

√
(N̄1 − ηR

2,1(N̄2 − 1))2 + 4ηR
2,1 N̄1 N̄2

2N̄2
. (8)

When N̄2 is large enough (N̄2 
 1), the right-hand-side
of (8) converges to

ηR
2,1 N̄2 − N̄1 +

√
(N̄1 − ηR

2,1 N̄2)2 + 4ηR
2,1 N̄1 N̄2

2N̄2
= ηR

2,1.

Similarly, if the flow Q2 j (t) from class 2 is scheduled, we have

(H̄ sch
1i − 1) · R11 � H̄ sch

2 j · R21,

which indicates:

N̄1 + ηH
1,2 N̄2 − 1

N̄1 + ηH
1,2 N̄2

ηH
1,2

� ηR
2,1.

By solving this inequality, we have

ηH
1,2 �

N̄2η
R
2,1 − N̄1

2(N̄2 − 1)

+
√

(N̄2η
R
2,1 − N̄1)2 + 4ηR

2,1 N̄1(N̄2 − 1)

2(N̄2 − 1)
. (9)

When N̄2 is sufficiently large, (9) converges to ηH
1,2 � ηR

2,1.
Hence we come to the conclusion that ηH

1,2 = ηR
2,1 by

combining the results above.
Proposition 3: Given independent and non-identical (het-

erogeneous) channel rate distributions for the flows, when the
number of flows is sufficiently large, HOLD can achieve fair
resource sharing among flows proportional to their maximum
channel rates.

Proof: We still consider a 2-class system, where the
channel rate of flow Qki (t) from class k in time slot t is
denoted by rki (t). We use r sch

ki (t(k)) to denote the channel
rate when Qki (t(k)) is actually scheduled in time slot t(k),
in which we specifically use H sch

ki (t(k)) to denote the HOL
access delay of Qki (t(k)). Thus we have H sch

1i (t(1))r sch
1i (t(1)) �

max{H2 j(t(1))r2 j (t(1))} when Q1i (t(1)) is scheduled.
In [31], it has been proved that when the number of flows in

the system is sufficiently large, P{r sch
ki (t) = Rmax

k } = 1, which
means that the scheduler is able to fully utilize the multi-
user diversity gain to improve the throughput performance,
and hence we have H sch

1i (t(1))Rmax
1 � max{H2 j (t(1))r2 j (t(1))}.

Because the earliest following time for a flow of class 2
to be scheduled is t(1) + 1, we have H sch

1i (t(1))Rmax
1 �

(H sch
2 j (t(2)) − 1)Rmax

2 .

By taking the time average over the above inequality, we
have

lim
T →∞

1

T

T∑

t=0

H sch
1i (t)Rmax

1

� lim
T →∞

1

T

T∑

t=0

(H sch
2 j (t) − 1)Rmax

2 . (10)

Because the number of flows in the system is suffi-
ciently large, and thus H sch

2 j (t(2)) 
 1. From (10) we have
E[H1i(t)sch · Rmax

1 ] � E[H2 j(t)sch · Rmax
2 ]. Similarly, we can

obtain E[H sch
2 j (t) · Rmax

2 ] � E[H sch
1i (t) · Rmax

1 ]. This indicates
that when t → ∞, we have

E[H sch
1i (t)]

E[H sch
2 j (t)] = Rmax

2

Rmax
1

. (11)

Remarks: Since the arrival rate of networks with flow-level
dynamics refers to the number of new flows generated in
one time slot, the arrival rate influences the total number of
flows in the network. Given a wireless network, the larger
the arrival rate is, the more flows we have in the network.
The weighted fairness between flows remains the same no
matter whether the arrival rates for HOLD are small or large.
The throughput ratio of two flows will change only when
their channel profiles change. Considering that the arrival rate
does not affect the fairness and the increase of HOL access
delay of each individual flow in one time slot so long as each
queue is non-empty, in summary, HOLD is able to achieve
fair scheduling among flows and thus can be adopted with
TCP control schemes given various channel conditions.

One thing that we need to emphasize is that a scheduling
algorithm with good fairness performance does not always
necessarily mean the same HOL access delay for every flow if
the flows belong to different classes. In practical networks, the
resource allocation may be related to how much a customer
pays for the service, and thus the scheduling algorithm should
also accordingly assign the channel resources. To provide
this type of differentiated services, we can simply assign a
weight to each class, and use the multiplication of the weight
and Rmax

k of each class to ensure the portion of channel time
allocated to this class.

On the other hand, with TCP flows, if a throughput-optimal
scheduling algorithm suffers the unfairness problem, such
as QMW, the desirable throughput-optimality may no longer
hold. This is because the TCP controlled flow tends to avoid
quick queue length increase, so with QMW scheduling, some
flows may not have a sufficiently large size of the queue length
to be scheduled. The HOLD scheduling is compatible with
TCP as it aims to allocate channel time to flows less dependent
on its packet arrival process.

C. Throughput Analysis

With the analysis of the HOL access delay, we can further
analyze the throughput relationship between different flows,
which follows a η2-rule as explained in the analysis below.
The throughput analysis will be based on the HOL access
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delay analysis above, and thus we also follow the three cases
discussed above.

Case 1: Given i.i.d. channel transmission rate distribution
for all the system flows, we have E[Wi (t)]/E[W j (t)] = 1,
where Wi (t) denotes the throughput of flow Qi (t) in time
slot t .

This conclusion can be drawn from the result that
E[H sch

i ] = E[H sch
j ]. Since the probability that flow

Qi (t) is scheduled, denoted by pi , can be calculated as
pi = 1/E[H sch

i ], we know that pi = p j . Because the flows
have i.i.d. channel distribution, considering that E[Wi (t)] =
pi · E[Ri ], we can come to the conclusion that
E[Wi (t)]/E[W j (t)] = 1.

Case 2: Consider a 2-class network. Given non-identical
(heterogeneous) constant channel rates for the flows, when the
number of flows in the system is sufficiently large, we have
E[W1i (t)]/E[W2 j (t)] = 1/(ηR

2,1)
2, where ηR

2,1 = R21/R11.
This conclusion can be drawn from the result in

Proposition 2 that ηH
1,2 = ηR

2,1. Given this relationship,

we have p1i/p2 j = E[H sch
2 j ]/E[H sch

1i ] = 1/ηR
2,1, and thus

the ratio of throughput E[W1i (t)]/E[W2 j (t)] = (R1/R2) ·
(p1i/p2 j ) = 1/(ηR

2,1)
2.

Case 3: Consider a 2-class network. Given independent
and non-identical (heterogeneous) channel rate distributions
for the flows, when the number of flows in the system is
sufficiently large, we have E[W1i (t)]/E[W2 j (t)] = 1/(η̃R

2,1)
2,

where η̃R
2,1 = Rmax

2 /Rmax
1 .

This conclusion can be drawn from the result of (11)
in the proof of Proposition 3. Given this relationship, we
have p1i/p2 j = E[H sch

2 j ]/E[H sch
1i ] = 1/η̃R

2,1, and the

ratio of throughput E[W1i (t)]/E[W2 j (t)] = (p1i/p2 j ) ·
(Rmax

1i /Rmax
2 j ) = 1/(η̃R

2,1)
2.

V. PERFORMANCE EVALUATION

To investigate the performance of the HOLD scheduling
algorithm for TCP flows, we conducted simulations with
OMNeT++ 4.4.1. We compared the performance of HOLD
with the MR, QMW, F-D-MW, and PF scheduling algorithms.

A. Network Setting

We consider centralized wireless networks such as the
cellular networks in our simulation. The network topology in
our simulation is shown in Fig. 3. In this network, a server
is connected to the base station (BS) through a router. The
BS can exchange messages with a number of wireless devices
through the shared wireless channel. In the simulation, each
client tries to establish a TCP connection with the server at
a certain time, and then sends requests to the server. If the
TCP connection is established successfully, the server will
send the requested data back to the clients. For each TCP
connection, the number of requests per TCP session follows
exponential distribution with the mean value of 10 (requests);
the request length follows truncated normal distribution with
mean value of 20B; the reply length follows exponential
distribution with mean value of 100MB; the re-connection
interval is 10 seconds.

Fig. 3. Network topology.

In our simulation, the scheduler is implemented in the BS.
Each client has a dedicated queue in the BS. The packets
sent to cli[i] is stored in Queue[i] (i ∈ {0, 1, 2, · · · }). Each
queue can store 100 packets, which is sufficiently large to
avoid frequent packet dropping. How to minimize the buffer
size while ensuring no degradation of performance is another
important issue and out of the scope of this paper [17]. The
scheduler determines which queue is chosen to transmit, and
how many packets can be transmitted. When the packets are
sent out, they will be delivered to the clients over the wireless
channel. Based on the practice that wireless links tend to be
the bottleneck link in a network, we assume that the bandwidth
between the intermediate routers and the servers are large
enough, and the bottleneck link is the wireless channel to/from
the client, such that the packet delay jitter in other hops can
be ignored compared to the delay in the wireless access links.

B. Homogeneous Networks With HOLD

In this simulation, we focus on the fairness performance
of the scheduling algorithms in a homogeneous network,
in which the channel rate distribution of each flow is the
same. The Jain’s fairness index in terms of HOL access
delay of each flow is always close to 1 in our simulation
with various number of flows in the system, which validates
our analysis of the HOL access delay in the homogeneous
networks in Proposition 1. More information can be found in
the comprehensive simulation results in Fig. 8.

Next we investigate the throughput performance, and we
begin with the simplest simulation scenario, in which there are
only 2 clients (cli[0,1]). The channel rate of the wireless link in
the network can be randomly selected from the set of {2Mbps,
3Mbps, 4Mpbs} with the same probability. The starting time
of the TCP connection of cli[0] and cli[1] follows exponential
distribution with mean value of 0s and 2.5s, respectively.
We compare the performance of HOLD, QMW and F-D-MW
in the 2-flow network scenario in Fig. 4. Fig. 4(a) shows the
performance of HOLD in terms of throughput, and the y-axis
is the throughput of each client averaged over a sliding time
window of 1 second. We can tell from the figure that before
the beginning of cli[1]’s TCP session, cli[0] used the channel
exclusively, but as long as cli[1] started its data request, the
two clients in the network began to evenly share the network
bandwidth.

Fig. 4(b) shows the fairness performance of classic QMW in
terms of throughput, with the same network settings as those
in Fig. 4(a). In Fig. 4(b), after the TCP connection between
cli[0] and the server has been established, cli[0] dominated the
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Fig. 4. Throughput performance in the 2-flow homogeneous network.

Fig. 5. Throughput performance in the 8-flow homogeneous network.

channel usage. cli[1], however, suffered from the starvation,
and was able to begin the transmission only after cli[0]
received all the data. Fig. 4(c) shows the performance of
F-D-MW in the same setting. Although cli[1] did not have
the starvation problem and was able to have data transmission
at the same time with cli[0], they could not share the channel
resource evenly since the throughput of cli[1] is only about
half of that of cli[0], which shows a noticeable unfairness.

To further verify the fairness performance, we increased the
number of flows in the system to 8, and the results are shown
in Fig. 5. In this simulation, the channel setting is the same
as that in Fig. 4. The starting time of the TCP connection
for cli[0-7] follows exponential distribution with mean values
of 0s, 2.5s, 5s, 7.5s, 10s, 12.5s, 15s and 17.5s, respectively.

We can observe the performance of HOLD in Fig. 5(a)
that before the data request of cli[1], the average through-
put of cli[0] kept increasing. But after cli[1-7] began their
TCP sessions, instead of dominating the usage of the channel,
cli[0] shared the channel resource with the other clients and
its throughput decreased quickly to around 0.5Mbps, while
the other 7 clients were also able to increase the throughput
to about 0.5Mbps. This trend stayed stable for the rest of
the simulation time until the end of the transmission. This
observation verifies the desirable fairness performance of
HOLD. Furthermore, from the server’s throughput perfor-
mance, which indicates the total throughput of the network, we
can observe that the network throughput is above the average
channel rate. In fact, thanks to the opportunistic scheduling

feature of HOLD, we can achieve the multi-user diversity
gain. Fig. 5(b) shows the performance of QMW, where cli[0]
dominated the channel usage from the beginning to the end of
its transmission. The last-packet problem of QMW mentioned
in Sec. II-B can also be observed in Fig. 5(b). Fig. 5(c) shows
the performance of F-D-MW. The priority of the older flows in
F-D-MW can be observed through the whole simulation. As a
result, if a long-lived TCP flow exists, other flows may starve.

C. Heterogeneous Networks With HOLD

In this simulation, we focus on the fairness performance
of the scheduling algorithms in a heterogeneous network, in
which the flows are categorized into two classes according to
the various channel rate distributions. Fig. 6(a) shows the ratio
of the average HOL access delay of the two classes, which
have non-identical (heterogeneous) constant channel rates.
Here the channel rates of the two class are 3Mbps and 5Mbps,
so the channel rate ratio is 0.6 which is shown by the blue
straight line. We can observe that the ratio of the HOL access
delay converges quickly to the blue straight line as the number
of flows increases. This verifies Proposition 2.

Fig. 6(b) shows the ratio of average HOL access delay of the
two classes flows which have independent and non-identical
(heterogeneous) channel rate distributions. In this figure, we
use the two-state Markov channel model, and the available
channel rate set for class 1 and 2 is {2Mbps, 3Mbps}, and
{5Mbps, 6Mbps}, respectively. Each rate in the set has the
probability of 0.5. The maximum channel rate ratio is 0.5
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Fig. 6. HOL access delay ratio in the heterogeneous network.

Fig. 7. Throughput performance in the 8-flow heterogeneous network with channel variations.

which is shown by the blue straight line. We can also observe
that the ratio of the HOL access delay converges to the blue
straight line as the number of flows increases. This also verifies
the analysis in Proposition 3.

Fig. 7(a) shows the fairness performance of HOLD in
an 8-flow heterogeneous system, in which cli[0-3] belong
to class 1 and cli[4-7] belong to class 2. The simulation
results are averaged over a sliding time window of 5 seconds.
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Fig. 8. Jain’s fairness index in terms of channel occupation.

The available channel rate sets for class 1 and 2 are {4Mbps,
5Mbps, 6Mbps} and {2Mbps, 3Mbps, 4Mbps}, respectively.
The starting time of the TCP connection for cli[0-7] is 0s,
2.5s, 5s, 7.5s, 10s, 12.5s, 15s and 17.5s, respectively. We can
observe that before 10s, cli[0-3] evenly shared the channel
resource, which is the same as what we can expect in a
homogeneous network. After 10s, cli[4-7] took turns to begin
their TCP sessions. In this case, instead of suffering from
starvation, cli[4-7] were able to occupy a portion of channel
time. After 17.5s, the ratio of the mean window-averaged
throughput between cli[0-3] and cli[4-7] is approximately
0.447, which is very close to the square of the maximum
rate ratio (ηR

1,2 = 0.444). This observation also verifies our
throughput analysis in Sec. IV-C.

For comparison, Fig. 7(b) shows the performance of
MR in the heterogeneous network with channel variations.
In Fig. 7(b), MR shows a very desirable total network
throughput performance. Since MR tries to select the flow
with the maximum possible channel rate to transmit, the total
network throughput is very close to 6Mbps. But the flows
from class 1 occupied the major part of the throughput, and
the flows from class 2 had very little share of the network
throughput due to the difference on the channel conditions.
This observation shows the unfairness problem in MR in
heterogeneous networks.

The performances of QMW and F-D-MW are presented
in Figs. 7(c) and 7(d). In Fig. 7(c) we can see that, for QMW,
after the TCP connection of cli[0] was established, the data
transmission for cli[0]’s TCP session dominated the whole
network throughput, while the other clients had to yield the
channel resource to cli[0]. Since all (or most) of the requested
data has been received, cli[0] finished its channel usage by 20s.
Only after this time, one of the other clients had a chance
to be scheduled. But similarly, this client also dominated
the transmission in the whole network, and the remaining
clients continued to suffer from starvation. This observation
remains the same through the whole simulation time. Similar
to Fig. 5(b), we can see the last-packet problem of QMW.

We note that only one flow is scheduled at a time here while
two clients can be schedule simultaneously in Fig. 5(b). This
is because the RRT is smaller here according to the parameter
settings, and the number of packets in one flow’s queue can
grow fast to earn enough priority such that the TCP connection
of the other flows cannot be established. The performance of
F-D-MW in Fig. 7(d) is similar to the one in Fig. 7(b), where
the newer flows suffer from starvation till the old ones leave.

The fairness index in terms of the channel occupation time
with an increasing number of flows in the homogeneous
network is shown in Fig. 8(a). In this simulation, we used
long-lived TCP flows in the homogeneous networks and
counted the channel occupation of each flow over the period
of 512 seconds. The Jain’s index of all the flows in terms
of channel occupation was investigated here. Let cki denote
the channel occupation of Qki (t). The fairness index of the
homogeneous system Jhomo is calculated as

Jhomo = (
∑K

k=1
∑Nk (t)

i=1 cki )
2

N(t)
∑

(cki )2 .

With the increase of the number of flows in the system, the
fairness of HOLD is not affected, and very close to 1 as the
PF scheduling algorithm. However, for F-D-MW and QMW,
since the channel time is shared by only one or a few number
of flows in the system in a long period, with the increasing
of flows in the system, the fairness index is monotonically
decreasing.

In heterogeneous networks, we use weighted fairness index
to measure the fairness of HOLD. The weight of each flow
wki is the maximum rate that can be achieved, and the
channel occupation time is proportional to wki , so we use the
normalized channel occupation time to measure the fairness
in heterogeneous networks. The fairness index of the system
Jhete is calculated as

Jhete = (
∑K

k=1
∑Nk (t)

i=1 ckiw
−1
ki )2

N(t)
∑

(ckiw
−1
ki )2

.
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Fig. 9. System throughput of different algorithms with increasing number
of flows.

With this definition, the weighted fairness of HOLD is also
verified to be as good as PF through simulation as shown
in Fig. 8(b). Although QMW and F-D-MW are not designed
to achieve weighted fairness, we put them together in Fig. 8(b)
as a reference to the interested readers.

The corresponding system throughput of Fig. 8 is shown
in Fig. 9, which indicates that the proposed HOLD algorithm
not only provides fair resource allocation as PF, but also
maintains the throughput performance in very high level as
that of MR and F-D-MW, especially when the number of flows
in the system is sufficiently large. Different from those with
HOLD, MR and F-D-MW, with the increase of the number of
flows, the throughput of PF decreases since its first priority is
to guarantee fairness. On the contrary, the throughput of QMW
is noticeably lower.

D. System Stability

The simulation in Fig. 10 investigates the throughput-
optimality of different scheduling algorithms with flow-level
dynamics. We used a two-state channel model, and considered
heterogeneous network with 5 classes of flows with the traffic
intensity 0.99. The number of flows in Fig. 10 is the number
of simultaneous backlogged flows in the network in any given
slot. Consider that each flow arrives in the system with a finite
amount of data to transmit, and leaves the system once all
the data are transmitted. When the system is stable, we have
a finite number of flows in the system. When the number
of flows grows into infinity when t → ∞, the total amount
of data in the system also grows into infinity and thus we
have system instability [16]. In the simulation, the number of
flows in the system can be stabilized by MR and F-D-MW
which are proved to be throughput-optimal in the literature,
while the proposed HOLD algorithms has almost the identical
performance compared with MR and F-D-MW which confirms
the throughput-optimality of HOLD. In contrast, the system
cannot be stabilized by QMW, which is shown not to be
throughput-optimal with flow-level dynamics.

Since in the current cellular networks, the most widely
used scheduler is the PF algorithm, we also included PF in

Fig. 10. Throughput-optimality test.

the simulation. The history update window was set to be
1000 slots as recommended in [32]. Fig. 10 shows that PF
is not throughput-optimal because it is not able to stabilize
the system when other provable throughput-optimal schedulers
can. This result also validates the conclusion in [27] and [28],
which offered a number of examples to show the instability of
PF, and the theoretical proof showing that the stability region
is less than the capacity region, respectively.

VI. CONCLUSION

In this paper, we have studied the compatibility between the
TCP congestion control scheme and HOLD scheduling algo-
rithm. Since we observed that other classic throughput-optimal
scheduling algorithms, e.g., QMW and F-D-MW, encounter
the starvation problem when scheduling TCP regulated flows,
we designed HOLD scheduling algorithm, which is shown to
be compatible with TCP flows through theoretical analysis.
To verify the theoretic results, comprehensive simulations
have been conducted to compare the performances of HOLD
with QMW, F-D-MW and MR in both homogeneous and
heterogeneous systems. Simulation results have validated the
theoretical analysis, and demonstrated the superior perfor-
mance of HOLD when serving TCP flows compared to the
existing solutions in terms of fairness. The result of system
stability have validated that HOLD is throughput-optimal,
while the PF scheduler is not throughput-optimal.

For the future work, we consider to design the scheduling
algorithm which is able to provide the differentiated services
based on the application QoS requirements, such that not only
the throughput of the system can be improved, but also the
QoS of different applications can be taken into consideration.
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