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Abstract—In this paper, physical layer network coding with
heterogeneous modulations (HePNC) is proposed for the asym-
metric two-way relay channel (TWRC) scenario. The existing
PNC solutions using the same modulation for signals transmit-
ted from two source nodes may not be desirable for practical
situations when traffic loads exchanged between the sources are
unequal and channel conditions of source-relay links are hetero-
geneous. HePNC includes two stages: multiple access (MA) and
broadcast (BC) stages. In the MA stage, the two source nodes
transmit to the relay simultaneously with heterogeneous modula-
tions selected according to the channel conditions and the ratio of
traffic loads exchanged between the sources, and then the signals
superimposed at the relay are mapped to a network-coded sym-
bol by a mapping function adaptively; in the BC stage, the relay
broadcasts the network-coded symbol back to both sources with
a modulation selected according to the bottleneck link’s channel
condition. We present three HePNC designs, including QPSK-
BPSK, 8PSK-BPSK and 16QAM-BPSK HePNC. How to design
and optimize the mapping function is investigated and the error
performance of QPSK-BPSK HePNC is analyzed. We further
study the HePNC system performance, throughput upper bound
and energy efficiency. Extensive simulations demonstrated that the
proposed HePNC can substantially enhance the throughput and
energy efficiency compared with the existing PNC.

I. INTRODUCTION

P HYSICAL layer network coding (PNC) was proposed in
2006 by Zhang et al. [2] and Popovski et al. [3], inde-

pendently. The researches on PNC mainly focus on the two-
way relay channel (TWRC) scenario, where two source nodes
exchange information with the help of a relay, as they cannot
reliably communicate with each other directly. With PNC, two
source nodes transmit simultaneously towards a relay, where
superimposed signals can be mapped and relayed instead of
being treated as interference, so concurrent transmissions to the
relay node result in a higher spectrum efficiency.

Most of the existing PNC designs are studied in a sym-
metric TWRC scenario, where the two source nodes use the
same modulation for their signals. Although PNC can boost the
system throughput substantially [2], using homogeneous mod-
ulation becomes inefficient in an asymmetric TWRC scenario
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where the two source-relay links have asymmetric channel
conditions or the two source nodes have different amount
of data to exchange. The heterogeneity in the asymmetric
TWRC motivates us to develop a heterogeneous PNC scheme
(HePNC) where the sources use heterogeneous modulations.

Similar to the traditional PNC, the HePNC procedure has two
stages: multiple access (MA) stage and broadcast (BC) stage.
In the MA stage, the relay receives the superimposed signals
transmitted simultaneously from the sources, and then maps
the received signals to a network-coded symbol by a mapping
function. The mapping function is a critical issue in the PNC
design. In the original design of PNC in [2], XOR mapping was
adopted. However, with different channel conditions of the two
source-relay links, the amplitude attenuations and phase shifts
of the two received signals from the sources are different, which
directly influences the received constellation map at the relay,
and further affects the demodulation success rate and system
performance. Thus, adapting the mapping function according
to the channel conditions is necessary, which is known as adap-
tive mapping [4]. Mapping function design needs to satisfy the
Latin square constraint [4], [5], which is a fundamental cri-
terion to ensure that the network-coded symbol is decodable
at the sources. One difference of HePNC and PNC is how to
design and optimize the mapping function. In HePNC, adaptive
mapping functions should be designed and optimized jointly
considering the channel conditions, the Latin square constraint
and the combination of different modulations.

The main contributions of this paper are four-fold. First,
we propose the HePNC scheme in asymmetric TWRC, which
enhances the communication efficiency of PNC in scenarios
with asymmetric source-relay channel conditions and unequal
traffic loads from the sources. Second, we present HePNC
sample designs, including QPSK-BPSK, 8PSK-BPSK and
16QAM-BPSK HePNC. The design and optimization of the
mapping functions following the Latin square constraint are
investigated and presented. Third, we develop an analytical
framework to derive the error performance of QPSK-BPSK
HePNC under AWGN channels, and its performance bound
under Rayleigh fading channels. Fourth, we evaluate the
HePNC system performance in an asymmetric TWRC sce-
nario. The throughput upper bound and energy efficiency with
different ratios of traffic loads of the two sources are further
discussed.

The rest of this paper is organized as follows. Related
work are summarized in Sec. II. Sec. III introduces the sys-
tem model and HePNC procedure in an asymmetric TWRC
scenario. In Sec. IV, we elaborate the design criterion of QPSK-
BPSK HePNC, and further discuss higher-order modulation
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HePNC. Sec. V analyzes the error performance of QPSK-BPSK
HePNC. Simulation results are presented in Sec. VI, followed
by concluding remarks in Sec. VII.

II. RELATED WORK

PNC [2], [3] extends the operation of network coding [6], [7]
in the PHY layer, and a comprehensive survey of PNC can be
found in [8]. Two key issues in PNC system are how to design
the mapping function and how to represent the network-coded
symbol to guarantee that the sources can abstract each other’s
information accurately and effectively. In dynamic mapping
function design, i.e., adaptive mapping [4], mapping function’s
selection varies with the channel conditions, which benefits
the system performance at the cost of higher complexity and
overheads. According to whether the network-coded symbol
is represented by a finite field or an infinite field [9], gener-
ally PNC can be classified as finite-field PNC [4], [10] and
infinite-field PNC [11]–[14]. Infinite-field PNC benefits from
the simplicity to implement, while the performance is affected
by the amplified and forwarded noise. Finite-field PNC tries to
remove the noise at the relay and can achieve near information-
capacity rates [15], [16]. Our work focuses on the dynamic
mapping function design in the finite-field PNC.

In the literature, PNC is mainly investigated in a symmet-
ric TWRC scenario, where the channel conditions of the two
source-relay links are similar, and the sources select the same
coding and modulation [4], [11]–[14], [17]–[23]. When the
channel conditions of the two source-relay links are quite differ-
ent, the scenario is specified as asymmetric TWRC. In [24], the
impact of the asymmetric channels on PNC was studied, where
both sources still use the BPSK modulation. Sources can also
select different modulations according to the channel conditions
in asymmetric TWRC [25]–[27]. In [25], adaptive modulation
and network coding (AMNC) was proposed. Sources select
modulations according to the amplitude ratio of the two source-
relay channel gains, however, the influence of the random phase
shift difference was not addressed. [26], [27] focused on how to
design the network-coded symbol at the relay. Consider 2q1 -ary
and 2q2 -ary constellations for the two sources’ signals, respec-
tively. In [26], decode-and-forward joint-modulation (DF-JM)
was proposed, where the network-coded symbol was repre-
sented by a 2q1+q2 -ary constellation, which is composed of
the direct combinations of the two source symbols. In [27],
two joint modulation and relaying solutions were proposed,
JMR1 (a variant of DF-JM) and JMR2. In JMR2, the relay
uses a many-to-one mapping function to obtain a 2max(q1,q2)-ary
network-coded symbol, while the impact of the phase shift dif-
ference between the superimposed symbols at the relay was not
addressed. In [4], a method to design the many-to-one mapping
function known as adaptive mapping was proposed for sym-
metric TWRC, where the relay can design and select different
many-to-one functions according to the channel conditions. The
many-to-one mapping design should follow the Latin square
constraint [5], also known as the exclusive law [4].

In this paper, we propose HePNC and investigate how to
design and optimize the mapping function and the network-
coded symbol by jointly considering the channel conditions,

the Latin square constraint and the combination of hetero-
geneous modulations with a random phase shift between the
two received signals at the relay in an asymmetric TWRC
scenario. The proposed HePNC design is within the compute-
and-forward (CF) framework, which was proposed in [28] and
was extended in [29], [30] with the lattice network coding
schemes, from the information theoretic perspective. [31], [32]
followed the CF framework, where the pulse amplitude mod-
ulation (PAM) was considered and linear mapping functions
were designed. Different from [31], [32], PSK/QAM modu-
lations are considered in this paper, and the relay computes
the channel conditions of the two source-relay links and maps
the estimated sources’ symbols with the designed mapping
functions, which may or may not be linear.

III. HEPNC IN ASYMMETRIC TWRC

A. System Model

Consider an asymmetric TWRC scenario, where the source
nodes Alice and Bob exchange information through a relay,
Ron, because the source nodes are out of each other’s transmis-
sion range. Each node equips with one antenna1. We consider
a block fading channel, and the channel conditions of the
link Alice–Ron, Lar , and that of the link Bob–Ron, Lbr , are
different. Without loss of generality, we assume that Lar is
better than Lbr , and Lar can support a higher-order modula-
tion. We assume a symbol-level synchronization at the relay
and perfect channel estimations at the receivers, i.e., the relay
node in the MA stage and the source nodes in the BC stage.
Synchronization problems in multi-hop networks have been
extensively studied [34]. The feasibility study for the symbol-
level synchronization can be found in [35]–[37]. Note that in
HePNC, the carrier-phase synchronization is not required at the
relay and the global full CSI is not required at the transmitters.

Similar to the traditional PNC, the HePNC procedure has
two stages: the MA and BC stages. In the MA stage, the two
source nodes transmit the signals to Ron simultaneously, and
Ron demodulates and maps the received superimposed signals
to a network-coded symbol. In the BC stage, the network-coded
symbol is broadcasted back to the source nodes. Different
from PNC, heterogeneous modulations can be selected by the
sources according to Lar and Lbr in the MA stage, and more
transmission slots may be needed to broadcast the network-
coded symbol in the BC stage due to the bottleneck link Lbr .
We also consider that the data loads exchanged between the
sources may be unequal. Throughout this paper, the HePNC
design is only considered in a symbol-level manner, and we
assume that the error coding is orthogonal to modulation and
not considered in this work. How to combine error coding and
modulation together remains a further research issue that is
beyond the scope of this work.

B. HePNC Procedure

Let Mm be 2m-PSK modulation with the modulation order
of m and Z2m be a non-negative integer set, which denotes the

1An extension of HePNC to multiple-antenna scenario can be found in [33].
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finite set with unity energy Es and Gray constellation mapping,
Z2m ={0,1,. . . ,2m − 1}. Assume that Sa and Sb are the source
symbols to be exchanged. Denote ma and mb as the modu-
lation orders for Alice and Bob, respectively. Thus, we have
Sa ∈ Z2ma , Sb ∈ Z2mb and ma > mb.

1) Multiple Access (MA) Stage: In the MA stage, the
received signal at Ron, Yr can be expressed as

Yr = HaMma (Sa) + HbMmb (Sb) + Nr , (1)

where Ha and Hb are the channel gains of Lar and Lbr , respec-
tively, and Nr is the complex Gaussian noise with a variance
of σ 2. Denote Hb/Ha = γ exp( jθ), where γ and θ stand for
the amplitude ratio and the phase difference of the two received
signals, respectively. γ denotes the degree of asymmetry for the
channel conditions of Lar and Lbr .

Define (Sa, Sb) as a symbol pair, which denotes the two
sources’ symbols Sa and Sb superimposed at Ron. The symbol
pair (Sa, Sb) can also be represented by one constellation point
on the received constellation map at Ron. The maximum likeli-
hood (ML) detection is proceeded by Ron to jointly demodulate
(Sa, Sb) from Yr , and we have

(Ŝa, Ŝb) =
argmin

(s1,s2)∈Z2ma ×Z2mb

∣∣Yr − HaMma (s1) − HbMmb (s2)
∣∣2

,
(2)

where (Ŝa, Ŝb) is the estimation of (Sa, Sb).
Afterwards, Ron uses a mapping function C to map (Ŝa, Ŝb)

to a network-coded symbol Sr =C(Ŝa, Ŝb), Sr ∈Z2ma . The map-
ping function C applied by Ron is known by all nodes, and it
subjects to the Latin square constraint [5] (also known as the
exclusive law [4]), which requires

C(s1, s2) �=C(s′
1, s2) for any s1 �=s′

1 ∈Z2ma and s2 ∈Z2mb ,

C(s1, s2) �=C(s1, s′
2) for any s2 �=s′

2 ∈Z2mb and s1 ∈Z2ma .

(3)

Although the superimposed signals at Ron is 2(ma×mb)-ary, the
mapping function C can decrease the network-coded symbol
to be 2ma -ary. The process of mapping (Ŝa, Ŝb) to symbol Sr

includes two steps, the many-to-one mapping step and the relay
labeling step. The details of the many-to-one mapping and relay
labeling will be given in Sec. IV-A and Sec. IV-B, respectively.

2) Broadcast (BC) Stage: Subjecting to the bottleneck link
Lbr , which can only support a lower-order modulation 2mb . The
relay reduces the modulation order of the network-coded sym-
bol Sr from ma to mb to guarantee the reliable transmission in
the BC stage. Thus, HePNC applies a multiple-slots scheme to
broadcast the network-coded symbol in the BC stage. Ron uses
modulation Mmb to broadcast Sr back to the source nodes by
�ma

mb
� transmission slots in the BC stage2. In each transmission

slot, a part of Sr denoted by S′
r ∈ Z2mb is transmitted. An esti-

mation of Sr is conducted at each source node by concatenating
all the estimated S′

r . We use an example to explain the moti-
vation of the multiple-slot design in the BC stage. Considering

2If ma
mb

is not an integer, Ron can schedule several BC stages to transmit the
least common multiple of ma and mb bits.

QPSK-BPSK HePNC, in order to ensure the bit error rate from
the relay to Bob to be below 10−3 in the BC stage, the bot-
tleneck link Lbr with SNRbr =7dB can only support BPSK.
The network-coded symbol Sr is a QPSK symbol, and thus,
the relay uses two BC slots to broadcast one BPSK symbol in
each BC slot to guarantee the BER threshold. Throughout this
paper, SNR is defined as the received SNR. For Gaussian chan-
nels, it can be calculated by SNR(dB) = 10 log10

Er
N0

, where Er

denotes the received symbol energy, and N0 is the noise spectral
density. For fading channels, SNR denotes the average received
SNR.

For each transmission slot in the BC stage, Alice receives
Ya = HaMmb (S′

r ) + Na from Ron, where Na is the complex
Gaussian noise with a variance of σ 2. Alice estimates S′

r as Ŝ′
r

by the ML decision

Ŝ′
r = argmin

s′
r ∈Z2mb

|Ya − HaMmb (s
′
r )|2. (4)

Then, an estimation of Sr denoted as Ŝr is obtained by concate-
nating all the Ŝ′

r . Finally, Alice estimates Sb by

Ŝ′
b = argmin

sb∈Z2mb

|Ŝr − C(Sa, sb)|2. (5)

Note that in (5), Alice decodes Bob’s information by using
both the original information transmitted by itself in the MA
stage and the mapping function C. Similarly, Bob obtains the
estimation of Sa .

C. QPSK-BPSK HePNC Example

Fig. 1 shows a sample design of QPSK-BPSK HePNC.
Fig. 1(a) shows the QPSK-BPSK HePNC procedure literally,
and Fig. 1(b) considers the procedure from the constellation
map point of view. In the MA stage, Alice uses QPSK to send
symbol Sa =1 to Ron, meanwhile Bob uses BPSK to send
Sb =0 to Ron. Note that the QPSK symbol Sa =1 can also be
represented as ‘01’ by two binary bits. In this paper, we use ‘.’
scheme to present the binary bits that compose one symbol. The
bit-symbol labeling method applied for QPSK constellation is
shown in Fig. 1(b). Ron demodulates the symbol pair (Sa, Sb)=
(1,0), and then uses a mapping function C as shown in Fig. 1(b)
to obtain a network-coded symbol Sr =C(1, 0)=1, which can
be represented by binary bits ‘01’. Since the bottleneck link Lbr

can only support BPSK, Sr is split into two BPSK symbols, 0
and 1, and broadcasted back by two transmission slots in the
BC stage. After receiving Sr , Alice and Bob can decode each
other’s information with the same mapping function C and the
original symbol transmitted by itself in the MA stage.

Fig. 1(b) shows the constellation maps at the sources and
relay. In the received constellation map at Ron, the four dotted
circles are composed of the expected received BPSK sym-
bols −Hb exp( jθ) and Hb exp( jθ) with the phase difference
θ and superimposing on the expected received QPSK symbol
HaM2(Sa). We specify the circles as BPSK circles. Each cen-
ter of the BPSK circles is the expected received QPSK symbol
HaM2(Sa), and the radius of each BPSK circle equals Hb. We
observe that, the structure of the received constellation map is
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Fig. 1. An example of QPSK-BPSK HePNC.

determined by parameters γ and θ , and the size of the received
constellation maps is determined by both Ha and Hb, which
is a useful conclusion for designing the mapping function C

discussed in the following section.

IV. HEPNC DESIGN AND ANALYSIS

A critical issue of HePNC is the mapping function C design
including the many-to-one mapping F design and relay label-
ing design. We begin with QPSK-BPSK HePNC as a sam-
ple design to elaborate the design criterion, which presents
insights for designing higher-order modulation HePNC. Then
we present and discuss the 8PSK-BPSK HePNC and 16QAM-
BPSK HePNC designs.

A. Many-to-One Mapping Design

The many-to-one mapping F is a 2min(ma ,mb)-to-one map-
ping. One feature of this many-to-one mapping scheme is that
the superimposed signals at the relay are reduced from 2ma×mb -
ary to 2max(ma ,mb)-ary. The second feature is that part of the
demodulation errors in the process of obtaining (Ŝa, Ŝb) can
be corrected, e.g., considering the example in Fig. 1, we have
(Sa, Sb) = (1,0), and even if Ron demodulates (Ŝa, Ŝb) =
(0,1) by mistake, the many-to-one mapping result is still
correct if F(0,1)=F(1,0). We discuss how to design the
many-to-one mapping in the following.

Define the error rate of Sr �=C(Sa, Sb) as the relay map-
ping error rate (RER). RER is an important performance
index, which determines whether the network-coded symbol

is correctly obtained before the BC stage. More details of the
RER error performance estimation for QPSK-BPSK HePNC is
analyzed in Sec. V-A. A proper many-to-one mapping design
aims to minimize RER under the Latin square constraint. The
RER performance is dominated by the smallest Euclidean dis-
tance between two symbol pairs, e.g., the Euclidean distance
between symbol pairs (1, 0) and (1, 1) as shown in Fig. 1(b).
However, (1, 0) and (1, 1) cannot be grouped together, because
they violate the Latin square constraint. Given γ and θ , the
optimal many-to-one mapping can be obtained by the Closest
Neighbor Clustering (CNC) algorithm [4], which selects the
symbol pairs with the smallest Euclidean distance under the
condition that these two symbol pairs satisfy the Latin square
constraint. The influence of the two source-relay channel con-
ditions on the received constellation map can be reflected by
parameters γ and θ , and optimal many-to-one mapping varies
with γ and θ . Ron can select the optimal many-to-one mapping
according to the channel conditions referred to parameters γ

and θ [4]. Although obtaining the optimal mapping functions
by the CNC method is of high complexity [5], they can be done
offline, so the approach is feasible as the relay only needs to
store the designed optimal mapping functions and looks up the
labeling tables.

The Closest Neighbor Clustering algorithm can determine
the many-to-one mapping, e.g., for QPSK-BPSK HePNC, when
θ ∈(0, π

4 ) and γ <0.53, the optimal many-to-one mapping F1
can be expressed as

F1(0, 0) = F1(1, 1), F1(0, 1) = F1(1, 0),

F1(2, 0) = F1(3, 1), F1(2, 1) = F1(3, 0).
(6)

How to label the many-to-one mapping results by Sr ∈Z2ma

is defined as relay labeling, and it will be discussed in the
following subsection.

B. Relay Labeling Design

First, we clarify the differences between the bit-symbol
labeling at each source and the relay labeling at the relay.
Throughout this paper, each source applies the Gray mapping as
the bit-symbol labeling, e.g., the bit-symbol labeling for QPSK
as shown in Fig. 1(b). The relay labeling aims to label the
many-to-one mapping results as shown in (6), which can be
labeled by four two-bit QPSK symbols, and in the following
we target to design and optimize the relay labeling.

Even Ron can correctly obtains Sr =C(Sa, Sb) in the MA
stage, the source nodes may not successfully decode each
other’s information if there are errors in the broadcast stage.
The link from Ron to Bob Lbr

4 is the bottleneck link in the
BC stage, which limits the throughput of the BC stage. We can
optimize the relay labeling process by maximizing the success-
ful transmission bits under the condition that error happens in
at most one transmission slot over link Lbr in the BC stage.
Note that if an error happens in any transmission slot over link

3The threshold γ = 0.5 will be explained in Sec. IV-C.
4We denote both links from Bob to Ron and from Ron to Bob as Lbr ; how-

ever, the channel conditions can be different for the transmission from Bob to
Ron in the MA stage and that from Ron to Bob in the BC stage.
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TABLE I
SINGULAR FADE STATE POINTS OF QPSK-BPSK HEPNC

TABLE II
DETAILS OF THE OPTIMAL MAPPING FUNCTIONS FOR QPSK-BPSK

HEPNC

Lar in the BC stage5, source A cannot successfully decode the
information from source B.

We use an example to illustrate the design criterion of the
relay labeling. Consider the the QPSK-BPSK HePNC example
as shown in Fig. 1, where the source symbols pair (Sa, Sb) =
(1, 0), which can also be expressed by as (Sa, Sb) =(‘01’, 0)
with the Gray mapping as shown in Fig. 1(b). Considering the
many-to-one mapping F1 in (6) and supposing that (Ŝa, Ŝb)

are correctly estimated by Ron in the MA stage. Considering
a worst case example of a random relay labeling, e.g., relay
labels F1(1, 0) = F1(0, 1) to be ‘00’, F1(3, 0) = F1(2, 1) to
be ‘01’, and then Sr = F1(1, 0) is labeled to be ‘00’ in bits. In
the BC stage, when error happens in the second transmission
slot over link Lbr , Bob estimates the network-coded symbol to
be Ŝr =‘01’ in error, and Bob finally decodes Ŝ′

a = 3 in QPSK
symbol, i.e., ‘10’ in bits, by contrasting the mapping function
F1(3, 0). Thus, two bits are in error by decoding the expected
Sa =‘01’ to be Ŝ′

a=‘10’. When Sb =0, one way to reduce the
probability of the worst case is to label F1(1, 0) and F1(3, 0)

according to Gray mapping, e.g., label F1(1, 0) and F1(3, 0) to
be ‘01’ and ‘10’, respectively, and the same strategy is applied
for F1(0, 0) and F1(2, 0), i.e., label F1(0, 0) and F1(2, 0) to be
‘00’ and ‘11’. In this way, the worst case, i.e., two bits in error
in the above example, only occurs when errors happen in both
of the Lbr transmissions.

The labeling design that only considers the case Sb =0 may
not be suitable for the case Sb =1, so the relay labeling for
F(sa, 0) and F(sa, 1) (sa ∈Z4) should be jointly optimized.
With an exhaustive search, we find that for QPSK-BPSK
HePNC, the optimal relay labeling can simply label F(sa, 0)=
sa , and then label F(sa, 1) according to the selected many-
to-one mapping F. To generalize the bit-symbol labeling for
QPSK-BPSK HePNC, there are three types of bit-symbol label-
ing for the QPSK modulation, please refer to Fig. 1 in [26], and
with any type of QPSK bit-symbol labeling in QPSK-BPSK
HePNC, the optimal relay labeling conclusion above is still
valid. Note that the optimal relay labeling is not unique.

C. Mapping Function C of QPSK-BPSK HePNC

The mapping function C design includes the many-to-one
mapping F design and the relay labeling design, which are

5As Lar has a relatively better channel condition comparing to Lbr , this
error probability can be neglected at high SNR.

Fig. 2. QPSK-BPSK HePNC adaptive mapping functions.

analyzed in the above two subsections. Thus, the optimal map-
ping function for QPSK-BPSK HePNC can be designed and
shown in Fig. 2, and the details of the many-to-one mapping
and relay labeling are shown in Table II. Depending on the
two source-relay channel conditions, i.e., γ and θ , the mapping
functions can be adaptively selected by the relay according to
Fig. 2. When γ is small, e.g., γ ∈ (0, 0.5), the whole region
is only divided into two parts labeled by C1 and C2; when
γ ∈ (0, 1)6, the whole region can be divided into three parts,
labeled by mapping functions C1, C2 and C3, respectively. A
general explanation is that with the increase of γ , the BPSK cir-
cles on the received constellation map at the relay as shown in
Fig. 1(b) become larger, which changes the smallest Euclidean
distance between constellation points with the shifting of θ , and
thus C3 occurs when γ ∈ (0.5, 1).

Define η as the boundary of different adaptive mapping func-
tions C1, C2 and C3 when θ ∈ (0, π

2 ) as shown in Fig. 2, and
we have

η =

⎧⎪⎪⎨
⎪⎪⎩

π

4
, when γ < 0.5;

arcsin

√
2

4γ
, when 0.5 < γ < 1.

(7)

We use Fig. 3 to explain how to obtain (7), and the threshold
γ = 0.5 is indirectly explained. When γ < 0.5, the received
constellation at the relay is shown in Fig. 3(a). When θ ∈
(0, π

4 ), the smallest Euclidean distance is that between (1,0)
and (0,1), and also the distance between (2,0) and (3,1). Thus,
(1,0) and (0,1) are mapped to the same cluster, and the same for
(2,0) and (3,1). Then, we can obtain the mapping function C1.
When θ = π

4 , the distance between (1,0) and (0,1) equals the
distance between (0,1) and (3,0); when θ ∈ (π

4 , π
2 ), the small-

est Euclidean distance is that between (1,1) and (2,0), and also
the distance between (3,0) and (0,1), which results in mapping
function C2. Thus, η = π

4 is the boundary of mapping functions
C1 and C2 for γ < 0.5. Fig. 3(b) shows the received constel-
lation map when γ > 0.5. We can see that, with the increase
of θ from 0 to π

4 , before θ = π
4 , these exists a θ where the

6We consider the asymmetric TWRC, and the channel condition of Lar is
better than that of Lbr , and thus we have γ ∈ (0, 1).
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Fig. 3. An example of the mapping function’s boundary.

Fig. 4. Singular fade state points of QPSK-BPSK HePNC constellations.

distance between (1,0) and (0,1) equals that between (0,1) and
(2,0). This value of θ is the boundary, η, of the mapping func-
tions C1 and C3. Note that with the increase of γ from 0 to
1, this situation happens first when γ = 0.5 and θ = π

4 , and
thus γ = 0.5 is the threshold. By letting the Euclidean between
(1,0) and (0,1) equal the distance between (0,1) and (2,0), we

can easily obtain η = arcsin
√

2
4γ

. Another method to obtain the
threshold γ = 0.5 is to let η = π

4 , and then we have γ = 0.5

according to η = arcsin
√

2
4γ

, which indicates the situation that
the first time C3 occurs with the increase of γ from 0 to 1.

The CNC method is applied to design the adaptive mapping
functions in this paper, another well known mapping function
design method targets to remove the singular fade state (SFS) of
the received constellations at the relay [5]. SFS denotes the case
when the minimum distance of the received constellation points
at the relay becomes zero, which results in large error probabil-
ities if without suitable mapping function designs. We use an
example to show that the SFS points of QPSK-BPSK HePNC
constellations at the relay can be removed by the designed map-
ping functions as shown in Fig. 2. For QPSK-BPSK HePNC,
the SFS points on the received constellation map at the relay
are shown in Fig. 4 and summarized in Table I, labeled from P1
to P5

7. The SFS points P1 and P3 can be removed by mapping
function C1, and P2 and P4 can be removed by C2, and P5 can
be removed by C3. For example, considering the case shown

in Fig. 4(a), when γ =
√

2
2 and θ = 0, symbol pairs (0,1) and

(1,0) overlap on the received constellation resulting in the SFS

7Note that, γ = 0 and γ = ∞ can be considered as two special cases result-
ing in non-removable singular fade state points, which also exist in other PNC
schemes.

TABLE III
DETAILS OF THE OPTIMAL MAPPING FUNCTIONS FOR 8PSK-BPSK

HEPNC

point P1, which is marked by the red dotted circle, and (2,0)
and (3,1) overlap to be another SFS point P3 marked by the red
lined circle. By the mapping function C1, (0,1) and (1,0) are
mapped to the same network-coded symbol, and the same for
(2,0) and (3,1). Thus, P1 and P3 can be removed. The other SFS
points can also be removed by the designed mapping functions
similarly.

In the MA stage, the relay obtains the two source-relay’s
channel conditions Ha and Hb by channel estimations, where
Ha and Hb are complex numbers. By the definition Hb/Ha =
γ exp( jθ), γ and θ can be obtained. Then the relay can select
the optimal mapping function C according to Fig. 2 referring to
parameters γ and θ , and find the details of the mapping func-
tion C including the many-to-one mapping and relay labeling by
Table II. For example, when γ < 0.5, θ ∈ (0, π

4 ) and ( 7π
4 , 2π),

the optimal mapping function C1 should be applied, and the
details of the mapping function C1 can be found according to
Table II, which is the same as the mapping function used in
Fig. 1(b). If C2 or C3 is found to be optimal, the first row of the
mapping function is not changed, i.e., F(sa, 0)=sa , and only
the second row is changed accordingly. Note that, the mapping
functions C1 and C2 are non-linear, but C3 is linear [31]. In other
words, HePNC can be possibly applied for both non-linear and
linear PNC mapping. Please refer to [31] for more discussions
about the optimization of the linear PNC design.

D. Further Discussion on Higher-Order Modulation HePNC

For other higher-order modulation HePNC, such as 8PSK-
BPSK and 16QAM-BPSK HePNC, the optimal many-to-one
mapping and relay labeling can also be obtained by the Closest
Neighbor Clustering algorithm and exhaustive search as dis-
cussed above. However, as the set size of the superimposed
signals increases for higher-order modulation HePNC, the num-
ber of the optimal mapping functions increases especially when
γ is large, which increases the complexity of the mapping
function selection and the relay needs to change the mapping
function frequently.

Simplified mapping function C designs for 8PSK-BPSK
and 16QAM-BPSK HePNC are shown in Figs. 5(a) and 5(b),
respectively. Table III shows the details of the 8PSK-BPSK
HePNC mapping function design. The mapping details of
16QAM-BPSK HePNC is omitted due to the space limit. The
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Fig. 5. Mapping functions for 8PSK-BPSK and 16QAM-BPSK HePNC.

procedure of obtaining Fig. 5(a) and Table III is summarized as
follows:

1) When γ <0.5, obtain the optimal many-to-one map-
ping set F = {F1, · · · , F8} by the Closest Neighbor
Clustering algorithm.8

2) When γ >0.5, given γ and θ , find all of the pairwise sym-
bol pairs (s1, s2) and (s′

1, s′
2) satisfying the conditions

that they have the smallest Euclidean distance and satisfy
the Latin square constraint, i.e., s1 �= s′

1 and s2 �= s′
2. Note

that several pairwise symbol pairs may satisfy the above
two conditions.

3) Generate a temporary mapping way Ftemp(s1, s2)=
Ftemp(s′

1, s′
2), Ftemp contains the mapping ways for all

the pairwise symbol pairs obtained in step 2.
4) Check whether Ftemp(s1, s2)=Ftemp(s′

1, s′
2) can be

included by the existing many-to-one mapping in set F.
5) If any many-to-one mapping Fi (Fi ∈ F) includes Ftemp,

update Ftemp = Fi ; if none of the existing many-to-one
mapping includes Ftemp, generate a new many-to-one
mapping F9, update F9 = Ftemp, and put F9 into set F.

6) Repeat steps 2, 3, 4 and 5, and obtain all the many-to-one
mapping F = {F1, · · · , F10}.9

7) For all F = {F1, · · · , F10}, label the mapping results by
F(sa, 0)=sa , label F(sa, 1) according to the determined
F, and obtain mapping functions {C1, · · · , C10}.

Similarly, the mapping functions for 16QAM-BPSK HePNC
as shown in Fig. 5(b) can be obtained. For 8PSK-BPSK and
16QAM-BPSK HePNC, for all the many-to-one mappings, we
can use exhaustive searching to find the optimal relay labeling
F(sa, 0) = sa , sa ∈Z2ma .

With the increase of γ , the size of BPSK circles would go
larger, and the constellation points on the received constella-
tion map at the relay can superimpose on each other which
leads to more errors. Higher-order modulation HePNC can
only be supported when γ is small enough. To initialize the
HePNC transmission, and a HePNC scheme should be selected
first according to the SNR of the two source-relay links and
the data exchange ratio requirements, which is similar to the

8The threshold γ = 0.5 for 8PSK-BPSK HePNC is obtained by exhaustive
searching using the Closest Neighbor Clustering algorithm, and the theoretical
proof is similar to that analyzed in Sec. IV-C to obtain the threshold γ = 0.5
for QPSK-BPSK HePNC.

9F9 and F10 are generated because they cannot be included by the existing
many-to-one mapping in set F.

concept of adaptive modulation. In the initialization of HePNC,
the source nodes report the requirements of the data amount
needed to be exchanged individually, and then the relay esti-
mates the two source-relay channel conditions and determines
the modulations applied by the sources by jointly considering
the two source-relay channel conditions and the data exchange
requirements, and feedbacks the modulation configuration to
the sources. Generally speaking, the source node who wants
to exchange a larger amount of data should have a source-
relay link with relatively better channel condition, which can
be satisfied when an appropriate relay node is selected for the
sources.

V. ERROR PROBABILITY ANALYSIS

In this section, we analyze the error performance of QPSK-
BPSK HePNC10. We use the techniques introduced in [38]–
[41] and calculate the error probabilities of RER and bit
error rate (BER) of QPSK-BPSK HePNC under AWGN chan-
nels, and obtain a performance bound under Rayleigh fading
channels.

A. Relay Mapping Error Analysis

We study the RER performance of the QPSK-BPSK HePNC
system under AWGN channels first. The Rayleigh fading
effect will be discussed in Sec. V-C. Denote the SNR for
link Lar and Lbr as SNRar and SNRbr , respectively11.
Denote �SNR(dB) = SNRar (dB) − SNRbr (dB). Considering
path loss, the average received SNR of all links are inversely
proportional to the link distance to the power of the path loss
exponent α. By derivation, we have

γ = |Hb|/|Ha | = 10(−�SNR(dB)/20). (8)

Considering a complex plane, Fig. 6 shows the received con-
stellation map at the relay and the decision boundaries for

constellation point C when γ ∈ (0,
√

2
2 ) and θ ∈ (0, 2π). Note

that C represents the symbol pair (Sa, Sb)=(1, 0), which is
also used in the example introduced in Fig. 1. For all γ ∈
(0,

√
2

2 ), BPSK circles always lie in each quadrant, and the deci-
sion boundaries as shown in Fig. 6 are always valid. When γ >√

2
2 , BPSK circles would cross X and Y axes; thus, new deci-

sion boundaries are needed. According to (8), when �SNR=
3 dB, γ ≈

√
2

2 , so γ ∈ (0,
√

2
2 ) covers the range �SNR ≥ 3 dB,

which is suitable for QPSK-BPSK HePNC, as the SNR differ-
ence between QPSK and BPSK modulations to maintain a raw
symbol error rate (SER) lower than 10−3 is about 3 dB.

Each symbol pair (Sa, Sb), Sa ∈Z4 and Sb ∈Z2, has the same
transmitting probability 1

8 , and the expected received constel-
lation map has the symmetric feature considering θ ∈ [0, 2π)

with a uniform distribution. Thus, the RER performance can

10For higher-order modulation HePNC, the received constellation map at
the relay contains more symbol pairs, i.e., 2m1+m2 , which introduces more
complexity to error performance analysis by the technique in [38]–[41].

11SNR denotes the numerical ratio of the received signal’s power over the
noise’s power 2σ 2, except the cases we specify the SNR in terms of (dB).
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Fig. 6. Decision boundaries for γ ∈ (0,

√
2

2 ) and θ ∈ (0, 2π).

be calculated by only considering one symbol pair, e.g., the
constellation point C. Then by calculating all θ ∈ [0, 2π), all
the cases are considered. We use Fig. 6(a) as an example to
illustrate. C is the expected received constellation point, and
Ron may demodulate (Sa, Sb) as A, D, E and F falsely due to
the noise. The coordinates of the constellation points from A to
H are obtained by

HaMma (s1)+HbMmb (s2), for all s1 ∈Z4, s2 ∈Z2. (9)

Points M, N and I are used for auxiliary calculation, so they
are not the practical constellation points. The coordinates of
points M, N and I are given by⎧⎪⎪⎨

⎪⎪⎩
M = [−Hb

sin2(θ)
cos(θ)

+
√

2
2 Ha(

sin(θ)
cos(θ)

− 1)] + j[Hb sin(θ)],

N = [−Hb sin(θ)] + j[Hb sin(θ)],

I = [Hb cos(θ)] + j[
√

2
2 Ha(

sin(θ)
cos(θ)

+ 1) − Hb
cos2(θ)
sin(θ)

].

Denote the error probability of mapping the desired constel-
lation x1 to the error constellation point x2 as Px1x2 , and denote
the Euclidean distance between x1 and x2 as Dx1x2 . We obtain
the error probabilities by⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

PC A = 1
2π

∫ � AC M+ π
2

0 exp(
−(DC A/2)2

2σ 2 sin2(θ ′) )dθ ′,

PC F = 1
2π

∫ � MC N
0 exp(

−(DC F /2)2

2σ 2 sin2(θ ′+� C M N )
)dθ ′,

PC D = 1
2π

∫ � NC I
0 exp(

−(DC D/2)2

2σ 2 sin2(θ ′+� C N I )
)dθ ′,

PC E = 1
2π

∫ π
2 −� I C E

0 exp(
−(DC E /2)2

2σ 2 sin2(θ ′+ π
2 +� I C E)

)dθ ′.

The RER calculation also needs to consider the positive influ-
ence of the adaptive mapping functions, as partial demodulation
errors can be corrected by the many-to-one mapping scheme
discussed in Sec. IV-A. Errors of PC D , PC B and PCG can be
corrected by the mapping functions C1, C2 and C3, respectively.

Denote RERi , i ∈ {1, · · · , 8}, as the relay mapping error for
case i . RER1 can be calculated by

RER1 =
1

2π
[
∫

θ∈(0, π
4 )

(PC A+PC F +PC E )dθ +
∫

θ∈( π
4 −η, π

4 )

PC D dθ ].

(10)
Summing all RERi obtains the overall RER = ∑8

i=1 RERi .
Note that for different RERi , the decision boundaries and
adaptive mapping functions should be jointly considered.

The error probability of PC A exists in all RERi , and PC A

indicates the rate of errors happened within the BPSK circle,
which is

PC A = Pr{Sr = C(Sa, 1 − Sb)}. (11)

When γ ∈(0,
√

2
2 ), DC A =|Hb| is always the smallest

Euclidean distance between the two symbols in the received
constellation map that contributes to most errors, as other sym-
bol errors due to smaller symbol Euclidean distances than
DC A can be corrected by the adaptive mapping function C.
Thus, according to the minimum distance criterion, the overall
RER can be estimated by only considering the error probabil-
ity PC A = Q[ Hb

σ
] = Q[

√
2 · SNRbr ] when γ is small enough,

where Q[.] is the Q function.

B. System End-to-End BER Analysis

Denote BERab and BERba as the end-to-end BER from Alice
to Bob and Bob to Alice, respectively. Denote BERall as the
overall BER. For QPSK-BPSK HePNC, we have BERall = (2 ·
BERab + BERba)/3.

For simplicity, let α1 = (1 − Q[
√

2 · SNRar ])2 and α2 =
(1 − Q[

√
2 · SNRbr ])2, which denote the probabilities that

there is no error in the transmissions over Lar and Lbr respec-
tively in the BC stage. The probability that Ron obtains a
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Fig. 7. Simulation and theoretical results under AWGN channels.

correct network-coded symbol Sr = C(Sa, Sb) equals 1-RER.
If Sr �= C(Sa, Sb), it is counted as an error event. BERba and
BERab can be estimated by

BERba ≈
{

(1 − RER)(1 − α1), whenSr = C(Sa, Sb),

RER, whenSr �= C(Sa, Sb),

(12)

BERab ≈
{

(1 − RER)(1 − α2)/2, whenSr = C(Sa, Sb),

RER/2, whenSr �= C(Sa, Sb)
.

(13)

Then we can estimate BERall by

BERall ≈ 2 · RER + 2 · Q[
√

2 · SNRbr ]

3
. (14)

Note that in (13), when Sr =C(Sa, Sb), we apply the con-
clusion from the relay labeling design, i.e., Bob can still
successfully receive one bit from Alice if an error happens in
any of the two transmissions over Lbr in the BC stage. Fig. 7
shows the theoretical and simulation results for QPSK-BPSK
HePNC under AWGN channels, with fixed SNRbr =10 dB.
When SNRar is small, the BPSK circles are relatively large
which leads to a larger RER; when SNRar is large, the RER
performance is mainly determined by Q[

√
2 · SNRbr ], and the

errors that happen in the bottleneck link Lbr dominate the
performance of the BC stage.

C. Rayleigh Fading Channels

We analyze the RER performance under the Rayleigh fad-
ing channels in this subsection. Denote the probability den-
sity function (PDF) of Rayleigh distribution as f (x, δ) =
x
δ2 exp (−x2

2δ2 ), with the mean E(x) = δ
√

π
2 . Denote the PDF

of channel gains Ha and Hb as f (Ha, δ2) and f (Hb, δ1),
respectively. The PDF of γ can be calculated by

PDF(γ ) =
∫ ∞

0
Ha f (Haγ, δ1)dHa = 2γ δ1

2δ2
2

(δ1
2 + δ2

2γ 2)2
. (15)

The PDF(γ ) and the cumulative distribution function (CDF) of
γ , CDF(γ ), are shown in Fig. 8. When �SNR is large,

Fig. 8. PDF and CDF of γ .

γ is within the range of (0,
√

2
2 ) with a higher probability,

e.g., when �SNR = 15 dB, CDF(γ =
√

2
2 )=94.04%. We can

conclude that, in the Rayleigh fading channels, the RER of
QPSK-BPSK HePNC is upper bounded by∫ ∞

0
f (Hb, δ2)Q

[
Hb

σ

]
dHb, (16)

which is derived as follows. Under the Rayleigh fading chan-
nels, RER can be expressed as∫ ∞

0

∫ ∞

0
f (Hb, δ2)PDF(γ ) frer (Hb, γ )dHbdγ,

where frer (Hb, γ ) denotes the RER expression related to

parameters Hb and γ . When γ ∈ (0,
√

2
2 ), with the minimum

distance criterion and the analysis for (11), we have∫ ∞

0

∫ √
2/2

0
f (Hb, δ2)PDF(γ )Q

[
Hb

σ

]
dHbdγ < RER;

when γ >
√

2
2 , DC A is not the smallest Euclidean distance and

PC A no longer dominates the system performance, so we have∫ ∞

0

∫ ∞
√

2/2
f (Hb, δ2)PDF(γ )Q

[
Hb

σ

]
dHbdγ < RER.

Thus, we have
∫ ∞

0 f (Hb, δ2)Q[ Hb
σ

]dHb < RER. Note that
for other BPSK-based HePNC, the above performance upper
bound also holds. For higher-order modulation HePNC, the
Euclidean distance between the BPSK circles DC A no longer

dominates the system performance when γ <
√

2
2 . Thus, we can

still obtain the same conclusion by the above analysis.

VI. PERFORMANCE EVALUATION

In this section, the performance of HePNC in asymmetric
TWRC is evaluated. In the simulations, the relay is located on
the line segment between the two sources. We let all nodes
transmit signals with the same symbol energy Es and set the
average received SNR of all links be proportional to d−α ,
where d is the link distance and the path loss exponent α=
3. Phase shift difference θ is uniformly distributed between
[0, 2π).

In the following, we first study the RER and the system
BERall performance of the proposed HePNC and JMR2 under
both AWGN and Rayleigh fading channels, where JMR2 [27]
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Fig. 9. Error rate with fixed SNRbr in AWGN channels.

Fig. 10. Error rate with fixed SNRbr in Rayleigh fading channels.

is the existing state-of-the-art solution, which does not use
adaptive mapping. Then we study the optimal relay location
issue. Further, we discuss how to maximize the throughput and
minimize the energy consumption by jointly considering the
modulation combination for the sources and the ratio of source
data loads.

A. Error Performance With Fixed SNRbr

Fig. 9 compares the error performance of HePNC and JMR2
under AWGN channels, where we fix SNRbr =7 dB and grad-
ually increase SNRar . Fig. 9(a) shows the error performance
of QPSK-BPSK HePNC and QPSK-BPSK JMR2. For QPSK-
BPSK HePNC, RER and BERall monotonously decrease with
the increase of SNRar , and the RER performance converges
to Q[

√
2 · SNRbr ] as shown by the red solid line. For QPSK-

BPSK JMR2, RER and BERall increase first and then decrease,
because for different �SNR, the single mapping function
may suffer a larger error probability for certain structures of
the received constellation map. Adaptive mapping applied in
HePNC can adjust the mapping functions suitable to the current
received constellation map. From the figure, ensuring BERall

below 10−3, the proposed HePNC achieves 3 to 5 dB gain
compared to JMR2. For the RER and BERall performance in
QPSK-BPSK HePNC, when SNRar is small, BERall is lower
than RER; when SNRar goes larger, RER is lower than BERall .
This is because when SNRar is small, the BPSK circles on the
received constellation map are relatively large, so the constella-
tion points are close to or even overlap each other, which leads

to a higher BER. When SNRar is large, the BPSK circles are
relatively small, and the errors that happen in the bottleneck
link Lbr dominate the performance of the BC stage.

Figs. 9(b) and 9(c) compare the performance of HePNC and
JMR2 with 8PSK-BPSK and 16QAM-BPSK. For a higher-
order modulation HePNC, a larger �SNR is needed to main-
tain the same BER and RER levels compared to the lower-
order QPSK-BPSK HePNC. Given the same SNRbr , with the
increase of SNRar , the RER performance of all the schemes
converge to the error rate determined by Q[

√
2 · SNRbr ], and

BERall is bounded by (14); however, the HePNC schemes
converge monotonously and more quickly than JMR2.

Fig. 10 shows the performance of HePNC and JMR2 under
Rayleigh fading channels. We fix SNRbr =25 dB and grad-
ually increase SNRar . When �SNR is large, the RERs of
HePNC schemes converge to the error rate bounded by (16)
as shown by the solid lines. However, HePNC does not have
as high performance gain over JMR2 as that in the AWGN
case. Because under the Rayleigh fading channels, γ ∈(0, ∞)

with PDF(γ ) is shown in (15). The channel condition of Lar

cannot be guaranteed always better than that of Lbr , and the
HePNC transmission may suffer a higher error rate for cer-
tain values of γ . Thus, if possible, the sources should apply
adaptive modulation for HePNC according to the channel con-
ditions. Fig. 10(a) also compares the error performance of
QPSK-BPSK HePNC with BPSK-BPSK PNC. Under Rayleigh
fading channel, the singular fade state affects the error perfor-
mance of HePNC. Generally speaking, the error performance of
higher-order modulation will result in worse error performance
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Fig. 11. HePNC performance with fixed SNRab .

with the same value of SNRar . For example, when SNRar =
34dB, the BER for BPSK-BPSK converges to the minimum,
around 0.001, while that for 16QAM-BPSK is around 0.002.
Furthermore, when SNRar is large enough, the RER perfor-
mance of BPSK-BPSK PNC and HePNC converge to the same
value (determined by SNRbr ) because the error performance
is dominated by the errors happened within one BPSK circle.
Note that the BER performance of HePNC is slightly better
than BPSK-BPSK PNC in the higher SNRar region. This is
because for HePNC, even the relay broadcasts an erroneous
network-coded symbol, source node B still has a probability
to correctly obtain a part of bits in the higher-order modulation
symbols.

From Figs. 9 and 10, it is observed that a proper HePNC
scheme should be selected according to the channel conditions
of both the source-relay links. For example, in Fig. 9(a), SNRbr

of the bottleneck link is 7dB, which can support the single hop
BPSK modulation with BER less than 10−3 as shown by the
solid line. However, if SNRar equals or is close to 7dB, the
system BER performance of the QPSK-BPSK HePNC scheme
is still much higher than 10−3. Similar to the idea applied
by the well known adaptive modulation, the HePNC system
should consider both the two source-relay channel conditions
and the data exchange ratio requirements to select the HePNC
schemes. In Sec. VI-B, the suitable relay locations for dif-
ferent HePNC schemes will be obtained, and Sec. VI-C will
study the throughput achieved for different data exchange ratio
requirements.

B. Optimal Relay Issue With Fixed SNRab

We study how the relay’s location influences the system error
performance in a TWRC scenario where the relay is located on
the line segment between the two sources. We fixed the dis-
tance between Alice and Bob as 600m. Denote the distance
between Alice and Ron as Dar , and we gradually increase Dar

by moving the relay from Alice towards Bob. Here, all chan-
nels are assumed AWGN ones. Note that, different from the
scenario in Sec. VI-A, where error performance is studied by
fixing SNRbr , here with the increase of Dar by given SNRab,
SNRar is smoothly reduced and SNRbr is smoothly increased.

Figs. 11(a) and 11(b) show the HePNC error performance
with fixed SNRab =0 dB and 3 dB, respectively. In Fig. 11(a),
we consider BERall as the system performance index, and
there are optimal relay locations existing for QPSK-BPSK,
8PSK-BPSK and 16QAM-BPSK HePNC at Dar =240m, 200m
and 170m, respectively. To compare with the symmetric PNC
scheme, the green curves show the performance of symmetric
BPSK-BPSK PNC, for which the optimal relay locates in the
middle of the sources i.e., Dar = 300m. Note that for 8PSK-
BPSK and 16QAM-BPSK HePNC, RERs are minimized when
Dar = 200m and 150m. Thus, at the optimal relay locations
where the system performance is optimized in terms of BERall ,
the RER performance may not be optimal. Before reaching the
optimal relay locations, BERall decreases first thanks to the
improvement of the bottleneck link SNRbr . After the optimal
relay location, BERall becomes worse because SNRar can-
not further support the higher-order modulation, and the BPSK
circles become so large that they lead to more errors.

The underlying reason why the optimal relay locations exist
can be observed from Fig. 1(b). Dar determines the structure
of the received constellation map at the relay, i.e., smaller Dar

leads to smaller BPSK circles, and larger Dar leads to larger
BPSK circles. When the BPSK circles are too small, the errors
happened within one BPSK circle cause a worse RER perfor-
mance; when the BPSK circles are too large, errors happened
between different BPSK circles would cause a higher RER.
Thus, there exists an optimal location of the relay to minimize
the RER performance, which further affects the overall BER
performance of the system. In summary, given the traffic load
and the locations of the two source nodes, we can identify the
optimal relay location and select the best relay. Then given the
relay location and conditions of two source-relay channels, we
can configure the modulation accordingly.

Comparing different HePNC schemes, the optimal relay
locations of higher-order modulation HePNC have a smaller
Dar since a larger SNRar is needed to support the higher-order
modulation. When Dar is small, e.g., Dar ∈(80m, 140m), the
RER performance of different HePNC schemes including the
symmetric BPSK-BPSK PNC scheme are the same, because
RER is dominated by the bottleneck SNRbr , and it can be
estimated by Q[

√
2 · SNRbr ]. Thus, HePNC can support the
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Fig. 12. Throughput upper bound and energy efficiency.

asymmetric data exchange ratio12 with the same error perfor-
mance comparing to the symmetric BPSK-BPSK PNC scheme.
BERall of 8PSK-BPSK HePNC performs worst due to that the
circle-shape constellation map has worse performance than the
square-shape. 16QAM-BPSK HePNC performs best in terms of
BERall because more bits can be successfully exchanged when
errors happen in the BC stage thanks to Gray mapping.

Fig. 11(b) shows the performance of different HePNC
schemes with SNRab =3 dB. The relay locations where RER
and BERall are minimized change slightly, and the overall
error performance is improved. Considering BERall , the opti-
mal relay locations for QPSK-BPSK and 8PSK-BPSK HePNC
remain the same. For 16QAM-BPSK HePNC, the optimal relay
location changes to Dar =160m. Thus, to optimize the HePNC
system, both of the MA and BC stages should be considered, as
errors in the BC stage also affect the system performance.

C. Throughput and Energy Efficiency

In this section, the throughput upper bound and energy effi-
ciency of HePNC and symmetric BPSK-BPSK PNC are studied
and compared in an asymmetric TWRC scenario. We also con-
sider asymmetric data loads of the sources. Let Sza denote the
data load from Alice to Bob, and Szb vice versa. μ = Sza/Szb

indicates the degree of traffic asymmetry. In addition, it is also
assumed that the source node with the better link to the relay
always has more data to send13. For simplicity, we define one
slot equals the symbol duration. Note that, in the initialization
of HePNC configuration, the relay needs to jointly consider the
two source-relay channel conditions and the data exchange ratio
requirements, which can be done by firstly transmitting requests
from the sources to the relay individually including the data
amount needed to be exchanged, and then the relay feedbacks
the determined modulation scheme to the sources.

For a fair comparison, we consider three channel conditions:
CH1, CH2 and CH3, in which link Lar can support QPSK,

12HePNC may support a higher throughput comparing to the symmetric PNC
for the asymmetric data exchange ratio as discussed in Sec. VI-C.

13For example, Lar has a higher average SNR than Lbr and μ ≥ 1. For the
case μ < 1, HePNC can still be used but the throughput and energy gains over
the existing PNC are not as obvious.

8PSK and 16QAM, respectively, with a negligible error rate,
and link Lbr can only support BPSK. In CH3, if not all the
Alice’s (or Bob’s) bits can be transmitted by using the HePNC
or BPSK-BPSK PNC scheme, the leftover bits are sent to Bob
(Alice) through Ron in two hops using 16QAM and BPSK over
Lar and Lbr , respectively. Similarly, Lar is assumed to sup-
port up to QPSK and 8PSK for CH1 and CH2, respectively,
with negligible error rates. Note that for the symmetric PNC,
both source nodes can only use BPSK modulation due to the
bottleneck link Lbr .

Fig. 12(a) shows the throughput (bit/slot) upper bound of
three HePNC schemes and the BPSK-BPSK PNC scheme
under different traffic asymmetry μ. For BPSK-BPSK PNC,
when μ = 1, it achieves the highest throughput, 1 bit/slot;
With the increase of μ, its throughput reduces, which indicates
BPSK-BPSK PNC is not suitable to support the asymmetric
data loads exchange. For the HePNC schemes, all the through-
put curves increase first till reaching the maximum, 1 bit/slot,
and then reduce to stable levels. QPSK-BPSK, 8PSK-BPSK
and 16QAM-BPSK reach their maximum when μ = 2, μ = 3
and μ = 4, respectively. This is because all the bits can be
exchanged using HePNC with a high efficiency when μ equals
the optimal value and no bit has to be sent using the two-hop
relay path.

To generalize how to choose HePNC suitable to various μ,
under the constraints of the channel quality, it is most desir-
able to use 2μ-PSK or QAM and BPSK modulation scheme for
Alice and Bob, respectively. While μ is a non-integer, hybrid
HePNC with different modulations over the Alice–Ron link
can be used. Assuming link Lar can support 2�μ�PSK–BPSK
modulation (e.g., 16QAM), we can combine the HePNC using
2�μ�PSK-BPSK and 2�μ�PSK–BPSK to achieve the through-
put of 1 bit/slot, e.g., when μ = 3.5, 8PSK-BPSK HePNC and
16QAM-BPSK HePNC can be combined with a ratio of 1:1.
Note that when both source-relay links can support 2m-PSK or
QAM (for m > 1), the throughput can be higher than 1 bit/slot.

In Fig. 12(b), the energy efficiency is evaluated in terms
of per bit end-to-end energy consumption, which measures
the average energy consumption for each bit being delivered
from the source to the destination. In the simulation, the sym-
bol energy is assumed to be a constant Es . As shown in
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Fig. 12(b), HePNC also achieves a higher energy efficiency
than PNC. Obviously, for different modulation combinations,
the highest energy efficiency of HePNC is achieved when μ =
max(ma, mb), e.g., μ = 4 for 16QAM-BPSK HePNC. One
possibility to further improve the efficiency is to piggyback
some bits from the relay node to the one with a better channel
condition [42].

VII. CONCLUSION

In this paper, HePNC has been proposed to improve the effi-
ciency in asymmetric TWRC scenarios, where the two source
nodes have unbalanced traffic loads and their link conditions
to the relay node are heterogeneous. We have investigated and
presented three sample designs of HePNC, including QPSK-
BPSK, 8PSK-BPSK and 16QAM-BPSK HePNC. We have
introduced the HePNC design including how to optimize the
many-to-one mapping and how to design the relay labeling
process. The error performance of QPSK-BPSK HePNC has
been analyzed under both AWGN and Rayleigh fading chan-
nels. The performance of HePNC system has been evaluated,
and we obtained the optimal relay locations for the line topol-
ogy. The throughput upper bound and energy efficiency analysis
have demonstrated that HePNC can improve the spectrum and
energy efficiency compared to the traditional homogeneous
PNC schemes and the previous non-homogeneous scheme
JMR2.

There are many open issues worth further investigation to
fully understand the performance and application of HePNC.
First, in a real network, fast fading may affect the HePNC’s end-
to-end BER performance as γ will change frequently, which
may result in more frequent changes of the adaptive mapping
functions and possibly more overheads. Second, although our
proposed HePNC can enhance the throughput and energy effi-
ciency compared to the symmetric PNC in asymmetric TWRC,
multiple slots are needed to broadcast the network-coded sym-
bol in the BC stage to guarantee the reliable transmission,
which still limits the overall throughput of the HePNC schemes.
How to effectively utilize the better link’s transmission capacity
in the BC stage is worth further research. One possible method
is to apply the hierarchical modulation to piggyback bits on the
network-coded symbol, which can achieve the bit transmissions
from the relay to the source with the better source-relay channel
condition in the BC stage. Third, the end-to-end channel coding
can be integrated into HePNC naturally, and how to integrate
the channel coding into the proposed HePNC in a link-to-link
manner is still an open issue.
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