Loss-Aware Throughput Estimation Scheduler for Multi-Path TCP in Heterogeneous Wireless Networks

Wenjun Yang®, Graduate Student Member, IEEE, Pingping Dong®, Lin Cai®, Fellow, IEEE, and Wensheng Tang®

Abstract—Multi-path TCP (MPTCP) is increasingly popular with the widespread usage of multihomed devices. MPTCP allows data streams to be delivered across multiple simultaneous connections, providing higher bandwidth aggregation and throughput in comparison with single-path TCP. However, due to the path heterogeneity and packet losses, the occurrence of Out-of-Order (OFO) packets is inevitable for MPTCP. Although many approaches have been proposed to mitigate OFO, most of them focused on compensating path delay differences but not considered the impact of packet loss. In this paper, we take the first step towards analyzing the impact of packet loss on OFO, and propose Loss-Aware Throughput Estimation scheduler, LATE. LATE comprehensively considers each subflow’s path characteristics and protocol parameters including Round Trip Time (RTT), congestion window (cwnd), and loss rate, to predict the data amount that can be sent over each subflow at a given time and determine wisely which segments should be allocated to which subflows. Experimental results show that LATE achieves a gain of 5.13% in mean goodput with long-lasting flows while reducing the completion time of short flows by about 26.68% compared to the state-of-the-art scheduler for MPTCP.
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I. INTRODUCTION

MOBILE devices gain popularity, while the majority of them are equipped with multiple interfaces (e.g., 4G and Wi-Fi), requiring multipath transport protocols that can leverage multiple wireless paths to transfer data concurrently. Multi-path TCP (MPTCP) [1], a representative multipath transport protocol, has been proposed and adopted by IETF to not only enhance reliability in dealing with path failures but also achieve higher end-to-end throughput by concurrent multipath transfer (CMT) [2].

However, out-of-order packets at the receiver is a common problem for MPTCP [3]–[5]. Given the different characteristics of different paths in terms of path delay, bandwidth, and loss probability, packets transmitted over different paths may experience a different end-to-end delay, so a packet with a higher sequence number may arrive at the receiver earlier than that with a lower sequence number, namely, the Out-of-Order (OFO) problem [6]–[8]. The high transmission error rate in wireless networks is another cause of OFO [9]–[11]. If a packet with a lower sequence is lost and cannot arrive at the receiver timely, a receiver may have to store a large number of out-of-order packets while waiting for the lost one.

When the receiver buffer is limited, the OFO packets may eventually occupy the entire buffer, stalling the sender’s transmission, resulting in the Head-of-Line Blocking (HoL-Blocking) problem [12]–[15]. It indicates that path heterogeneity and packet losses largely impair the performance of MPTCP, which is sensitive to OFO in heterogeneous lossy networks.

Recently, several solutions have been proposed to mitigate these problems. First, changing the receiver buffer, e.g., expanding it [14], [16] or splitting it [17], [18], is useful to store more out-of-order packets. However, using a larger receive buffer may lead to longer delay, not desirable for real-time data transmission [8].

Another category of solutions focused on the design of a packet pre-allocation policy that intentionally sends packets out of order while ensuring they arrive at the receiver in order. Sarwar et al. [19] presented DAPS to carefully choose and send packets based on the delay of the associated paths to receive packets in order. The principle of OTIAS [20] is the same as that in [19]. Ferlin et al. [12] showed, both analytically and experimentally that DAPS and OTIAS were unable to react upon network changes promptly due to high heterogeneity in subflow delays, and they presented BLEST to estimate whether a path will cause HoL-Blocking and dynamically adapt scheduling to prevent blocking. As these proposals did not fully address the influence of the lossy
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network. Xue et al. [21] proposed DPSAF, which considers packet loss and uses the information in SACK to detect and prevent out-of-order packets. However, with severe packet losses, MPTCP may suffer from retransmission timeout (RTO) especially when transmitting short flows [22], [23], which is not considered by DPSAF. J. Padhye et al. [24] observed that there are more timeout events than fast retransmit events in almost all of their experimental traces, and the majority of window decreases are due to time-outs, rather than fast retransmits.

In this paper, we first analyze the impact of packet losses on in-order arrival. Then we develop a novel Loss-Aware Data Estimation scheduler for MPTCP, LATE, by considering subflow’s characteristics including round trip time (RTT), congestion window (cwnd), and loss rate, to predict the data amount that can be sent out over each subflow at a given time. Therefore, we schedule different numbers and sequences of packets into each subflow ensuring in-order arrivals.

The main contributions of this paper are three-fold.

- We first theoretically and experimentally study the existing MPTCP performance, which indicates that the loss rate plays an important role in predicting each subflow’s transmission capacity within a certain time.
- To improve prediction accuracy, we propose a transmission model that comprehensively considers the situation of fast retransmission and RTO to calculate the data amount that can be sent out. Besides, all the transmission parameters, including time offset, RTT, cwnd, slow start threshold (sst) and loss rate, are also taken into consideration in the proposed estimation model.
- We not only implement LATE scheduler based on MPTCP-enabled Linux kernel to validate its performance in homogeneous wireless networks consisting of both 4G and WiFi channels in the real world, but implement LATE on basis of Network Simulator 3 (NS3) [25] to gain some insights about how LATE behaves whenever the number of subflows is greater than 2. The experimental results show that LATE outperforms the state-of-the-art DPSAF in reducing the completion time of short flows by 26.68% and increasing the mean goodput of long flows by 5.13% respectively.

The rest of this paper is organized as follows. Section II introduces the related work. Section III analyzes the impact of packet losses on in-order arrival and introduces our motivation for this paper. Section IV proposed the LATE scheduler. Section V presents the evaluation of LATE under different experimental scenes. Finally, section VI concludes this paper.

II. MPTCP AND RELATED WORK

MPTCP has been proposed for supporting multi-homing, which can offer high bandwidth and reliability [26]. In practice, its performance is impaired by several factors [27]. To mitigate the impairment, various multipath algorithms have been proposed recently in two main categories: congestion control and path scheduling.

The congestion control algorithms of MPTCP mainly focuses on adjusting the transmission rate of each subflow and shifting traffic from more congested paths to less congested ones, thereby improving the throughput and link utilization. A large number of congestion control algorithms have been developed such as Linked Increases Algorithm (LIA) [28], Opportunistic Linked-Increases Algorithm (OLIA) [29], Balanced Linked Adaptation (Balia) [30], Weighted Vegas (wVegas) [31], mVeno [32]. These algorithms rely on an arithmetic model to control the increase of each subflow’s cwnd, to balance the congestion level of them.

On the other hand, the path scheduling policy is designed to rationally split data packets over multiple paths to improve MPTCP performance [22]. There are many scheduling algorithms, such as the Lowest-RTT-First (minRTT) scheduler, Constraint-based proactive scheduling (CP) [33], Highest Sending Rate (HSR), Largest Window Space (LWS), and Lowest Time/Space (LTS) [34].

Although the MPTCP performance can be enhanced with these proposals, it still suffers from serious OFO problems, especially in lossy networks. To mitigate the impact of OFO packets on throughput, an intuitive solution is buffer management, namely, expanding the receiver buffer [14], [16], splitting the buffer space of receiver [17], [18] or predicting the appropriate buffer size over time [35] to accommodate much more OFO packets, so the receiver cache will not be fully occupied and stalled by a large amount of OFO packets. These solutions consider the trade-off between large buffer size and fixed capacity with limited buffer size. However, using a larger receive buffer may lead to longer delay, not desirable for real-time data transmission [8].

Then, researchers start to focus on designing a pre-allocate packet policy that intentionally sends packets out of order to arrive in order. Delay-Aware Packet Scheduler (DAPS) [19] determines which segments should be sent over which subflows by considering both forward delay and cwnd of each subflow, to make segments arrive in order. OTIAS [20] evaluated and extended the idea of DAPS to schedule more segments on a fast subflow. Queues may build up at each subflow under the assumption that these segments will be sent as soon as there is space in the cwnd for the subflow. However, no consideration is given to segment reinsertion if a certain path is blocking the connection [12]. This situation motivates Ferlin et al. [12] to present BLEST to resolve the problem of HoL-Blocking caused by OFO packets. Rather than stopping the slow subflows, BLEST estimates whether the slow path will cause HoL-blocking and dynamically schedules the packets over certain subflows to prevent blocking. These existing algorithms can reduce OFO number and improve network throughput, yet they suffer from significant performance degradation when the path heterogeneity is too large or losses occur frequently. Thus, Xue et al. [21] proposed DPSAF, which combines a loss-based throughput estimation model and SACK information to detect and prevent out-of-order packets. However, DPSAF considers only two cases: no packet loss and fast retransmission but not RTO, where RTO is typically set to several times of RTT, leading to severe performance degradation. On the other hand, DPSAF chooses the maximum probability of different cases to conduct the estimation, which cannot appropriately show the expected value of data
amount and lose some accuracy accordingly. Although the analysis on TCP’s average throughput has been heavily investigated [36]–[38], for MPTCP, the analytical model should capture the instantaneous rate and latency, which remains an open issue and motivates this work. In this paper, we develop a new prediction model that comprehensively considers slow start, congestion avoidance, lost recovery phases to assist the scheduler to ensure in-order arrival at the receiver side.

III. MOTIVATION

We first study the performance of the state-of-the-art scheduling algorithm BLEST, to analyze the problems of those prediction algorithms which do not consider packet loss. BLEST mainly pursues the goal of making segments arrive in order, thus mitigating the problem of HOL-Blocking caused by OFO packets. BLEST is formulated for a scenario with two classes of subflows, i.e., fast subflow \( \text{subflow}_i \) and slow subflow \( \text{subflow}_j \). The basic idea of BLEST is to prevent the amount of data being sent from the sender from surpassing the available space of the receiver buffer, so it introduces a variable named total MPTCP send window \( MPTCP_{sw} \), which equals to the receiver window \( rwnd \). BLEST specifies that the sum of cwnd of \( \text{subflow}_i \) and that of \( \text{subflow}_j \) cannot exceed \( MPTCP_{sw} \).

See Fig. 1a for an example, assume that the available send window \( MPTCP_{sw} \) is 20 packets at packet scheduling time \( t \), the RTT of \( \text{subflow}_i \) and \( \text{subflow}_j \) are 10 ms and 20 ms respectively, and both of the cwnds are 5 packets. According to the estimation of BLEST, \( \text{subflow}_i \)'s cwnd is increased by 1 for every RTT, as it is in congestion avoidance, this will last for two rounds within RTT. Consequently, segments from 1 to 11 will be in flight on \( \text{subflow}_i \), and segments from 12 to 16 will be in flight on \( \text{subflow}_j \). Ideally, at time \( t' \) when packets 1-11 arrive at the receiver, new packets 12-16 also arrive at the same time, so there is no disordered packet at the receiver at time \( t' \).

However, in the lossy heterogeneous network, this ideal situation discussed above may not hold. We assume that a packet (e.g., packet 1) is lost during the transmission over \( \text{subflow}_i \), MPTCP sender has to recover the lost one in the next round through the recovery mechanism, namely fast retransmission or RTO. No matter which recovery mechanism is used, packets 6-11 cannot all reach the receiver earlier than packets 12-16, as described in Fig. 1b, as the MPTCP sender has to retransmit the lost packet but not to send new packets 6-11 in the second round. Therefore, these estimation models are not suitable for lossy networks.

We further conduct some experiments based on the Linux testbed to verify the impact of loss rate on BLEST. Here the file size of the transmitted data is set to 1MB, and the loss rates are set to 0, 0.5%, 1%, 3%, 5% respectively. As shown in Fig. 2, with the increase of packet loss rate, the mean goodput of both TCP and BLEST decreases, while BLEST achieves a higher average goodput than TCP as it can leverage multiple paths to transmit data concurrently. However, when the loss rate goes up to a high value, the average goodput of BLEST decreases more drastically than TCP. We can observe that the multipath transmission protocol is more susceptible to packet loss.
To reveal this cause of BLEST’s performance degradation, we count the number of OFO packets at the receiver to make a comparison between TCP and BLEST. The results are shown in Fig. 3. Compared with BLEST algorithm, the number of OFO packets of TCP is always lower. When the loss rate is small (e.g., 0 or 0.5%), the number of OFO packets is 20 at most, it is not enough to occupy all of the receiver caches to block transmission progress as the default receiver buffer size is 65536 bytes in Linux kernel, so it has little influence on BLEST in terms of the mean goodput in this situation. However, when the packet loss rate exceeds 1%, the number of OFO packets increases significantly, and a large number of OFO packets occupy the cache of the receiving side. The sender window, which is given by min{rwnd, cwnd}, consequently becomes extremely small, and the mean goodput of BLEST decreases largely.

Based on the above analysis, we conclude that utilizing RTT only to schedule packets over each subflow is insufficient. It motivates us to design a more accurate model to pre-allocate data packets out of order to minimize OFO arrival.

IV. THE PROPOSED ALGORITHM LATE
To effectively reduce the OFO number at the receiver within a certain period $T_i^j$ which is visually reflected in Fig. 1, i.e., the elapsed time from time $t$ to $t'$ that can be roughly set as $RTT_j/2$, in this section, we first utilize MPTCP with two subflows, i.e., $subflow_i$ and $subflow_j$, to formulate a loss-based transmission model that accurately estimates the amount of data transmitted over fast subflow ($subflow_i$). Without loss of generality, we then elaborate on how LATE works for MPTCP with more than two subflows, as well as how it selects packets from the sending pool for each subflow based on the former prediction.

A. Packet Loss vs Round Trip Time
During MPTCP transmission process, four intertwined phases, i.e., slow start, coupled congestion avoidance, fast retransmit, and RTO, involve in congestion control and data recovery. To estimate the data amount of $subflow_i$ at a given time, here we first give a discussion about these phases.

According to the TCP transmission model, if there is no packet loss in one round, all packets of this round would arrive at the receiver successfully after $RTT_i/2$, and the next round will step into the slow start or congestion avoidance phase accordingly. This situation is shown in Fig. 4a. However, if one packet loss happens, the MPTCP sender has to recover from the lost one through fast retransmit or RTO. Once the MPTCP sender receives a certain number (i.e., three) of duplicated ACKs (dupACKs), it reacts quickly to retransmit the lost packets, namely fast retransmit, which spends almost $RTT_i + RTO_i/2$ to deliver all the packets of the current round to the receiver successfully. Fig. 4b briefly illustrates this process. Last but not least, when transmitting a small amount of data, the more the number of paths being utilized, the fewer the number of packets being scheduled into each path. If any packet is lost, there may not have enough dupACKs, so the MPTCP sender has to rely on RTO to retransmits all un-ACKed packets after the timeout. In this situation, it takes $RTO_i + RTT_i/2$ to transmit all packets successfully. This situation is shown in Fig. 4c.

Based on the above analysis, we redefine the complete round $r$ is the process that includes new packet transmission and lost retransmission if possible, ensuring that all new packets are delivered successfully to the receiver within this round. Therefore, the duration of one round varies in a different loss situation.

B. The Proposed LATE Estimation Model
The throughput estimation model is at the heart of Loss-Aware Throughput Estimation scheduler (LATE). The variables used in this model are listed in Table I where $w$ and $sst$ represent the congestion window and slow start threshold, respectively.

Given specific path characteristics such as cwnd, RTT and loss rate, this model aims at calculating the number of data packets ($N(T_i^j)$) that can be delivered to the receiver over the subflow (i.e., $subflow_i$) with a smaller RTT during the period of $T_i^j$. For instance, there might be multiple rounds the sender can run in time $T_i^j$, we initially count the time $t_1$ the sender will cost to make all packets of the first round arrive at the receiver successfully. After that, if there is still time left (i.e., $T_i^j - t_1 > 0$), we further calculate the second round of data amount $N(T_i^j - t_1)$ by obtaining parameters from the
Fig. 4. The different situations during the transmission process.

TABLE I
THE PARAMETERS AND THEIR PHYSICAL SIGNIFICANCE IN THE LATE TRANSMISSION MODEL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Physical Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub flow\textsubscript{i}</td>
<td>A slow subflow with larger RTT</td>
</tr>
<tr>
<td>sub flow\textsubscript{i}</td>
<td>The fast subflow whose RTT is smaller than that of sub flow\textsubscript{j}</td>
</tr>
<tr>
<td>(T_{i}^{j})</td>
<td>The largest elapsed time from time (t) when packets start to be transmitted over sub flow\textsubscript{i} and sub flow\textsubscript{j} to time (t') when the last packet arrives at the receiver.</td>
</tr>
<tr>
<td>(T(r))</td>
<td>The remaining time of the current round (r)</td>
</tr>
<tr>
<td>(w(r))</td>
<td>The congestion window of sub flow\textsubscript{i} at the current round (r)</td>
</tr>
<tr>
<td>(srt(r))</td>
<td>The slow start threshold of sub flow\textsubscript{i} at the current round (r)</td>
</tr>
<tr>
<td>(p)</td>
<td>The loss rate of sub flow\textsubscript{i}</td>
</tr>
<tr>
<td>(N^{(r)}(w(r)))</td>
<td>The number of packets can be delivered successfully to the receiver within period of (T(r)) given the initial value of (w(r))</td>
</tr>
<tr>
<td>(N_{j})</td>
<td>The start number of the segments being scheduled to sub flow\textsubscript{i}</td>
</tr>
<tr>
<td>SEG\textsubscript{P_{i}'}</td>
<td>Packet segments being scheduled to subflow (P_{i}^{j})</td>
</tr>
<tr>
<td>SEG\textsubscript{P_{i}'}</td>
<td>Packet segments being scheduled to subflow (P_{i}^{j})</td>
</tr>
<tr>
<td>(S_{\min})</td>
<td>The minimum sequence number of those segments waiting to be sent</td>
</tr>
</tbody>
</table>

former round and repeat this cycle until the total time \(T_{i}^{j}\) runs out. Therefore, the calculation of the total number of packets \(N\) can be written as

\[
N(T_{i}^{j}) = n_1 + N(T_{i}^{j} - t_i). \tag{1}
\]

where the \(n_1\) is the number of packets that reach the receiver during the first round.

According to (1), the calculation of \(N(T_{i}^{j})\) is a recursive process. Without loss of generality, we use variable \(T(r)\) to denote the remaining time when the \(r\)-th (\(r = 1, 2, 3, \ldots\)) round starts, and \(N^{(r)}(w(r))\) to denote the number of packets can be delivered successfully to the receiver within \(T(r)\), where \(w(r)\) is the cwnd when the \(r\)-th round transmission started. For different values of \(T(r)\), there are four conditions as follows.

1) \(T(r) < RTT_i/2\): The time is too limited to transmit a new packet. In other words, no packet can reach the
receiver. Then we have
\[ N^{(r)}(w(r)) = 0. \] (2)

2) \( RTT_i / 2 \leq T(r) < 3 \cdot RTT_i / 2 \): The time is enough to transmit new packets in the \( r \)-th round, but not enough to recover the lost packets through retransmission or start the \((r + 1)\)-th round of transmission. Denoted by \( P(x|w(r)) \) the probability of \( x \) packets being lost when the current cwnd is \( w(r) \). As the loss rate of subflow, is \( l \) and packet losses are independent of each other [38]–[40], the value of \( P(x|w(r)) \) obeys the Bernoulli formula shown in (3).

\[ P(x|w(r)) = \left( \frac{w(r)}{x} \right) * l^x * (1 - l)^{w(r)-x}. \] (3)

We can calculate the number of packets that can be successfully transmitted. That is,
\[ N^{(r)}(w(r)) = w(r) - \sum_{x=0}^{w(r)} P(x|w(r)) * x. \] (4)

3) \( 3 \cdot RTT_i / 2 \leq T(r) < RTO_i + RTT_i / 2 \): This means that the time is enough for the sender to complete the current round of transmission and even start the next round of transmission. However, if there are lost packets, it can be recovered through fast retransmission but not RTO retransmission. The cwnd change behavior of this situation is illustrated by means of the TCP-based Markov chain diagram [39], [40] shown in Fig. 5, in which every state consists of two elements \((w(r), sst)\), but for ease of reading, only \( w(r) \) is shown in the circles, \( sst \) is labeled at the bottom of each column and the states in the same column have the same \( sst \). Note that the end nodes with \( W \) notation are assumed to model the largest cwnd, whose value depends on the bandwidth-delay product (BDP) and the buffer size of the network bottleneck [41]. Given certain \((\text{cwnd}, sst)\), there could be three state transition directions as follows:

- **Slow Start (SS) or Congestion Avoidance (CA):** All packets are transmitted successfully and no loss occurs in the \( r \)-th round. The number of packets arrived at the receiver during the \( r \)-th round is \( w(r) \) and the duration of the \( r \)-th round is \( RTT_i \). The remaining time \( T_1(r+1) \) is abundant to start the \((r + 1)\)-th round in the SS or CA state, and thus the state changes from \((w(r), sst)\) to \((2 \cdot w(r), sst)\) or \((w(r) + 1, sst)\) with a transition rate of \( p_1(r) \). We can obtain \( p_1(r) \) and other parameters as follows.

\[ p_1(r) = \left( \frac{w(r)}{0} \right) * l^0 * (1 - l)^{w(r)}, \] (5)

\[ T_1(r + 1) = T(r) - RTT_i, \] (6)

\[ w_1(r + 1) = \begin{cases} 2 \cdot w(r), & \text{if } w(r) < sst(r) \leq w(r) + 1, \text{else } w(r) \geq sst(r), \end{cases} \] (7)

\[ sst_1(r + 1) = sst(r). \] (8)

Note that \( w_1(r + 1) \) and \( sst_1(r + 1) \) are the definitions of \( \text{cwnd} \) and \( sst \) when the \((r + 1)\)-th round starts, respectively. Then we have
\[ \hat{N}^{(r)}_1(w(r)) = p_1(r) * w(r) + \hat{N}^{(r+1)}_1(w_1(r + 1)). \] (9)

where \( \hat{N}^{(r)}_1(w(r)) \) is the equivalent of \( N^{(r)}(w(r)) \) in the first category.

- **Fast Retransmission (FR):** \( m \) lost packets in the \( r \)-th round would have the chance to be recovered through FR if \( m \) is less than or equal to \( w(r) - 3 \). It implies that the triggering of FR requires a current cwnd of at least 4, as any loss in states \((2, 2)\) and \((3, 2)\) shown in Fig. 5 leads to RTO only, not FR. In Fig. 5, the rightmost column with thick circles refers to states undergoing fast retransmission, the states change from \((w(r), sst)\) to \((\lfloor w(r)/2 \rfloor, \lfloor w(r)/2 \rfloor)\). Since the \( sst_1(r+1) \) has nothing to do with \( sst(r) \), this rightmost column should be identical for \( sst = 2, 4, 8 \). To keep the figure readable, only the case for \( sst = 2 \) is shown. Since this situation takes \( 3 \cdot RTT_i / 2 \) to ensure lost packets arriving the receiver end and the next round will take place after \( 2 \cdot RTT_i \), we have the probability \( p_2(r) \) of this state transition and the next round parameters as below

\[ p_2(r) = \sum_{m=1}^{w(r)-3} \left( \frac{w(r)}{m} \right)^{l^m} * (1 - l)^{w(r)-m}, \] (10)

\[ T_2(r + 1) = T(r) - 2 \cdot RTT_i, \] (11)

\[ w_2(r + 1) = \lfloor w(r)/2 \rfloor, \] (12)

\[ sst_2(r + 1) = \lfloor w(r)/2 \rfloor, \] (13)

\[ \hat{N}^{(r)}_2(w(r)) = p_2(r) * w(r) + \hat{N}^{(r+1)}_2(w_2(r + 1)). \] (14)

- **RTO:** The triggering condition of FR is as opposed RTO which happens when there are more than \( w(r) - 3 \) lost packets in the \( r \)-th round, as instantiated in Fig. 5, every state is possible to jump into RTO phase with a huge \( \text{cwnd} \) reduction and consequently performance
degradation. The importance of RTO consideration is also stressed by J. Padhye et al. [24], as they verified
that timeout events happen more frequently than fast retransmits events, and majority of window decreases are
due to timeouts, rather than fast retransmits. The probability \( p_3(r) \) of RTO occurrence is yield by

\[
p_3(r) = \sum_{m=w(r)-2}^{w(r)} \left( \frac{w(r)}{m} \right) * l_m * (1-l)^{w(r)-m}. \tag{15}
\]

However, in this case, \( T(r) \) is not large enough to trigger
RTO and the next round \((r+1)\) would not start up. \( T_3(r+1) \) is zero and the total number of packets \( \hat{N}_3(r)(w(r)) \) is

\[
\hat{N}_3(r)(w(r)) = \sum_{m=w(r)-2}^{w(r)} \left( \frac{w(r)}{m} \right) * l_m * (1-l)^{w(r)-m} * (w(r) - m). \tag{16}
\]

Based on the above analysis, we can conclude that, given the
specific \( T(r) \), the recursive process is going to through all
three situations with corresponding probability. After several
iterations, the value of \( N^{(r)}(w(r)) \) can be obtained by

\[
N^{(r)}(w(r)) = \sum_{i=1}^{3} \hat{N}_i^{(r)}(w(r)). \tag{17}
\]

4) \( T(r) \geq RTO_i + RTT_i/2 \): In this condition, \( T(r) \) is
large enough to finish the \( r \)-th round transmission, as well as
retransmit the lost packets through fast retransmission or RTO.
Apparently, the transmission process of this condition includes
the similar three categories as condition 3), while the RTO
situation here differs from that of condition 3). Below we only
have the distinct RTO situation discussed.

Because the time is enough to recover the packets through
RTO, \( w(r) \) packets are able to reach the receiver within
\( RTO_i + RTT_i/2 \). In comparison of condition 3 where \( T(r) < RTO_i + RTT_i/2 \), the RTO probability
\( p_3(r) \) is the same, but sender can deliver \( w(r) \) packets in \( r \)-th round rather than
\( w(r) - m \) (\( m = w(r) - 3, \ldots, w(r) \)), and the next new round
\((r+1)\) will start with the following parameters:

\[
p_3(r) = \sum_{m=w(r)-2}^{w(r)} \left( \frac{w(r)}{m} \right) * l_m * (1-l)^{w(r)-m}, \tag{18}
\]

\[
T_3(r+1) = T(r) - (RTO_i + RTT_i/2), \tag{19}
\]

\[
w_3(r+1) = 1, \tag{20}
\]

\[
s_{st3}(r+1) = \lfloor w(r)/2 \rfloor. \tag{21}
\]

The value of \( \hat{N}_3^{(r)}(w(r)) \) has changed accordingly, i.e.,

\[
\hat{N}_3^{(r)}(w(r)) = p_3(r) * w(r) + \hat{N}_3^{(r+1)}(w_3(r+1)). \tag{22}
\]

By merging equations (2) (4) (17), we re-formulate
\( N^{(r)}(w(r)) \) calculation as below. Consequently, all behaviors
caused by packet loss are involved in (23), shown at the bottom
of the next page, leading to a more accurate estimation on data
amount \( subflow_i \) can process within a given period.

C. Scheduling Policy of LATE

The key idea of LATE is to first employ the transmission
model proposed above to estimate the data amount \( N \) that
each \( subflow_i \) can deliver, given the parameters set \( P = \{ T_i, RTO, cwnd, ssthresh, l \} \) of each round. Then, it will
schedule packets adaptively into different subflow based on their
transmission capacity to make in-order arrival.

The pseudo-code of the LATE algorithm is given in
Algorithm 1. To generalize LATE to the scenario where there are
\( n (n \geq 2) \) subflows in networks, two concepts, i.e., master-
subflow and slave-subflow, are introduced. Master-subflow
stands for the subflow with the largest RTT among \( n \) subflows,
the rest of the subflows with smaller RTT constitute its slave-subflows set. To make sure the packets ran over all
slave-subflows arrive at the receiver no later than those over
master-subflow, LATE algorithm operates in two folds.

The first step is to determine the subflow order of data
reception and initialize the modeling time \( T_i \) for all slave-
subflows. As illustrated in line 2 of Algorithm 1, given the
initial subflow set \( P = \{ P_1, P_2, \ldots , P_n \} \), LATE sorts
subflows based on RTT of each subflow to obtain the subflow
set \( P' = \{ P'_1, P'_2, \ldots , P'_n \} \) in the ascending order based on RTT. Therefore, for master-subflow \( P'_i \), its slave-subflow set includes \( P'_i \) up to \( P_{n-1}' \). By inheriting the
setting of \( T_i \) in two-subflows scenario which is \( RTT_{i}/2 \),
the \( T_i \) for \( n-1 \) slave-subflows can be set to \( RTT_{n-1}'/2 \),
where \( RTT_{n}' \) is RTT of \( P_n \), this process is done by line 8
of Algorithm 1.

The next step is to derive packet sequence number to trans-
mit pat per using expected reception order. By employing
Eq. 23 to recursively calculate \( N^{(r)}(w(r)) \), LATE obtains
how many packets \( N_i \) each \( subflow_i \) (\( i \in [1, n-1] \)) can
deliver within \( T_i \). Note that \( t(r_i) \) located at the line 13
of Algorithm 1 stands for the expected duration of round \( r_i \).
Afterwards, as shown in line 15 of Algorithm 1, LATE will
select \( N_i \) packets from the start point of the sending buffer
and append those packets sequence to SEG to transmit. After traversing through all \( subflow_i \), LATE returns the sum
of each \( N_i \), namely \( S_{min} \) whose physical meaning is the
last sequence number of SEG, the segment allocated
for master-subflow would start from \( S_{min} + 1 \) and end with
\( S_{min} + w_n \). Eventually, LATE obtains the whole segment
set \( S = \{ SEG_{P_1}', SEG_{P_2}', \ldots , SEG_{P_n}' \} \), and schedules
corresponding segments from the sending buffer to fill the
cwnd of each subflow, thereby ensuring the arrival of packets
in sequence.

LATE scheduler is repeatedly launched after receiving
ACKs with master-subflow, i.e., after around the \( RTT_n' \) interval,
LATE will refresh parameters of \( n \) subflows and obtain
the new modeling time \( T_i \) to start the next scheduling decision.
In this way, LATE can dynamically respond to the change of
path characteristics, effectively offsetting the estimation error
in the previous round.

V. EVALUATION

In this section, we conduct a series of experiments to validate
the performance of the proposed LATE. To reveal
Algorithm 1 The Proposed LATE Algorithm

Input: A set of established paths
\[ P = \{ P_1, P_2, \ldots, P_k, \ldots, P_n \} \] with given path parameters.

Output: A set of segment sequences
\[ S = \{ SEG_{P_1}, SEG_{P_2}, \ldots, SEG_{P_n} \} \] that selected for delivery.

1. **Initialization at time** \( t \):

2. Generate \( P' = \{ P'_1, P'_2, \ldots, P'_k, \ldots, P'_n \} \) by sorting

3. \[ \text{RTT of } P \text{ in the ascending order} \]

4. \[ S_{\text{min}} = 0 \]

5. for each \( P'_i \in P' (i \in [1, n-1]) \) do

6. \[ SEG_{P'_i} \leftarrow \text{InitializeSeg()} \]

7. \[ r_i = 0 \]

8. \[ T_i^j(r_i) = T_j \]

9. \[ SEG_{P'_i} \leftarrow \text{InitializeSeg()} \]

10. for each \( P'_i \in P' (i \in [1, n-1]) \) do

11. while \( T_i^j(r_i) \geq \text{RTT}/2 \) do

12. \[ N_i^+ = N^{(r_i)}(w(r_i)) \]

13. \[ T_i^j(r_i + 1) = t(r_i) \]

14. \[ r_i = r_i + 1 \]

15. \[ SEG_{P'_i} \leftarrow \text{Append}(SEG_{P'_i}, [S_{\text{min}} + 1, S_{\text{min}} + N_i]) \]

16. \[ S_{\text{min}} = S_{\text{min}} + N_i \]

17. \[ SEG_{P'_i} \leftarrow \text{Append}(SEG_{P'_i}, [S_{\text{min}} + 1, S_{\text{min}} + w_n]) \]

18. Return \( S = \{ SEG_{P'_1}, SEG_{P'_2}, \ldots, SEG_{P'_n} \} \)


the effect of each algorithm in terms of OFO reduction, we modify the Linux kernel to implement BLEST, DPSAF, and LATE, to compare these algorithms with the default MPTCP scheduler minRTT in different scenarios. In addition, to observe LATE’s behaviors under networks where there are more than 2 subflows, we implemented LATE based on NS3 to make some further analyses.

A. Testbed Construction and Experimental Methodology

In this subsection, we first demonstrate how we construct the testbed to match real networks. As shown in Fig. 6a, we deploy a typical multi-homing scenario (i.e., a client having two access network like WLAN/4G) [12, 42] where we can set different loss rate and RTT for different paths, and then examine whether LATE can alleviate the impairment of path loss and path heterogeneity to reduce OFO packets at the receiver. Another scenario is that TCP and MPTCP controlled flows coexist and share the same bottleneck as shown in Fig. 6b, probably causing severe buffer overflow and packet loss problems at the bottleneck link if the traffic is bursty or heavy. Therefore, we conduct a series of experiments over the scenario shown in Fig. 6b to validate the behavior of LATE.

To enable multi-path communication between client and server shown in Fig. 6, these machines are running Linux Ubuntu 12.10 OS with kernel version 3.14.33 that have already applied the MPTCP-enabled protocol patches. The client uses a stock version of MPTCP kernel and runs on DELL Optiplex 745, equipped with Intel PentiumD 3.4G processor, 512MB RAM and 160 GB hard disk. The server uses a modified version including the BLEST, DPSAF, LATE, as well as default minRTT schedulers, running on Dell T1500, equipped with Intel Xeon E5620 (2.4GHz/12M), 16 GB RAM, and a 600 GB Hard Disk. The two subflows (i.e., subflow\_wlan and subflow\_4g) are established between MPTCP client and MPTCP server by equipping with two Gigabit network interface cards. The multiple connected routers shown in Fig. 6 run WANem to construct a two-way bottleneck link, where WANem is a wide area network emulator that supports various wide area network characteristics such as bandwidth limitation, latency, packet loss, network disconnection, and so on.

Next, to evaluate the impact of the number of subflows, we implemented LATE scheduler by employing NS3 modeling and simulations, based on the NS3 open source MPTCP implementation [43]. Fig. 7 shows that \( M \) applications run between

\[
N^{(r)}(w(r)) = \begin{cases} 
0, & T(r) < \text{RTT}/2 \\
\frac{w(r)}{3} - \frac{\sum_{x=0}^{w(r)} P(x|w(r)) \cdot x}{\sum_{i=1}^{3} \hat{N}^{(r)}_i(w(r)),} & \text{RTT}/2 \leq T(r) < 3 \cdot \text{RTT}/2 \\
\sum_{i=1}^{3} \hat{N}^{(r)}_i(w(r)), & T(r) \geq 3 \cdot \text{RTT}/2.
\end{cases}
\]
Fig. 7. The NS3-based topology to investigate the LATE performance when there are more than 2 MPTCP subflows between sender and receiver.

$C_0$ and $S_0$ which are connected through $n$ routers, where $C_0$ and $S_0$ are equipped with MpTcpPacketSink and MpTcp-BulkSender applications respectively, thus forming $N(N = 1, 2, 3, 4 \ldots)$ independent MPTCP subflows between them. The communication uses a point-to-point model and all nodes are connected using links with configurable data rate and delay.

B. Experimental Results Based on Real-Network Emulations

We investigate the behavior of different schedulers with real-network experiments in the following two cases:

1) None-shared Bottleneck. As shown in Fig. 6a, this is the typical scenario where the mobile client is connected to the server by two disjoint subflows without a shared bottleneck.

2) Competing traffic. As shown in Fig. 6b, the regular TCP background traffic competes with MPTCP traffic for path resources. We compare the performance of each algorithm in terms of goodput, flow completion time, the RTO rate as well as the number of OFO packets at the receiver.

1) None-Shared Bottleneck: In this scenario where the link bandwidth is configured to 100 Mbps and RTT ranges from 10 ms to 100 ms according to prior work [44], we explore the performance of each algorithm under the impact of different metrics including loss rate, RTT difference and the size of transmitted file.

First of all, the impact of the loss rate is evaluated. Fig. 8 describes the behavior of each algorithm with different loss rate during the transmission of 20 concurrent 1MB files. Fig. 8a shows the change of goodput each algorithm achieved, and Fig. 8b counts the corresponding number of OFO packets at the receiver.

From Fig. 8a, we observe that the larger the loss rate, the smaller the goodput and the more OFO packets exist. This is because as the packet loss rate increases, the network becomes more dynamic and the accuracy of any prediction scheduling policy will be reduced. However, DPSAF and LATE perform better than BLEST and minRTT in the presence of packet loss. On the other hand, compared with DPSAF, LATE is more accurate in terms of accuracy of throughput estimation within each time slot, thus making a reasonable way of packet allocation. This illustrates the truth that LATE outperforms DPSAF.

To further explore the reason why LATE appears such performance enhancement compared to DPSAF, especially to BLEST and minRTT, we measure the ratio of RTO retransmission times to the total number of packets, as well as the number of OFO packets at the receiver, the results are shown in Fig. 8b and Fig. 8c respectively. According to Fig. 8b, the RTO rate of each algorithm is similar because none of these schedulers considers how to mitigate this problem, and their value goes up quickly when the packet loss rate is larger than 3%. Consequently, the existing schedulers (i.e., minRTT, BLEST, DPSAF) have large estimation errors, leading to more OFO packets, as shown in Fig. 8c. According to Fig. 8c, the number of OFO packets of LATE is the least, because LATE comprehensively considers both loss rate, fast retransmission, RTO retransmission to guarantee in-order arrival.

The RTT difference among subflows is another direct factor that leads to the occurrence of OFO packets. The estimation model of LATE dynamically measures the ratio of fast subflow’s RTT to slow subflow’s RTT to determine which sequence number of packets should be scheduled over the slow path and the fast path. During the RTT test, the RTT of router1 shown in Fig. 6 is fixed at 10 ms, while the RTT value of router2 ranges from 10 ms to 100 ms. Fig. 9 shows the performance of each algorithm with varying RTT ratio of fast subflow to slow subflow.

As shown in Fig. 9a, with the RTT difference among subflows increases, namely, the ratio of RTT1 to RTT2 increases, and the corresponding goodput of each algorithm decreases.
Specifically, minRTT, performs worst, followed by BLEST, while the goodput achieved by LATE is always the largest. According to Fig. 9b, the larger the RTT difference, the more OFO packets the minRTT corresponds to, as minRTT does not consider the RTT ratio when scheduling data. Although the RTT difference is considered in BLEST as that in DPSAF and LATE, the OFO packets of BLEST are more than that of DPSAF and LATE due to the lack of loss rate consideration.

Finally, we track how each algorithm performs when transmitting different sizes of files. It is known that using MPTCP to transmit short flow is prone to RTO, which aggravates the occurrence of OFO packets at the receiving end. To validate that LATE performs better for both short and long flows, we test the different sizes of files ranging from 25KB to 5MB. Fig. 10 shows the comparison of each algorithm under different traffic sizes, where the loss rate is set to 0.5%.

According to Fig. 10a which compares the average completion time of each algorithm with different traffic sizes, LATE possesses the least completion time both for short flows and long flows compared to the other three scheduling algorithms. Specifically, LATE reduces the completion time of short flow (around tens of KB) by about 37.36% against minRTT, and improves goodput of long flow (larger than 1MB) by about 19.84%. In addition, LATE outperforms DPSAF in reducing the completion time of short flows by 26.68% and improving the goodput of long flows by 5.13%. We further take the RTO retransmission rate and OFO number as metrics to compare, where RTO retransmission rate is given by the ratio of the total number of RTO occurrences to the total number of packets at the sender. As shown in Fig. 10b, with the high packet loss rate, the RTO retransmission rate remains high, especially when transmitting short flows, because the lost packets cannot be recovered through fast retransmission when using multiple paths to transmit short flows [22], [23]. Therefore, it is important for an estimation-based algorithm to consider the RTO case, which results in the superior performance of LATE. Fig. 10c shows the number of OFO at the receiver with varying traffic size. If the traffic size is small, the corresponding OFO number of LATE is far less than the other three algorithms. However, when traffic size is larger than 1MB, the performance gap between DPSAF and LATE gradually decreases, that is, both DPSAF and LATE perform well in terms of reducing OFO number as the RTO rate decreases.

2) Competing Traffic: In the real network, it is common for TCP background traffic and MPTCP traffic to share the same bottleneck to compete for resources, as described in Fig. 6b. In this case, when there is a large number of competing TCP flows, the cache of the bottleneck router will overflow, leading to packet loss and an increased number of OFO packets. To verify LATE’s robustness in this condition, we conduct a series of experiments in this scenario where the bandwidth capacity and path delay are fixed at 10 Mbps and 20 ms respectively. By configuring WANem, the setting of the packet loss rate is 0.5% by default unless specifically stated.

Firstly, we analyze the performance of each algorithm with varying data amount of TCP traffic by changing the number of concurrent TCP flows. Fig. 11 depicts the mean goodput of MPTCP flows and the number of OFO packets at the receiver when 20 concurrent 1MB MPTCP flows compete with varying numbers of 1MB TCP flows through two subflows. As shown in Fig. 11a, with the increasing number of TCP flows, the goodput of each algorithm decreases, because the
more TCP traffic that competes with MPTCP flows, the more congested the bottleneck router will be and the higher frequency of packet losses. LATE outperforms the other three algorithms. From Fig. 11b, we observe that OFO number of each algorithm increases quickly especially when the number of concurrent TCP flows is 20, the OFO number of LATE is the least, leading to the highest goodput.

We further conduct experiments to explore the impact of traffic models on each algorithm. There are four competing traffic models, i.e., both MPTCP and TCP servers with long flows (L/L model), MPTCP server with long flows while TCP server with short ones (L/S model), MPTCP server with short flows while TCP server with long ones (S/L model), both MPTCP and TCP servers with short flows (S/S model). In these experiments, the number of MPTCP flows and that of TCP competing flows are set to 20 and 10 respectively, and we select the 1MB files as long flow and 57KB file as short flow according to the real-world Web traffic model in [45].

![Fig. 11. The performance of each algorithm under the influence of different numbers of concurrent TCP flows.](image)

Fig. 11. The performance of each algorithm under the influence of different numbers of concurrent TCP flows.

![Fig. 12. The performance of each algorithm in L/L and L/S model: (a) mean goodput, (b) number of OFO packets.](image)

Fig. 12. The performance of each algorithm in L/L and L/S model: (a) mean goodput, (b) number of OFO packets.

C. The Impact of the Number of Subflows

In this subsection, to validate the performance of LATE subjected to the impact of number of subflows, we compare LATE against minRTT based on the scenario in Fig. 7, where we set $M$, the number of applications to 20. Specifically, each application on host $S_0$ transfers binary documents ranging of MPTCP are prone to packet loss consequently, leading to the higher RTO rate of S/L model shown in Fig. 11(b), and consequently increased number of OFO shown in Fig. 11(c). It explains the fact shown in Fig. 11(a) that S/S model consumes less time than S/L. Meanwhile, we observe that LATE has the lowest OFO packets both under S/L and S/S models due to its RTO consideration.

Small buffer size will induce more packet losses due to buffer overflow [46], we finally test how each scheduler works with the changing of the buffer size of the bottleneck router. In our emulations, the BDP, i.e., the product between the bandwidth capacity of the bottleneck link and the average round trip time of each path, is about 18 packets when bandwidth is set to 10 Mbps, RTT is 20 ms and loss rate is 0.5%, and the rule of thumb for the choice of router buffer size was at least BDP according to [47]. Therefore, we set the bottleneck buffer size ranging from 10 packets to 60 packets to evaluate our algorithm. Fig. 14 shows the goodput of each scheduler when 20 concurrent MPTCP flows (1MB per-flow) compete with 10 TCP background flows (1MB per-flow) under different buffer sizes of the bottleneck router.

As shown in Fig. 14, the goodput of LATE is always the largest. In addition, as the buffer size increases, the corresponding goodput of each algorithm gradually increases. But when the buffer size exceeds 40 packets, their goodput does not change much. We further count the number of OFO packets at the receiver under different buffer size, it turns out that when the buffer size is larger than 2 times of BDP (around 36 packets), the number of OFO packets of each algorithm remains stable. Moreover, the results show that when the buffer is small enough, the OFO number of LATE is significantly less than the other algorithms, indicating that the LATE estimation model is effective.
Fig. 13. The performance of each algorithm in S/L and S/S model: (a) mean completion time, (b) RTO rate, (c) number of OFO packets.

Fig. 14. The performance of each algorithm under the influence of different sizes of the bottleneck buffer.

Fig. 15. The performance of each algorithm in L/L and L/S model.

from 50KB to 1MB to client $C_0$. For simplicity, the data rate of all subflows is set to 1Mbps while the delay of each subflow varies from 20 ms to 100 ms. On basis of these configurations, some brief comparison results are discussed as follows.

First of all, the impact of the number $N$ of subflows on OFO packets is investigated and then we have Fig. 15 where shows the results for $N \in [3, 8]$, the more the number of subflows MPTCP scheduler uses, the more the number of OFO packets at the receiver, because the multipath transfer is characterized by OFO. Meanwhile, compared to minRTT, the results appear an overall reduction of OFO number for LATE, revealing the truth that LATE outperforms minRTT especially when the number of subflows is high.

Then, we fix the number of subflows $N$ at 8 and evaluate network performance with different loss rates and file sizes. Fig. 16 is associated with a situation where 20 applications generate 100KB traffic and transfer to $C_0$ concurrently, Fig. 16a records the average completion time and standard deviation under different loss rate, Fig. 16b refers to the corresponding OFO records. Based on the average value of completion time in Fig. 16a, we observe that LATE outperforms minRTT in each case, the reason can be further realized by combining the standard deviation, as well as the OFO results.
in Fig. 16b. Since minRTT scheduler allocates data to the subflow with lowest RTT all the time, it’s good for the packets that arrive first, whereas others who arrive late will be blocked if the best path gets congested under big traffic load, thus increasing the deviation of arriving time and probability of packet loss and the number of OFO packets. However, LATE differs from minRTT in that LATE considers both RTT and packet loss rate to make an accurate estimation, spreading packets into multiple paths out-of-order for the in-order arrival.

VI. CONCLUSION
Packet loss and disorder packets are rather rule than exception with MPTCP. In this paper, we investigate the relationship between packet loss and disorder packet and go further to analyze the state-of-the-art algorithms aiming at mitigating this issue. We found neither performs well in lossy network scenarios. Therefore, we present LATE, a new scheduler that consists of a loss-based transmission model and packet segment scheduling policy. By comparing LATE with minRTT, as well as the alternative BLEST, LATE has better performance in the lossy network as it directly leverages the loss rate as a metric to minimize. Compared with the loss-based prediction algorithm DPSAF, LATE achieves higher prediction accuracy due to the RTO consideration. Theoretical analysis backed up by experimental validation shows that our approach is adaptive and good enough to reduce OFO packets in networks with varied loss rates, and those advantages can be sustained and even highlighted in the scenario where there are more than 2 subflows.
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