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Abstract—High-reliability and low-latency communication is essential for timely information exchange in vehicle platooning. As a key enabler of this, the cellular vehicular-to-everything (C-V2X) network uses a sensing-based semi-persistent scheduling (SPS) protocol, where radio resources are reserved for a number of transmissions with reduced resource re-allocation and control overhead. However, consecutive access collisions may be caused by reservation conflict, which leads to long delay and threatens platoon’s stability and safety. In this paper, a coordinating resource reservation (CRR) protocol is proposed for vehicle platooning. By implementing error detection with coordination among platoon vehicles, the resource reservation is improved for reduced collisions and delay. Specifically, packet reception/loss information is sent out by platoon vehicles through their own packets. Such information is shared with transmitters and guides them to reserve new resources when access collision occurs. As a result, long delay is avoided while no extra feedback packet is introduced. Furthermore, Markov analysis is presented to evaluate the performance of SPS and the proposed CRR for vehicle platooning, providing the quantified performance gains. Finally, simulation results demonstrate the superiority of the proposed CRR in reducing packet loss and latency, compared with the legacy SPS and other state-of-the-art solutions.
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I. INTRODUCTION

Vehicle platooning utilizes automated driving and communication to let a group of vehicles travel closely in a train-like manner. The advantages include increasing road capacity, saving fuel, and reducing gas emissions [1]. The platoon’s safety and stability rely on reliable and timely exchange of status information among vehicles [2]. The status information is contained in small packets called beacon messages, which are transmitted periodically among vehicles. The Third Generation Partnership Project (3GPP) has introduced the cellular vehicle-to-everything (C-V2X) network to support advanced applications such as vehicle platooning [3]. However, how to share radio resource by platoon vehicles is challenging, given the limited wireless resource, dynamic channel condition, high vehicular mobility, and interference coming from non-platoon vehicles.

Another challenge of communication design for vehicle platooning arises from the platoon’s characteristics. Compared with beacon broadcasting of non-platoon vehicles, communications for platooning have more stringent reliability requirements. The reason is that platoon vehicles usually travel closely in close coordination, which requires high-rate and high-reliability communications [4]. Specifically, platoon vehicles may need to use information from multiple neighbors, including predecessors and followers. This is determined by the information flow topology (IFT), a key component of the platoon system [5]. Considering a scenario where platoon and non-platoon vehicles coexist and compete for spectrum resource, how to enable the reliability of platoon communication has not been sufficiently addressed, which motivated our work.

Resource reservation is desirable for periodical beacon broadcast of vehicles with reduced resource re-allocation and control overhead [6]. The cellular vehicle-to-everything (C-V2X) has adopted a distributed resource reservation medium access control (MAC) protocol, which is the sensing-based semi-persistent scheduling (SPS) [7]. However, SPS encounters successive packet losses and unbounded delay caused by conflicting reservations.

Recently, many researches have been conducted by modifying the current protocol SPS to achieve improved reliability and control long delay. Simultaneous resource selection and hidden terminals are two main causes of access collision in SPS [8]. To handle the simultaneous resource selection conflict, recent literature proposed to detect the conflict beforehand, but the hidden terminal problem remains unsolved [9]. Furthermore, some researches were conducted to limit the duration of using the same resources [10], so that the delay caused by consecutive collisions is limited within several seconds for enhanced road safety. Nevertheless, a few seconds of delay can lead to crash for a platoon with the inter-vehicle distance less than 15 m during the braking process, and the delay beyond 100 ms can cause large disturbances in a platoon, according to [5]. From the above analysis, more efficient resource reservation is needed for supporting the stringent communication requirements of platooning.

Feedback from the receivers can guide the transmitter to reserve new resources when collision occurs, so that long delay caused by consecutive collisions is avoided. Considering the relatively stable car-following mode of platooning, it is potential to exploit inter-vehicle coordination for collision feedback in medium access. In this paper, a coordinating
resource reservation (CRR) MAC protocol is proposed for vehicle platooning. With CRR, consecutive collisions are reduced by coordination among platoon vehicles. The error detection procedure is integrated into SPS, so that platoon vehicles in the neighborhood can remind each other of transmission errors using the sidelink control information (SCI) reserved fields [11]. Different from other collision resolution methods which introduce extra feedback messaging or complicate the protocol, CRR can resolve reservation conflicts without extra feedback payload and is easy to implement. The reliability of platoon communication is improved especially at high network load. Moreover, CRR extends SPS and is backward compatible with the C-V2X standard.

To evaluate the performance of the proposed solution, analytical models are presented based on the Markov chain for the sensing-based SPS with and without coordination. The models incorporate all the important parameters concerning resource reservation, IFT, road traffic, and channel condition. In our preliminary work presented in [12], the SPS protocol was analyzed. We derived the probability that a platoon vehicle successfully delivers periodic beacons to all designated receivers, which indicates communication reliability. In this paper, we further analyze the reliability improvement with coordination. Moreover, the delay distribution is derived for comparison, which proves and quantifies the performance gains in terms of delay thanks to our proposed CRR protocol. The contributions of this paper are summarized as follows.

- A coordinating resource reservation MAC protocol, CRR, is proposed for vehicle platooning. Through coordinating medium access, consecutive collisions and long delay caused by conflicting reservation are reduced. CRR is backward compatible with the C-V2X standard and enables high-reliability and low-latency communication for close coordination among platoon vehicles.
- An analytical framework is developed for both the existing SPS and the proposed protocol. With the framework, provable performance gains are achieved and quantified. The analysis can also be used for guiding the system configuration and parameter control.
- Extensive experiments via simulations are conducted to verify the analysis. Meanwhile, the simulation results demonstrate the performance superiority of the proposed CRR over the existing SPS and other state-of-the-art solutions, in terms of reliability and delay performances.

The remainder of this paper is organized as follows. The following section summarizes the related work. Section III describes the system model and discusses the resource allocation problem in platoon communication. Section IV presents the proposed resource reservation solution. Section V provides the performance analysis of both the 3GPP SPS and the proposed solution based on Markov models. Section VI presents the simulations to verify the performance of the proposed CRR when compared with the 3GPP SPS and other state-of-the-art solutions. Finally, the conclusion is given in Section VII.

II. RELATED WORK

During the past two decades, vehicle platooning has attracted much attention for improving traffic efficiency and safety. The safety and stability of platoons rely on reliable inter-vehicle communications, where developing efficient medium access is significant.

Generally, the medium access approaches for vehicle platooning can be categorized into the centralized and distributed ones, according to the existence of a centralized entity for resource allocation [13]. The entity can be base stations, access points, etc. Authors in [14] assumed that eNodeBs control the allocation of vehicle-to-vehicle transmission resources in platoon. To include more vehicles in a platoon and consume less power, a two-step sub-channel allocation strategy was proposed in [15]. In the strategy, the base station allocates the sub-channel resources to each platoon head, which then performs the intra-platoon allocation. Although centralized MAC can achieve fair resource allocation based on the perfect global channel state information (CSI) collected from vehicles, the channel usage efficiency is hindered by the large CSI overhead in dense scenarios [16]. Moreover, centralized resource allocation faces the single point-of-failure problem.

Compared with the centralized MAC, the distributed medium access does not rely on centralized entities [17]. Platoon vehicles can select resources individually based on their sensing results. C-V2X and IEEE 802.11p are two standards both supporting distributed resource allocation for direct vehicle-to-vehicle (V2V) communications. Authors in [18] compared these two technologies for highway platooning. The results showed that C-V2X achieves more reliable communication performance in high-density scenarios and allows for shorter inter-vehicle distances than IEEE 802.11p. The sensing-based SPS adopted in C-V2X networks empowers distributed resource reservation and has been adopted in industry recently [19].

Previous analytical works showed that consecutive collisions may be caused by conflicting reservation in SPS [20]. Consecutive collisions lead to long delay, which impairs the platoon’s safety. To address this issue, increasing research efforts were devoted to enhancing SPS for improved reliability and reduced delay. Authors in [21] proposed a hybrid communication scheme to enhance the network reliability. The C-V2X users were assumed to maintain reliable communication and also effectively use the dedicated short-range communications (DSRC) network.

For the delay reduction, an extension to the legacy SPS algorithm was proposed and evaluated in [10]. The risks of consecutive packet losses are reduced by limiting the time of using the same resources, but the achieved delay is still too long for platoon communication. Similarly, a resource alternative selection (RAS) algorithm was designed in [22], where multi-resources are reserved and allocated alternatively during one reservation period. This approach can be effective in reducing communication delay. However, the potential impact of RAS on other network performances such as reliability and throughput should be carefully evaluated. Despite these efforts, the achieved performance gain from these solutions is not enough to meet the stringent requirements of platoon communication.

More recently, how to enhance SPS for vehicle platooning has attracted increasing attention. [23] investigated the
effect of communication delay on the platoon stability. By implementing multiple SPS parallel sessions, redundant transmissions were reduced and resource usage efficiency was improved. In [24], a spectrum sensing scheduling scheme was proposed to reduce the platoon safety risk caused by the increased communication delay when vehicles newly join the platoon. However, both studies focused on a specific information flow topology, leaving the evaluation and improvement of SPS for platooning with various information flow topologies as an open issue.

The feedback scheme is an effective way for reducing packet losses caused by simultaneous resource selection or hidden terminals. With feedback from neighboring vehicles, the vehicles suffering from persistent packet collisions can quickly react and change resources. However, additional overhead may be caused, which limits the channel usage efficiency [6]. One way to reduce overhead is to use padding/reserved bits to facilitate feedback, as demonstrated in [25], where padding bits in the transport block of periodic messages were used for broadcast feedback. As a result, the hidden terminal problems are relieved. However, the limited and changeable padding space size may lead to inadequate channel monitoring and unstable performance. In [9], the piggybacking of lookahead information on periodic safety messages was proposed, reducing message collisions caused by ignorance of other vehicles’ internal decisions. Nevertheless, the hidden terminal problem remains unsolved.

From the above analysis, existing works have not adequately addressed the issue of reducing packet losses caused by resource reservation conflicts in SPS, while minimizing additional overhead for high-density platoon vehicles. Motivated by this, we propose a solution that utilizes the SCI reserved fields to facilitate efficient feedback exchange among platoon vehicles, thereby enabling effective coordination of resource reservation without incurring extra feedback packets. Different from the state-of-the-art methods, the proposed solution can efficiently reduce collisions and delay arising from both simultaneous resource selection and hidden terminals, considering the topology characteristics of platooning vehicles.

III. SYSTEM MODEL AND PROBLEM ANALYSIS

A. Network Model

In this paper, we consider the scenario where a platoon and several non-platoon vehicles coexist on a two-way road. The platoon vehicles are denoted by $V^P = \{v_0, v_1, v_2, \ldots, v_m\}$, where $v_0$ represents the platoon leader (PL) and the rest represent the platoon members (PMs) along the reverse direction of movement. A vehicle platoon $P$ consists of one PL and $m$ PMs. $v_1$ is the PM right after the PL and $v_m$ is the PM at the platoon tail. The subscripts are their identities (IDs) in the platoon.

The PL is responsible for the steering control and platoon formation. Each PM needs to keep a desired short distance with the predecessor through precise control of the throttle and brake. The set of all vehicles on road, no matter whether they belong to a platoon or not, is denoted by $V^P = V^P \cup V^n$, where $V^n = \{v_{m+1}, v_{m+2}, \ldots, v_n\}$ is the set of non-platoon vehicles. Thus, $V^n = \{v_0, v_1, \ldots, v_n\}$.

The information flow topology (IFT) is a key component of a platoon system, and it describes the way a vehicle obtains information from others. Commonly used IFTs include predecessor following, predecessor-leader following, bidirectional, bidirectional leader, two-predecessor following, and so on. Thanks to the advance in vehicle-to-vehicle communication, more general IFTs can be applied, e.g., $r$-predecessor following, which adds to the flexibility and effectiveness of platoon control.

To study the general case of IFT, we assume that the platoon vehicle $v_i$ uses the information from $r$ predecessors and $l$ followers when $i \in [r, m-l]$, $r+1 < m$, as in [5]. Here $r$ and $l$ are constants set by the control strategy of the platoon. When $i \in [0, r-1]$, $v_i$ uses the information from $i$ predecessors and $l$ followers. When $i \in [m-l+1, m]$, $v_i$ uses the information from $r$ predecessors and $(m-i)$ followers. For any receiver $v_i$, the set of transmitters is denoted by $V^T_i$. For any transmitter $v_i$, the set of receivers is denoted by $V^R_i$. Both sets can be derived based on the above IFT. Let $a_i$ denote the lowest index and $b_i$ denote the highest index of vehicles in $V^R_i$.

The following assumptions are given. All platoon vehicles are homogeneous and have the same transmit power $P^s$. The inter-vehicle gap between any two consecutive platoon vehicles is assumed as $d$, and all vehicles are assumed to have the same length $d$. Platoon vehicles can recognize each other through the ID field included in the beacon message, which also contains the platoon vehicle number. All platoon vehicles exchange beacon messages at the same rate.

B. Channel Model

The physical and MAC layers are considered as follows. In C-V2X, the Single Carrier-Frequency Division Multiple Access (SC-FDMA) is adopted, with 10MHz or 20MHz channels supported on the 5.9 GHz ITS band [27]. The time-frequency domains are organized into orthogonal wireless resources, i.e., resource blocks (RBs), each of which spans 12 consecutive sub-carriers at a sub-carrier spacing of 15 kHz during one subframe (1 ms). One RB is the smallest resource unit, which is 180kHz wide in frequency and occupies 1 ms of time duration. The entire channel is divided into multiple sub-channels, each of which consists of a group of RBs in the same sub-frame which is 1 ms. The sub-channels are used to transmit control and data information. The control information is also referred to as the sidelink control information (SCI), which contains the module and coding scheme (MCS), the used RBs, and the reserved sub-channels for the following transmission.

In the MAC layer, we assume that the sensing-based SPS is used by both platoon and non-platoon vehicles for periodic beacon broadcasting. Following the 3GPP standard [27], no estimation of channel state information (CSI) is adopted considering the difficulty of collecting the CSI information from the receivers. For small packets transmitted in a periodical way, the SPS protocol can achieve high reliability with reduced resource re-allocation and control overhead.

The channel model is given in the following. Let $R^a = \{r_0, r_1, r_2, \ldots, r_n\}$ denote the set of resources reserved by
all vehicles, where \( r_i^u \) is the resource reserved by \( v_i \). Let \( d_{i,j} \) denote the distance between \( v_i \) and \( v_j \). Consider a transmitter-receiver pair \((v_i, v_j)\) in the platoon, \( d_{i,j} = |i-j|(d_g + d_v) \) if \( i,j \leq m \). Here \( d_g \) denotes the inter-vehicle gap between two consecutive platoon vehicles, and \( d_v \) denotes the vehicle length. The power received by \( v_j \), denoted by \( P_{r,i,j} \), is a function of \( d_{i,j} \), i.e.,

\[
P_{r,i,j} = P_t K_0 d_{i,j}^{-\gamma},
\]

where \( K_0 \) is a constant determined by the antenna characteristics and the average channel attenuation. \( \gamma \) is the path-loss exponent. Then the signal to interference plus noise ratio is

\[
SINR_{i,j} = \frac{P_{r,i,j}}{\sum_{k \neq i \forall r_k = r_i \neq j} P_{r,k,j} + N}, \tag{2}
\]

where \( \sum_{k \neq i \forall r_k = r_i \neq j} P_{r,k,j} \) is the sum of interference power received by \( v_j \), and \( N \) is the noise power. The interference is caused when other vehicles near the receiver \( v_j \) select the same resource as the transmitter \( v_i \) does. Let \( SINR_T \) denote the lower bound of SINR, above which the packet can be successfully delivered, i.e., \( SINR_{i,j} \geq SINR_T \). According to (2), the SINR can be lower than the threshold if too much interference is caused by resource allocation conflict.

IV. COORDINATING RESOURCE RESERVATION FOR VEHICLE PLATOONING IN C-V2X

The procedure of the sensing-based SPS is described as follows. Each transmitting vehicle selects and reserves one sub-channel (also called one resource) for periodic beacon transmissions. The period that a resource is reserved for a number of transmissions is called a semi-persistent period. A reselection counter (RC), randomly initialized between \( p \) and \( q \), is used to determine the duration of a semi-persistent period. \( p \) and \( q \) are both integers configured by the system.

To select a resource with low interference, the transmitting vehicle measures the reference signals received power of all the sub-channels, during the past 1000 ms, which is called the sensing window. Given a pre-configured threshold, the resources with reference signals received power values below the threshold are the candidate resources. If the proportion of candidate resources among all the selection window resources is less than 20%, the threshold is incremented by 3 dB repeated until the condition of 20% is met. Then, the transmitting vehicle randomly selects one resource from the candidate ones. This resource is reserved for a number of transmissions, defined by RC. After each transmission, the value of RC is decremented by 1. When the value of RC equals zero, the vehicle will reselect and reserve a new resource with the probability \((1-p_0)\), where \( p_0 \) is the probability of resource keeping.

In SPS, conflicted reservations may cause successive packet losses and unbounded delay, which threatens platoon’s stability and safety. In the scenario where platoon and non-platoon vehicles coexist, how to provide reliable communication has not been fully addressed. Motivated by this, a reliable MAC protocol is designed for platoon communication and it is backward compatible with the C-V2X standard. Specifically, we propose a coordinating resource reservation protocol, where an error detection scheme is integrated into SPS. Fig. 1 shows the procedure of the proposed coordinating resource reservation MAC protocol. The protocol extends the 3GPP SPS to provide high-reliability and low-latency communication for vehicle platooning.

As shown in Fig. 1, the coordinating resource reservation is operated among platoon vehicles. An error detection procedure of the proposed coordinating resource reservation MAC protocol for vehicle platooning, where \( RC_{\text{init}} \) is the initialized value of RC, which follows the uniform distribution between \( p \) and \( q \), i.e., \( RC_{\text{init}} \sim U(p, q) \).
determined by
\[ C_0 = \left\lceil \frac{D_{th}}{t_0} \right\rceil, \]  
(3)
where \( D_{th} \) is the delay threshold given by the platoon application, and \( t_0 \) is the time duration for each transmission interval. Therefore, the error detection procedure is executed during the front \( C_0 \) transmission intervals after a new resource is reserved.

The above error detection relies on the packet acknowledgment information piggybacked in the neighbor vehicles’ packets. With the relatively stable car-following construct in platooning, each platoon vehicle is aware of whose beacon messages should be received and utilized based on the information flow topology. Moreover, all the platoon vehicles periodically broadcast their beacon messages. Such construct stability and transmission periodicity enable the possibility for packet acknowledgment through piggybacking and error detection.

For any vehicle \( v_i \), once it fails to transmit beacon messages to any vehicle in \( \mathcal{V}_i^T \), the packet loss information will be piggybacked in the SCI reserved fields of the receiver’s beacon message in the next transmission interval. If the packet loss results from the resource selection conflict, upon receiving the piggybacked packet loss information, the transmitter \( v_i \) will select a new resource so as to avoid consecutive collisions in the future. The proposed MAC protocol can also mitigate the impact of the fading effect on the performance. Given the channel coherence time, if the reserved sub-channel is deep fading, it is desirable that the transmitter switches to a new one by resource reselection. Meanwhile, such reselection does not cause any additional bandwidth usage.

Instead of implementing the negative acknowledgment (NACK) mechanism which requires additionally allocated resources [26], the packet reception/loss information is contained in the existing reserved fields of SCI. As a result, the reliability of platoon communication is improved while no extra feedback messaging is introduced.

![Fig. 2. SCI format 1 fields in C-V2X and the utilized of reserved bits for packet acknowledgment indicators among platoon vehicles.](image)

According to [27], the SCI format 1 contains the message priority, the resource reservation interval, frequency resource location of initial transmission and retransmission, the time gap between the initial transmission and the optional second transmission, the MCS, the retransmission index and some reserved bits, as shown in Fig. 2. The reserved information field occupies \((15 - x)\) bits, where \( x \) equals the number of bits utilized for frequency resource location. \( x \) is calculated based on the number of subchannels as follow,
\[ x = \lceil \log_2 (N_{\text{subCH}}(N_{\text{subCH}} + 1)/2) \rceil, \]  
(4)
where \( N_{\text{subCH}} \) is the number of subchannels used for transmission. Assuming \( N_{\text{subCH}} \) as 2, we have \( x = 2 \), then 13 bits are left for the reserved field. The field size is adequate for the implementation of our designed coordination when assuming \( r + l < 10 \) in a platoon. The details are as follows.

Let \( n_b \) denote the larger number between \( r \) and \( l \). In our design, each platoon vehicle \( v_i \) detects whether it successfully receives the messages from \( \min\{i, n_b\} \) processors and \( \min\{m - i, n_b\} \) followers. The set of platoon vehicles involved in the error detection and coordination is denoted by \( \mathcal{V}_i^T \), which can be represented as \( \mathcal{V}_i^T = \{v_j | i - \min\{i, n_b\} \leq j \leq i + \min\{m - i, n_b\}, j \neq i\} \).

Since the number of receivers is assumed no more than 10 in IFT, at most 10 bits in the SCI reserved fields are needed for the designed coordinating resource reservation. For any platoon vehicle \( v_j \), it uses each bit to indicate whether it has successfully received messages from every vehicle in \( \mathcal{V}_j^T \). For a transmitter-receiver pair \( (v_i, v_j) \), the indicator of transmission success or not is denoted by \( b_{i,j} \), defined by
\[ b_{i,j} = \begin{cases} 1, & \text{success} \\ 0, & \text{failure} \end{cases} \]  
(5)

The packet acknowledgment scheme is executed at the receiver side, as shown in Algorithm 1. After one transmission interval, the receiver examines the reception of packets and determines the piggybacked acknowledgment indicators. According to the IFT, the receiver vehicle \( v_j \) verifies if it has received the packet from each transmitter \( v_i \) in set \( \mathcal{V}_i^T \). If the packet is received from \( v_j \), the corresponding acknowledgment indicator \( b_{j,i} \) will be set to 1, and it is set to 0 otherwise. Such packet acknowledgment information is contained in set \( \mathcal{L}_i^C \), which will be sent out through its own packet in the next transmission interval.

**Algorithm 1 Packet Acknowledgment Algorithm**

**Input:** \( \mathcal{V}_i^T \): Set of transmitters for \( v_i \) based on the IFT; \( \mathcal{L}_i^T \): Set of successful transmitters for \( v_i \).

**Output:** \( \mathcal{L}_i^C \): Set of acknowledgment indicators by \( v_i \); \( \mathcal{L}_i^T \):

1. Procedure PACKET ACKNOWLEDGMENT \( (i, \mathcal{V}_i^T, \mathcal{L}_i^T) \)
   2. \( \mathcal{L}_i^C \leftarrow \emptyset \)
   3. for \( v_j \) in \( \mathcal{V}_i^T \) do
      4. if \( v_j \in \mathcal{L}_i^T \) do
         5. \( b_{j,i} = 1 \)
      6. else do
         7. \( b_{j,i} = 0 \)
      8. end if
   9. \( \mathcal{L}_i^C \leftarrow \mathcal{L}_i^C + \{b_{j,i}\} \)
10. end for
11. return \( \mathcal{L}_i^C \)

After collecting the piggybacked packet acknowledgment information, the transmitter executes the error detection procedure, as shown in Algorithms 2. The transmitter \( v_i \) scans
Algorithm 2 Error Detection Algorithm

Input: $\mathcal{L}^C = \{\mathcal{L}_j^C | v_j \in \mathcal{L}_j^R\}$: Set of packet acknowledgment indicators received by $v_i$, where $\mathcal{L}_j^C = 0$ if $v_i$ receives no message from $v_j$.

Output: $B_c$: Indicator that represents whether $v_i$ suffers from transmission errors;

1: **Procedure** ERROR DETECTION ($i$, $\mathcal{L}^C$)
2: $B_c = \text{FALSE}$
3: for $s$ in $\mathcal{L}^C$
4: if $s = 0$
5: $B_c = \text{TRUE}$
6: break
7: else do
8: $B_c = \text{FALSE}$
9: end if
10: return $B_c$

The acknowledgment indicators provided in the packets from the designated receivers to identify packet loss or reception. If 0 exists among these indicators, $B_c$ is set to TRUE, prompting the transmitter to reserve new resources for future transmissions.

An example is provided in Table I to illustrate the advantage of the proposed intra-platoon coordination design. In the example, $r$ and $l$ are both set to 2 and the platoon contains 6 vehicles, which are $v_0, v_1, \ldots, v_5$. As shown in Fig. 1, we consider the condition that $v_1$ and $v_3$ select the same resource for periodic beacon transmission. Each vehicle uses at most 4 bits to indicate whether the required packets from neighbors are successfully received.

During the packet acknowledgment procedure, $v_1, v_2$, and $v_3$ all detect the packet loss from neighbors, so 0 is observed in their SCI reserved fields. Note that $v_0$ successfully receives the packets from $v_1$ despite the reservation conflict between $v_1$ and $v_3$. This is because $v_0$ is very close to $v_1$ and far away from the interfering vehicle $v_3$. For the similar reason, transmissions from $v_3$ to $v_4$ are also successful.

### TABLE I

<table>
<thead>
<tr>
<th>Platoon vehicle</th>
<th>Reception indicators for neighbors</th>
<th>Information to check from neighbors</th>
<th>Check result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_0$</td>
<td>1, 1</td>
<td>1, 1</td>
<td>Success</td>
</tr>
<tr>
<td>$v_1$</td>
<td>1, 1, 0</td>
<td>1, 0, None</td>
<td>Collision</td>
</tr>
<tr>
<td>$v_2$</td>
<td>1, 0, 0, 1</td>
<td>1, None, None, 1</td>
<td>Success</td>
</tr>
<tr>
<td>$v_3$</td>
<td>0, 1, 1, 1</td>
<td>None, 0, 1, 1</td>
<td>Collision</td>
</tr>
<tr>
<td>$v_4$</td>
<td>1, 1, 1</td>
<td>1, 1</td>
<td>Success</td>
</tr>
<tr>
<td>$v_5$</td>
<td>1, 1</td>
<td>1, 1</td>
<td>Success</td>
</tr>
</tbody>
</table>

After receiving the packets with packet acknowledgment information from neighbors, each vehicle detects whether transmission error occurs during the previous transmission interval. As shown in the TABLE I, $v_1$ receives the feedback of collision as it finds “0” in the SCI reserved fields after decoding the packet from $v_2$. $v_1$ receives no packet from $v_3$ because of resource reservation conflict, represented by “None” here. Under this circumstance, $v_1$ selects a new resource for transmission even though its RC has not decreased to 0. For a similar reason, $v_3$ selects a new resource after error detection. By doing this, $v_1$ and $v_3$ are given a second chance to sense and access the channel, which relieves access collision and avoids long delay to successfully receive beacons.

V. PERFORMANCE ANALYSIS

In this section, Markov chain-based analysis is presented for the 3GPP SPS protocol with and without the proposed error detection procedure.

A. Markov analysis for 3GPP SPS

To evaluate the performance of the 3GPP SPS, we present a Markov chain that models the state transitions during the channel access process. We observe whether the channel access for a vehicle is successful or not, starting from the first try after the vehicle resets its RC. $C_i$ and $T_i$ are the collision state and the successful channel access state for the $i$-th try, respectively.

According to our preliminary work presented in [12], we can calculate the access collision probability based on the estimated number of vehicles within the interference range. By utilizing this collision probability, we obtained the state transition probability and the steady state distribution.

This subsection extends the analysis in [12] to include the delay distribution, taking into consideration the stringent delay requirements in platoon communication. In addition, the analytical framework is further extended in Section V-B to consider the impacts of the new algorithms proposed in this work on both reliability and delay performances.

Since the age of information contained in beacons increases fast in highly dynamic scenarios like platoon systems, it is significant that beacons of one transmitter are simultaneously received by all designated receivers for close coordination. Therefore, we analyze the delay until beacons are simultaneously received by all designated receivers.

Let $G_k$ denote the probability of $k$ consecutive collisions. For $k < 2p$, $G_k$ can be derived based on the Markov chain, and we have

$$G_k = \begin{cases} 
\sum_{i=1}^{q} s_{i+q}, & \text{if } k = 0 \\
0, & \text{if } 0 < k < p \\
\sum_{i=p}^{q} s_{i+q} r_{i} p_{c} (u_{p} + e_{p}), & \text{if } k = p \\
\sum_{i=p}^{q} s_{i+q} r_{i} p_{c} (u_{k} + e_{k}) \prod_{i=p}^{k-1} g_{i}, & \text{if } p < k < 2p 
\end{cases}$$

$G_k$ can be derived when $k \geq 2p$ with more tedious derivations, which is skipped here since consecutive collisions of $2p$ or more times are typically intolerable in the platoon communication system. For example, if $p$ is set as 10 and the beacon rate is 20Hz, $2p$ consecutive collisions means delay of 1000ms.
where \( p_c \) is the access collision probability, \( r_i = \frac{1-p_0}{q-i+1} \), 
\( u_i = \frac{p_0(1-p_0)}{(q-i+1)^2} + \frac{(1-p_0)(1-p_0)}{(q-i+1)^2} \), and 
\( g_i = \frac{p_0(q-i)}{(q-i+1)^2} + \frac{p_0(q-i)}{(q-i+1)^2} \). Please refer to [12] for derivation details.

In (7), \( G_k \) is the probability that delay of \((k+1)t_0\) is caused, where \( t_0 \) is the transmission interval, determined by the beacon frequency \( f \), i.e., \( t_0 = 1/f \). Channel access with no collision results in delay of \( t_0 \), and channel access with \( k \) consecutive collisions leads to delay of \((k+1)t_0\), which consists of delay caused by consecutive collisions and delay of new packet transmission. Let \( D_k \) denote the delay of \( kt_0 \), meaning \((k - 1) \) consecutive collisions. Therefore, the delay satisfaction probability that \( D_k \) doesn’t exceed a given threshold \( D_{\text{min}} \), is computed by

\[
\text{Prob}(D_k \leq D_{\text{min}}) = \sum_{k=0}^{D_{\text{min}}/[2t_0]-1} G_k, k < 2p.
\] (8)

B. Markov analysis for the proposed CRR

1) State Transition: Fig. 3 gives the Markov-chain model on condition of our proposed CRR, where SPS is extended with coordinating error detection. When the CRR is adopted, the transition of \( C_k \) \((2 \leq k < p)\) will make changes compared to that of the legacy SPS. Besides state \( C_{k+1} \), \( C_k \) can also transit to state \( T_{k+1} \) thanks to the proposed resource reservation coordination. The coordination takes two transmission intervals and is implemented until \( k = p - 1 \), so transitions from collision to success start from \( k = 2 \).

As a result, \( \forall 1 \leq i, j \leq 2q \), the state transition probability is computed by

\[
p_{i,j} = \begin{cases} 1 - p_i, & \text{if } 2 \leq i < p, j = i + 1 \\ p_i, & \text{if } 2 \leq i < p, j = q + i + 1 \\ p_{i,j}, & \text{otherwise} \end{cases}
\] (9)

where \( p_{i,j} \) is the transition probability from state \( i \) to \( j \) when the SPS protocol is implemented [12]. Let \( \mathbf{P}' = (p_{i,j}') \) denote the state transition matrix for the channel access of any vehicle when the coordinating resource reservation MAC is adopted. \( \mathbf{P}' \) is obtained with (9).

The only difference between the two Markov chains of the SPS and CRR protocols is the transitions of states \( C_2, C_3, \ldots, C_{p-1} \). Thanks to the error detection with coordination among neighbor vehicles in the platoon, the number of consecutive collision times may not be as great as \( p \) after conflicted reservation occurs.

Let \( S' = [s'_1, s'_2, \ldots, s'_q]^T \) denote the steady state distribution, where \( s'_1, s'_2, \ldots, s'_q \) are the probabilities of collision states and \( s'_{q+1}, s'_{q+2}, \ldots, s'_2 \) are the probabilities of transmission states. Since the Markov chain is irreducible and aperiodic, \( S' \) can also be obtained by deriving the eigenvector corresponding to the eigenvalue 1 for \( \mathbf{P}' \).

2) Reliability Analysis: When the proposed CRR is adopted for vehicle platooning, let \( U'_S, U'_F \) denote the success and failure probability, respectively. We have \( U'_S = \sum_{i=q+1}^{2q} s'_i \) and

\[
U'_F = \sum_{i=1}^{q} s'_i.
\] (10)

3) Delay Analysis: Let \( G'_k \) denote the probability of \( k \) consecutive collisions. For \( 0 \leq k \leq p \), \( G'_k \) can be derived based on the Markov chain, as follow

\[
G'_k = \begin{cases} 0, & \text{if } k = 0 \\ 1-p_k, & \text{if } k = 1 \\ \sum_{i=q+1}^{k} s_{i+q} r_i (1-p_i)^{k-2} p_i, & \text{if } 2 \leq k < p \\ \sum_{i=q+1}^{p} s_{i+q} r_i (1-p_i)^{p-2} (u_p + e_p), & \text{if } k = p \end{cases}
\] (11)

Thanks to the proposed error detection, additional transitions from collision states to transition states are observed and analyzed. The time of consecutive collisions can be down to 2 when collision occurs, instead of \( p \) with the SPS protocol.

When \( k = p + 1 \), we have

\[
G'_k = \sum_{i=p}^{q} s_{i+q} r_i (1-p_i)^{p-2} (u_k + e_k) \prod_{i=p}^{k-1} g_i.
\] (12)

When \( p + 1 < k < 2p \), \( G'_k \) is computed by

\[
G'_k = \sum_{i=p}^{q} s_{i+q} r_i (1-p_i)^{p-2} (u_k + e_k) \prod_{i=p}^{k-1} g_i + \sum_{s=p}^{k-2} G'_s \left(1-p_k\right)^{k-1-s} p_s.
\] (13)
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Similar to the analysis in Section V-A, the delay satisfaction probability with the proposed CRR is computed by

$$\text{Prob}(D_k \leq D_{\text{min}}) = \sum_{k=0}^{\left\lfloor \frac{D_{\text{min}}}{l} \right\rfloor} G_{k}, \quad k < 2p. \quad (14)$$

### C. Numerical Results

Based on the above analysis, the reliability and delay performances of the 3GPP SPS and the proposed CRR are compared with numerical results. The failure probability and delay distribution are taken as the performance metrics to evaluate the two protocols.

![Reliability performance comparison](image)

(a) Reliability performance comparison.

![Delay distribution comparison](image)

(b) Delay performance comparison.

Fig. 4. Numerical results of failure probability and delay distribution with the 3GPP SPS and the proposed CRR, based on the proposed analytical framework. The IFT of platooning is specified with $r = 2$ and $l = 2$. (a) Failure probability in platoon communication versus access collision probability. (b) Delay distribution when the access collision probability is 0.05.

Fig. 4 (a) gives the failure probability versus the access collision probability for different MAC protocols when the beacon rate is 10 Hz and the RC range is 0.05. The failure probability is defined in Section V-A as the probability that at least one designate receiver fails to receive the beacon message due to resource selection conflict. It reflects the reliability of communication for supporting close coordination in platoon. The results of the 3GPP SPS and the CRR are obtained based on (6) and (10), respectively. By changing the access probability $p_c$ from 0 to 0.5 and fixing all other parameters, the failure probability curve is obtained.

Compared with the 3GPP SPS, the proposed CRR brings a substantial reduction in failure probability, thanks to the additional error detection procedure. For example, the failure probability is decreased from 8.2% to 2.3% when the access collision probability is 10%. The failure probability can be reduced by 50% even when the access collision probability is as high as 40%.

Note that in our CRR MAC design, the error detection procedure is implemented repeatedly before the RC is decremented by $C_0$. For comparison, we also give the curve when the procedure is implemented only once at the beginning of each semi-persistent reservation period with the green dashed line in Fig. 4 (a). With only once feedback per semi-persistent period, it is possible that the vehicle faces reservation conflicts again upon resource reselection. Thus, the repeated error detection reduces the risk of consecutive collisions. As shown in Fig. 4 (a), a significant reduction in failure probability is observed with repetitive error detection when the access collision probability increases over 0.2.

Fig. 4 (b) gives the delay distribution with the 3GPP SPS and the proposed CRR when $p_c = 0.05$. The delay distribution is obtained based on (7) and (11). For the 3GPP SPS, the probability of delay between 100 ms and 500 ms is 0, so the probability of delay below 500 ms equals the probability of delay below 100 ms, which is 96.23%. However, the probability of delay below 100 ms is increased to 98.67% with the proposed CRR. The probability of delay below 500 ms can also be raised to 99.07%, which is the sum of probabilities of delay in the range of 0−100 ms, 200−300 ms, 300−400 ms, and 400−500 ms. Therefore, the delay performance of platoon communication is improved thanks to the proposed CRR.

In this paper, the proposed protocol CRR is designed for a system where platoon and non-platoon vehicles coexist in a two-way road scenario. For a more complicated road scenario, the proposed protocol CRR can still be applied to reduce resource reservation collisions between platoon vehicles and any road users, as demonstrated in the simulation study considering both highway and real-world urban scenarios. The proposed Markov chain-based analytical framework can also be extended to more complicated scenarios. In the analytical framework, the state transition probability of the Markov chain is influenced by the access collision probability, which, in turn, relies on the number of vehicles within the interference range. When dealing with a more complicated scenario, this vehicle count can be estimated with the road topology and the density of vehicles on each road. The derived state transition probability can then be utilized within the analytical framework to evaluate performance.

### VI. Simulation Results

In this section, extensive simulations are conducted to verify the accuracy of the proposed Markov analysis as well as the effectiveness and superiority of the proposed CRR. The simulations involve two distinct road traffic scenarios, a two-way four-lane highway and a real-world urban scenario with multiple intersections. Furthermore, a range of traffic factors are integrated in the simulation, including vehicle density, platoon inter-vehicle distance, and information flow topology. The wireless dynamics are simulated, including the effects of fast fading and interference caused by resource selection conflicts.
In the simulation, the simulator SUMO is used to generate road traffic [29]. To achieve the MAC protocol, a discrete-event simulator is developed, where vehicle location and packet transmission states change over time. In the simulator, we take into account the vehicle mobility, packet transmission requirements, the channel model, and the sensing-based resource selection and reservation process. The open-source version of the developed simulator is now accessible.\(^2\) The reliability and delay performances are evaluated given the information flow topology as \(r = l = 2\), the beacon rate as 10 Hz, and the RC range as [5, 15]. (a) Comparison of simulations and analytical values of failure probability under different non-platoon vehicle densities for both the 3GPP SPS and the proposed CRR. (b) Packet loss ratio for transmission to the closest platoon vehicle (T1) and the second closest one (T2). (c) Comparison of simulations and analytical values of delay outage probability under different non-platoon vehicle densities for both the 3GPP SPS and the proposed CRR.

The simulation results are an average of 30 times, and each run lasts for 20 s. For either the 3GPP SPS or the proposed CRR algorithm, the theoretical values are basically within one standard deviation from the mean. Therefore, the correctness of the presented analytical model is verified. Moreover, when the vehicle density increases, the failure probability has a dramatic increase. This is because more crowded vehicles lead to more intense resource contention. By comparison, the proposed CRR is superior to the 3GPP SPS since a much lower failure probability is obtained for all densities.

To analyze the transmission performance between two platoon vehicles, we also observe the packet loss ratio between two pairs of transmission, denoted by T1 and T2. T1 represents the transmission between one platoon vehicle and its closest neighbors, T2 represents the transmission between one platoon vehicle and its second closest neighbors. Fig. 5(b). Compared

![Fig. 5. Performance evaluation of the 3GPP SPS and the proposed CRR protocol for vehicle platooning, with the information flow topology as \(r = l = 2\), the beacon rate as 10 Hz, and the RC range as [5, 15]. (a) Comparison of simulations and analytical values of failure probability under different non-platoon vehicle densities for both the 3GPP SPS and the proposed CRR. (b) Packet loss ratio for transmission to the closest platoon vehicle (T1) and the second closest one (T2). (c) Comparison of simulations and analytical values of delay outage probability under different non-platoon vehicle densities for both the 3GPP SPS and the proposed CRR.]
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**TABLE II**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road length (l)</td>
<td>4 km</td>
</tr>
<tr>
<td>Inter-vehicle distance in platoon (d_s)</td>
<td>5−25 m</td>
</tr>
<tr>
<td>Vehicle length (d_o)</td>
<td>4 m</td>
</tr>
<tr>
<td>Maximal vehicle speed (v_s)</td>
<td>30 m/s</td>
</tr>
<tr>
<td>Density of non-platoon vehicles (\lambda)</td>
<td>80−360 vehicles/km</td>
</tr>
<tr>
<td>Number of platoon vehicles (N)</td>
<td>10</td>
</tr>
<tr>
<td>Carrier frequency (f_c)</td>
<td>5.9 GHz</td>
</tr>
<tr>
<td>Transmit power (P_t)</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Path-loss exponent (\gamma)</td>
<td>3.68</td>
</tr>
<tr>
<td>Path-loss constant (K_0)</td>
<td>10−4−38</td>
</tr>
<tr>
<td>Channel Bandwidth (B)</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Noise PSD (N_0)</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Minimum SINR (SINR_T)</td>
<td>2.76 dB</td>
</tr>
<tr>
<td>Beacon frequency (f)</td>
<td>10 Hz, 50 Hz</td>
</tr>
<tr>
<td>Beacon size (b)</td>
<td>300 bytes</td>
</tr>
<tr>
<td>Number of subchannels (M)</td>
<td>2</td>
</tr>
<tr>
<td>Number of predecessors in the IFT (r)</td>
<td>1∼3</td>
</tr>
<tr>
<td>Number of followers in the IFT (l)</td>
<td>1∼3</td>
</tr>
<tr>
<td>Delay threshold (T_{\text{min}})</td>
<td>500 ms</td>
</tr>
<tr>
<td>RC range ([p, q])</td>
<td>[5, 15], [25, 75]</td>
</tr>
<tr>
<td>Probability of resource keep (p_0)</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^2\)https://github.com/xinuvic/V2XPlatoonScenario
with T1, the packet loss ratio of T2 is higher due to more path-loss and larger interference range caused by the longer transmission distance. In addition, it is found that our proposed CRR leads to a lower packet loss ratio for both T1 and T2.

Fig. 5(c) shows the performance comparison between the 3GPP SPS and our proposed CRR in terms of delay outage probability in a platoon system. For each algorithm, both the theoretical and simulation results are given. Here the delay threshold is set as 500 ms. The probability of delay over 500 ms means the number of consecutive collisions is no less than 5 since the beacon messages are transmitted per 100 ms. As shown in the figure, for both the 3GPP SPS and the proposed CRR, the theoretical values of delay outage probability are within one standard deviation from the mean of simulation results, which verifies the correctness of the delay analysis in Section V. According to Section V, the consecutive collisions follow different rules for the SPS and the proposed CRR. Specifically, the number of consecutive collisions is at least 5 once collision occurs. However, our proposed CRR implements the error detection procedure, with which the collision can be checked after two transmission opportunities. As a result, the probabilities of delay over 500 ms is dramatically reduced, verified in Fig. 5(c). For example, when the density of non-platoon vehicles is 120 vehicles/km, the probability of delay over 500 ms is over 0.03 for the SPS but less than 0.005 for the proposed CRR. Thus, the delay outage probability is reduced by over 80% thanks to the proposed CRR.

B. Performance Comparison

To evaluate the superiority of our proposed CRR for vehicle platooning, we conduct simulations to compare it with three other MAC protocols including the legacy 3GPP SPS, the resource alternation selection (RAS) and the SPS with lookahead (SPS/LA). The RAS algorithm was designed in [22] as an enhancement of SPS to relieve the consecutive packet collision problem by reserving and allocating multi-resources alternatively. It has been regarded as a simple and efficient enhanced reservation MAC protocol. SPS/LA was proposed in [9]. Similar to our design, it used the SCI reserved fields to piggyback information on the periodic message. The difference is that SPS/LA exchanges the lookahead information to eliminate most message collisions arising from the ignorance of other vehicles’ internal decisions, where the hidden terminal issue still exists. Our proposed CRR piggybacks the packet reception/loss information as transmission feedback among platoon vehicles. By doing this, collision and delay caused by the hidden terminals and simultaneous resource selection are both reduced. Meanwhile, packet losses caused by deep channel fading can also be mitigated by switching to another sub-channel.

In a highly automated and coordinated platoon system, the inter-vehicle distance can be very short without considering the reaction time of humans. In the simulation, the inter-vehicle distance of the platoon is increased from 5 to 25, stepped by 5. The information flow topology is set as $r = 2$ and $l = 2$, i.e., each vehicle uses the information from the nearest two predecessors and two followers. The density of non-platoon vehicles is 120 vehicles/km. Both slow fading and fast fading are considered in the simulations. In particular, we use the well-known Nakagami-$m$ channel model to simulate the statistical fading channel, where the parameter $m$ can reflect the fading severity and $m = 1$ yields the Rayleigh
distribution. Following [32], \( m \) is set to 5 for the transmissions between two adjacent vehicles while \( m = 1 \) for non-adjacent pairs considering the existence of blocking vehicles between the transmitter and the receiver. The comparison results are presented in Fig. 6, where the beacon rate is set as 10 Hz in (a-c) and 50 Hz in (d-f), respectively.

For a communication-based platoon system, the coordination among platoon vehicles depends highly on the reliability of information exchange. According to the principle of our proposed CRR, neighbor platoon vehicles can remind each other of packet delivery success/failure with the error detection procedure. Once transmission error feedback is received from any of the designated receivers, the transmitter will immediately select a new resource for the following transmissions. The failure probability is plotted in Figs. 6 (a) and (d). Overall, the higher beacon rate leads to a higher failure probability. Among the four MAC protocols, the proposed CRR brings about the lowest failure probability, which is more than 50% lower than that obtained by the 3GPP SPS and about 80% lower than that obtained by the RAS algorithm. Owing to the reselection lookahead exchange, the SPS/LA also achieves low failure probability too. For the RAS when compared with the legacy SPS, the delay performance is improved at the cost of worse reliability.

Figs. (b) and (e) show the delay outage probability obtained by the four MAC protocols when the beacon rate is set as 10 Hz and 50 Hz, respectively. In Figs. 6 (b), the delay outage probability obtained by our proposed CRR is less than 1/10 of that obtained with the 3GPP SPS. In Fig. 6 (e), the delay outage probability can also be reduced by adopting our proposed CRR. Compared with the RAS and SPS/LA protocols, our proposed CRR has the advantage of achieving both low failure probability and low delay. Meanwhile, it is found that the probability of delay over 500 ms when the beacon rate is set as 10 Hz is much lower than that when the beacon rate is 50 Hz. Although increasing the beacon rate benefits the delay reduction, it leads to more intense contention with fewer accessible resources. Therefore, limiting the beacon rate in congestion scenarios is significant for reliable and timely packet delivery.

To compare the data rate performance of the four MAC protocols, Figs. 6 (c) and (f) show the comparison results of goodput in the scenarios of 10 Hz and 50 Hz, respectively. Given the information flow topology, the goodput is the number of beacons successfully received per second for vehicles in the platoon. With the information flow topology \( r = l = 2 \) for a platoon consisting of 10 vehicles, the expected received packets within one transmission interval is 34. Therefore, the upper bound of goodput is 340 packets per second (pps) in the case of 10 Hz and 1700 pps in the case of 50 Hz. As shown in Figs. 6 (c) and (f), the proposed CRR achieves the highest goodput among the four MAC protocols, thanks to the reduction in packet losses caused by resource selection conflicts and fading channel. Moreover, with the increase of the inter-vehicle distance, the goodput has a decreased trend and the RAS protocol performs worst among the four solutions.

In summary, the above comparison results show that the proposed CRR protocol is superior to other three MAC protocols in terms of failure probability, delay outage probability and goodput. The proposed protocol has the potential to provide high-rate and high-reliability communications for platoon vehicles traveling closely in close coordination.

C. Discussion on Information Flow Topology

Next, the communication reliability for various information flow topologies is studied, and the results are presented in Fig. 7. We evaluated the three MAC protocols mentioned in Section VI-B, which are the legacy SPS, the proposed CRR and the RAS. Based on the above analysis, although the SPS/LA is inferior to the proposed CRR and the RAS in terms of delay performance, so it is not analyzed in this subsection. The inter-vehicle distance is set as 10 m in the platoon. In Fig. 7 (a), the information flow topology is set as \( r = 1 \) and \( l = 1 \), meaning that each vehicle acts based on the information from its closest predecessor and follower. When more vehicles are involved in the information flow topology, it becomes more difficult to guarantee the simultaneous reception of all messages.

Figs. 7 (b) and (c) show the results obtained in the scenarios where \( r = 2 \) and \( l = 1 \), and \( r = l = 3 \), respectively. For any MAC protocol, it is found that the failure probability rises when more vehicles are involved in the information flow topology. When information from three predecessors and three followers is needed for advanced platoon coordination, the legacy 3GPP SPS leads to low reliability with the failure probability above 0.05 for 120 vehicles/km and nearly 0.1 for 280 vehicles/km. To better support advanced information flow topology, efficient collision and delay reduction approaches or relaying technologies are in need. Compared to the 3GPP SPS, the proposed CRR is beneficial for reliability improvement, where the failure probability is controlled below 0.02 when the density is as high as 280 vehicles/km. However, the RAS obtains the highest failure probability because reserving multiple resources increases the collision risk.

The delay performance in the above simulations is observed and the results are presented in Figs. 7 (d)-(f), which correspond to different information flow topologies. The delay threshold is set as 500 ms, which is the reference delay bound for a platoon with an inter-vehicle distance of 10 m when moving at the speed of 20 m/s. The delay outage probability obtained by the 3GPP SPS is above \( 10^{-2} \) for \( r = 2, l = 1 \) and \( r = l = 3 \). Compared to this, the RAS algorithm leads to a reduction of 50% on delay outage probability. Moreover, our proposed CRR can further lower the delay outage probability thanks to the error detection procedure using only two transmission intervals, i.e., 200 ms in the scenario of 10 Hz. To conclude, the proposed CRR is superior to the other two MAC protocols in terms of both reliability and delay of platoon communication.

D. Verification on Real-world Roadmap

Finally, the performance of the three MAC protocols is evaluated in the simulation based on part of the roadmap of
Bologna\(^3\) with the generated traffic of platoon and non-platoon vehicles in SUMO. The roadmap is presented in Fig. 8(a).

The complementary cumulative distribution function (CCDF) of delay is shown in Fig. 8, where the delay between any two platoon vehicles and the delay for any transmitter with all designated receivers are given in Figs. 8(b) and (c), respectively. As a result of consecutive collisions, the CCDF of delay obtained by SPS has a rare change when the delay is increased from 200 ms to 500 ms, in both Figs. 8(b) and (c). However, our proposed CRR leads to decreased CCDF when the delay is increased over 200 ms. With the alternative resource allocation, the RAS results in a decrease of CCDF when delay is increased above 100 ms, while there is a high proportion of delay above 100 ms. Compared to the RAS, our proposed CRR and the 3GPP SPS limits the proportion of delay above 100 ms within a smaller range.

VII. CONCLUSION

In this paper, a MAC protocol of resource reservation coordination is proposed to enhance the communication performance of vehicle platooning. To reduce collisions and delay caused by reservation conflict in the legacy SPS, intra-platoon coordination is utilized to enhance vehicles’ awareness of collisions. By doing this, vehicles can inform each other of packet loss in the neighborhood using their own transmission opportunities, without causing additional channel load. Both the theoretical analysis and simulation results verify the advantage of the proposed protocol in terms of reliability and delay performance. In the future, we will investigate more
adaptive distributed resource scheduling to handle varying platoon construction and traffic conditions.
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