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Abstract=JPEG 2000, a new international standard for stillimage com marks in Section IV. Throughout our presentation, a basic un
pression, is discussed at length. A high-level introductioto the JPEG-2000 derstanding of image coding is assumed.
standard is given, followed by a detailed technical descrijon of the JPEG-
2000 Part-1 codec.

Keywords—JPEG 2000, stillimage compression/coding, standards. Il. JPEG 2000
The JPEG-2000 standard supports lossy and lossless com-
|. INTRODUCTION pression of single-component (e.g., grayscale) and multi-

, o component (e.g., color) imagery. In addition to this basime
IGITAL IMAGERY is pervasive in our world today. Con- yression functionality, however, numerous other featuanes
sequently, standards for the efficient representation aﬁrq)vided, including: 1) progressive recovery of an imagdiby

interchange of digital images are essential. To date, sdmed%"ty or resolution: 2) region of interest coding, whereifjer-

the most successful still image compression standardsreave, ¢ parts of an image can be coded with differing fidelity:&8)-r

sulted from the ongoing work of the Joint Photographic Eiperyom access to particular regions of an image without needing
Group (JPEG). This group operates under the auspices df JQiBcqde the entire code stream: 4) a flexible file format with pr

Technical Committee 1, Subcommi_ttee 29, Working Group}sions for specifying opacity information and image setes:
(JTC 1/SC 29/WG 1), a collaborative effort between the Inyng 5y good error resilience. Due to its excellent coding per

ternational Organization for Standardization (ISO) anéfma- ¢, mance and many attractive features, JPEG 2000 has a very
tional Telecommunication Union Standardization SectdiJd large potential application base. Some possible appinai-

T). Both the JPEG [1-3] and JPEG-LS [4-6] standards Wetgs include: image archiving, Internet, web browsing, doeut

born from the work of the JPEG committee. For the last erPhaging digital photography, medical imaging, remotesieg,
years, the JPEG committee has been working towards the-estah, desi<top publishing. ’ ’

lishment of a new standard known as JPEG 2000 (i.e., ISO/IEC
15444). The fruits of these labors are now coming to bear, s Why JPEG 2000?

several parts of this multipart standard have recently batn . -
g . . Work on the JPEG-2000 standard commenced with an initial
fied including JPEG-2000 Part 1 (i.e., ISONIEC 15444-117]). ¢ - o niributions [14]in March 1997. The purpose of imay

In this paper, we provide a detailed technical descriptibn 0 L
the JPEG-2000 Part-1 codec, in addition to a brief overview 9 "W standard was twofold. First, it would address a number

the JPEG-2000 standard. This exposition is intended tesesv of w_eaknesses in the existing JPEG stan_dard._ Second, itvoul
. . . . S provide a number of new features not available in the JPEG sta
a reader-friendly starting point for those interested eriéng

about JPEG 2000. Although many details are included in o%‘?rd' The preceding pomts_ led to sgveral key o_bJ_ect|vemf®r
. X . , new standard, namely that it should: 1) allow efficient lossg

presentation, some details are necessarily omitted. Tddere lossless compression within a sinale unified coding franewo

should, therefore, refer to the standard [7] before attamgpt P 9 9 W

an implementation. The JPEG-2000 codec realization in t %prowde superiorimage quality, b(.)th objectively andjsub
Ively, at low bit rates, 3) support additional featurestsas rate

JasPer software [8-10] (developed by the author of thlsrpapend resolution scalability, region of interest coding, andore

may ‘?"SO serve as a pracuc_al guide for implementors. (See '%%xible file format, 4) avoid excessive computational andrme
pendix A for more information about JasPer.) The reader may . .
. ' . ory complexity. Undoubtedly, much of the success of the-orig
also find [11-13] to be useful sources of information on th|ﬁal JPEG standard can be attributed to its royalty-freeneat
JPEG-2000 standard. yary-irea

The remainder of this paper is structured as follows Se(c‘,pnsequently, considerable effort has been made to ertsare t
tion Il begins with a overview of the JPEG-2000 standardsTh?rerglQ;Tgygl_ticgémp“am JPEG-2000 codec can be implemented

is followed, in Section lll, by a detailed description of tHeEG-
2000 Part-1 codec. Finally, we conclude with some closing rg§  strycture of the Standard

*This document is a revised version of the JPEG-2000 tuttinat | wrote The JPEG-2000 standard is comprised of numerous parts,

which appeared in the JPEG working group document WG1N1VBaoriginal - \yith the parts listed in Table | being defined at the time o$ thi
tutorial contained numerous inaccuracies, some of whicte wgroduced by . . . . .
changes in the evolving draft standard while others weretdugpographical Writing. For convenience, we will refer to the codec defined i
errors. Hopefully, most of these inaccuracies have beaectad in this revised

document. In any case, this document will probably contittuevolve over lWhether these efforts ultimately prove successful rem@irtse seen, how-
time. Subsequent versions of this document will be maddadblai from my ever, as there are still some unresolved intellectual ptpjiEsues at the time of
home page (the URL for which is provided with my contact infation). this writing.
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Part 1 (i.e., [7]) of the standard as the baseline codec. ake-b
line codec is simply the core (or minimal functionality) JBE
2000 coding system. Part 2 (i.e., [15]) describes extession
the baseline codec that are useful for certain “niche” @gpli
tions, while Part 3 (i.e., [16]) defines extensions for iframne-
style video compression. Part 5 (i.e., [17]) provides twierre
ence software implementations of the Part-1 codec, and4Part
(i.e., [18]) provides a methodology for testing implemeiatas component1
for compliance with the standard. In this paper, we will, tioe
most part, limit our discussion to the baseline codec. Soime o _ (@)
the extensions included in Part 2 will also be discussedifrie Companent |
Unless otherwise indicated, our exposition considers timdy
baseline system.

For the most part, the JPEG-2000 standard is written from the
point of view of the decoder. That is, the decoder is define:qu
precisely with many details being normative in nature (re-
quired for compliance), while many parts of the encoderess | (b)
rigidly specified. Obviously, implementors must make a very
clear distinction between normative and informative ofsui® Fig. 1. Source image model. (a) An image withcomponents. (b) Individual
the standard. For the purposes of our discussion, howeeer, w component.
will only make such distinctions when absolutely necessary

Component N~

Component 2

0

. JPEG-2000 ©DEC 1to 38 bits/sa_mple. The signedness and pr.ecision of thelsamp
data are specified on a per-component basis.

Having briefly introduced the JPEG-2000 standard, we areAll of the components are associated with the same spatial ex
now in a position to begin examining the JPEG-2000 codecti#nt in the source image, but represent different spectrailie-
detail. The codec is based on wavelet/subband coding teitiary information. For example, a RGB color image has three
niques [21, 22]. It handles both lossy and lossless compreemponents with one component representing each of the red,
sion using the same transform-based framework, and borrayyeen, and blue color planes. In the simple case of a grayscal
heavily on ideas from the embedded block coding with oplimage, there is only one component, corresponding to the lu-
mized truncation (EBCOT) scheme [23-25]. In order to faminance plane. The various components of an image need not
cilitate both lossy and lossless coding in an efficient mannee sampled at the same resolution. Consequently, the compo-
reversible integer-to-integer [26-28] and nonreversibld-to- nents themselves can have different sizes. For exampla) whe
real transforms are employed. To code transform data, tieacocolor images are represented in a luminance-chrominaree co
makes use of bit-plane coding techniques. For entropy godigpace, the luminance information is often more finely sachple
a context-based adaptive binary arithmetic coder [29] é&lds than the chrominance data.
more specifically, the MQ coder from the JBIG2 standard [30].

Two levels of syntax are employed to represent the codedémap. Reference Grid

a code stream and file format syntax. The code stream syntax isG_ . h dec d ibes th fh
similar in spirit to that used in the JPEG standard. lven an image, the codec describes the geometry of the var-

. : . . _jous components in terms of a rectangular grid called the ref
The remainder of Section Il is structured as follows. Firs . .
. ' , erence grid. The reference grid has the general form shown
Sections IlI-A to III-C, discuss the source image model and _. L ; . o o
. S In Fig. 2. The grid is of size Xsix Ysiz with the origin lo-
how an image is internally represented by the codec. Next, Se : . L
. . . . _Ccated at its top-left corner. The region with its top-leftroer at
tion IlI-D examines the basic structure of the codec. This ) : : . .
. . . : Osiz, YOsiz) and bottom-right corner diXsiz— 1,Ysiz— 1)
followed, in Sections I1I-E to I1l-M by a detailed explanati of is called the image area, and corresponds to the picturaalata
the coding engine itself. Next, Sections IlI-N and 111-O é&ip 9 : P P

the syntax used to represent a coded image. Finally, Seéion be represented. The width and height of the reference gnid ca

P briefly describes some of the extensions included in Pairt 2n($t e>.(ceed 2 -1 units, imposing an upper bound on the size
the standard. of an image that can be handled by the codec.

All of the components are mapped onto the image area of
the reference grid. Since components need not be sampled at
the full resolution of the reference grid, additional infation

Before examining the internals of the codec, it is important is required in order to establish this mapping. For each com-
understand the image model that it employs. From the codegtnent, we indicate the horizontal and vertical samplingogle
point of view, an image is comprised of one or more compa@ units of the reference grid, denoted as XRsiz and YRsiz, re
nents (up to a limit of 2%), as shown in Fig. 1(a). As illustratedspectively. These two parameters uniquely specify a (ngcta
in Fig. 1(b), each component consists of a rectangular afaylar) sampling grid consisting of all points whose horizdiatad
samples. The sample values for each component are intdger vartical positions are integer multiples of XRsiz and YRs&
ued, and can be either signed or unsigned with a precisiom frgpectively. All such points that fall within the image arean-

A. Source Image Model
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TABLE |
PARTS OF THE STANDARD

Part | Title Purpose Document
1 Core coding system Specifies the core (or minimal functionality) JPEG-2000emd [7]
2 Extensions Specifies additional functionalities that are useful in sapplications but need not be supported [15]

by all codecs.
3 Motion JPEG 2000 Specifies extensions to JPEG-2000 for intraframe-styleasimbmpression. [16]
4 Conformance testing Specifies the procedure to be employed for compliance gestin [18]
5 Reference software Provides sample software implementations of the standesdrive as a guide for implementors [17]
6 Compound image file format Defines a file format for compound documents. [19]
8 Secure JPEG 2000 Defines mechanisms for conditional access, integrityfmitbation, and intellectual propert] *

rights protection.
9 Interactivity tools, APIs and pro{ Specifies a client-server protocol for efficiently commauatiing JPEG-2000 image data over n¢t-  *

tocols works.

10 3D and floating-point data Provides extensions for handling 3D (e.g., volumetric) toakting-point data. *
11 Wireless Provides channel coding and error protection tools for leg® applications. *
12 ISO base media file format Defines a common media file format used by Motion JPEG 2000 aPE®4. [20]
13 Entry-level JPEG 2000 encodell Specifies an entry-level JPEG-2000 encoder. *

*This part of the standard is still under development at tine wf this writing.

Xsiz Xsiz
(0,0 \ [
©0 YTOsi;
YOsiz
(XTOsiz,YTOsiz)
(XOsiz,YOsiz)
(XOsiz,YOsiz) YTsiz
Ysiz
To T T,
Image Area Ysiz—YOsiz Ysiz Y
A
T T T .
(Xsiz—1,Ysiz-1) 3 4 5 YTsiz
XOsiz Xsiz-XOsiz
' TG T7 Tg

Fig. 2. Reference grid.
YTsiz

stitute samples of the component in question. Thus, in terms
of its own coordinate system, a component will have the size

e R ——— i

. . . . i XTOsiz XTsiz XTsiz XTsiz
(sreiz | — [XRsi]) * ([ vieiz | — [ ¥Rsz| ) and its top-left sam-
ple will correspond to the poinf[ X221, [¥23Z]) . Note that Fig. 3. Tiling on the reference grid.

the reference grid also imposes a particular alignment of sa
ples from the various components relative to one another.
From the diagram, the size of the image aregXsiz —
XOsiz) x (Ysiz— YOsiz). For a given image, many combina
tions of the Xsiz, Ysiz, XOsiz, and YOsiz parameters can
chosen to obtain an image area with the same size. Thus,
might wonder why the XOsiz and YOsiz parameters are
fixed at zero while the Xsiz and Ysiz parameters are set to
size of the image. As it turns out, there are subtle implocei
to changing the XOsiz and YOsiz parameters (while keepiag t

i fthei tant). Such ch ffect ced . . . )
size of the image area constant). Such changes affect cedec siz x YTsiz, but those bordering on the edges of the image

havior in several important ways, as will be described latis . . ) . )
behavior allows a number of basic operations to be performarc?a may have a size which differs from the _nomlnal size. The
more efficiently on coded images, such as cropping, horizo es are numbered n r§1§ter scan ordpr (starting at zero). .
tal/vertical flipping, and rotation by an integer multiplé @0 By mapping the position of eac_h t'.le. from the reference grid
degrees. t_o_ the_z coordinate systems of the |nd|V|dl_JaI components,ra pa
titioning of the components themselves is obtained. Fomexa

ple, suppose that a tile has an upper left corner and lowbt rig
corner with coordinate@xo, tyy) and(tx; — 1,ty; — 1), respec-

In some situations, an image may be quite large in compérely. Then, in the coordinate space of a particular congpon
ison to the amount of memory available to the codec. Conghke tile would have an upper left corner and lower right cor-
quently, it is not always feasible to code the entire imaga asier with coordinate&tcxo, tcy,) and(tcx, — 1,tcy; — 1), respec-

single atomic unit. To solve this problem, the codec allows a

image to be broken into smaller pieces, each of which is inde-

tg)eendently coded. More specifically, an image is partitioiméal
8H§ or more disjoint rectangular regions called tiles. Asagh

ity ig. 3, this partitioning is performed with respect to tie¢-
rence grid by overlaying the reference grid with a rectangu
ar tiling grid having horizontal and vertical spacings of ${z

Hnd YTsiz, respectively. The origin of the tiling grid isgdied

jth the point(XTOsiz, YTOsiz). Tiles have a nominal size of

C. Tiling
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©.0) about zero, a number of simplifying assumptions could beemad
in the design of the codec (e.g., with respect to context tarode
ing, numerical overflow, etc.).

(tex, ey, ) The postprocessing stage of the decoder essentially undoes
the effects of preprocessing in the encoder. If the samgle va
ues for a component are unsigned, the original nominal dysam
Tile-Component Data range is restored. Lastly, in the case of lossy coding, Tigps
performed to ensure that the sample values do not exceed the
allowable range.

(tex, —1tey, -1)

F. Intercomponent Transform

Fig. 4. Tile- t coordinate system. . .
9 e-component coordinate system In the encoder, the preprocessing stage is followed by the fo

ward intercomponent transform stage. Here, an intercoepon

tively, where transform can be applied to the tile-component data. Such a
_ _ transform operates on all of the components together, andse
(texo, teyg) = ([txo/XRsiz], [tyy/YRsiz]) (1a) to reduce the correlation between components, leading o im

(tcxg, tey;) = ([txa/XRsiz] , [ty;/YRsiz]). (1b) proved coding efficiency.

Only two intercomponent transforms are defined in the base-
line JPEG-2000 codec: the irreversible color transformrjlC
and reversible color transform (RCT). The ICT is nonreJ®esi

These equations correspond to the illustration in Fig. 4 gdr-
tion of a component that corresponds to a single tile is reter

to as a tile-component. Although the tiling grid is requlattw ,nq rea).to-real in nature, while the RCT is reversible and
respect to the reference grid, itis important to note theighid integer-to-integer. Both of these transforms essentiaflp im-

may not necessarily be regular with respect to the coorelinglyq"4ta from the RGB to YCrCb color space. The transforms

systems of the components. are defined to operate on the first three components of an image
with the assumption that components 0, 1, and 2 correspond
) o to the red, green, and blue color planes. Due to the nature of
The general structure of the codec is shown in Fig. 5 Withese transforms, the components on which they operate must
the form of the encoder given by Fig. 5(a) and the decodgg sampled at the same resolution (i.e., have the same Aize).
given by Fig. 5(b). From these diagrams, the key processggonsequence of the above facts, the ICT and RCT can only be
associated with the codec can be identified: 1) preprocegfployed when the image being coded has at least three com-
ing/postprocessing, 2) intercomponent transform, 3pEUM-  onents, and the first three components are sampled at tlee sam
ponent transform, 4) quantization/dequantization, 5)ieod- resplution. The ICT may only be used in the case of lossy cod-
ing, 6) tier-2 coding, and 7) rate control. The decoder $t&C g while the RCT can be used in either the lossy or lossless
e_ssentially mirrors that of the encoder. That is, with theegX -5se. Even if a transform can be legally employed, it is not
tion of rate control, there is a one-to-one correspondeee hecessary to do so. That is, the decision to use a multicompo-
tween functional blocks in the encoder and decoder. Eaatt fupent transform is left at the discretion of the encoder. e

tional block in the decoder either exactly or approximately jntercomponent transform stage in the encoder, data frah ea
verts the effects of its corresponding block in the encaBielce  component is treated independently.

Flles are coded independently of one a”O‘T‘e“ the !nput ®Mag rheicTis nothing more than the classic RGB to YCrCb color
is (conceptually, at least) processed one tile at a time.hén t

: . .. ‘space transform. The forward transform is defined as
sections that follow, each of the above processes is exahrine P

D. Codec Structure

more detail.
Vo(X,y) 0.299 Q587 Q114 Uo(x,Y)
. . Vi(xy)| = | -016875 033126 05 | |Ui(x, 2
E. Preprocessing/Postprocessing V;EX}; o5 oaises 008131 U;EXQQ @

The codec expects its input sample data to have a nominal

dynamic range that is approximately centered about zere. T\hherer(x, y), U1(x,y), andU3(x,y) are the input components
preprocessing stage of the encoder simply ensures thathiscorresponding to the red, green, and blue color planesecesp
pectation is met. Suppose that a particular componenPhasively, andVo(x,y), Vi(x,y), andVz(x,y) are the output compo-
bits/sample. The samples may be either signed or unsigngénts corresponding to the Y, Cr, and Cb planes, respegtivel

leading to a nominal dynamic range pf2°~*,2°"1 — 1] or  The inverse transform can be shown to be
[0,2P — 1], respectively. If the sample values are unsigned, the

nominal dynamic range is clearly not centered about zeras;Th Uo(x.y) 1 0 1402 7 [Vo(x.y)
the nominal dynamic range of the samples is adjusted by sub- [Ul(xy)} = [ —0.34413 0-71414} {W(XJ)} 3
tracting a bias of 2-1 from each of the sample values. If the Uz(xy) Lo 0 Va(x.y)

sample values for a component are signed, the nominal dgnami
range is already centered about zero, and no processing is rd’he RCT is simply a reversible integer-to-integer appradm
quired. By ensuring that the nominal dynamic range is centertion to the ICT (similar to that proposed in [28]). The fondar
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Rate Control
Original ‘ Codec
Image _ Forward Forward o Tier-1 Tier-2 Image
—= Preprocessing—=| Intercomponent Intracomponen Quantization —>|  gneoder ™1  Encoder |
Transform Transform
(a)
Coded Reconstructe
Image Tier-2 Tier—1 o Inverse Inverse | Image
> Decoder =1 Decoder [>]Dequantization=>-Intracomponent Intercomponent| Postprocessing>
Transform Transform
(b)
Fig. 5. Codec structure. The structure of the (a) encode(tandecoder.
. . x| 51 L Yo[n|
transform is given by 12] ¥ ©) E
Vo(x,y) = | § (Uo(x,y) +2U1(xy) +Ua(x,y))]  (4a)
Vl(Xa y) - UZ(Xa y) - Ul(X7 y) (4b)
V2(Xa y) - UO(Xa y) - Ul(X7 y) (4C)

whereUo(x,y), U1(x,y), U2(x,y), Vo(X,y), Va(x,y), andVz(x,y)
are defined as above. The inverse transform can be shown to be

yo[n] —1 +
S e e
o RO

Ul(X7 y) = VO( ay) - |_zl1 (Vl(X7 y) +V2(X7 y))J
Uo(x,y) = Va(x,y) + Us(xY) (5b) Lo [ [aa] -
Uz(x,y) = Vi(%,y) +U1(x,y) (5¢)

|A)\—1(Z>| | Q2 | .
The inverse intercomponent transform stage in the decodef! . f +‘—

essentially undoes the effects of the forward intercompbne

transform stage in the encoder. If a multicomponent transfo (b)

was applied during encoding, its inverse is applied herdedsn Fig. 6. Lifting realization of a 1-D 2-channel PR UMDFB. (apdlysis side. (b)

the transform is reversible, however, the inversion may ol Synthesis side.

approximate due to the effects of finite-precision arithimet

G. Intracomponent Transform for this reason, it is likely that this realization strategill be

Following the intercomponent transform stage in the encod@mployed by many codec implementations. The analysis side
is the intracomponent transform stage. In this stage, foams of the UMDFB, depicted in Fig. 6(a), is associated with the fo
that operate on individual components can be applied. The paard transform, while the synthesis side, depicted in Fig),6
ticular type of operator employed for this purpose is theetety is associated with the inverse transform. In the diagram, th

o (O AA-L rA (y) 1M1 1 i .

transform. Through the application of the wavelet transfor {Ai(2)}i_g, {Qi(X)}i_g, and{s };_o denote filter transfer func
a component is split into numerous frequency bands (i.&- sions, quantization operators, and (scalar) gains, réisgéc To
bands). Due to the statistical properties of these subkigndls, obtain integer-to-integer mappings, t@;(x) }}-¢ are selected
the transformed data can usually be coded more efficierdly thsuch that they always yield integer values, and {hg! o are
the original untransformed data. chosen as integers. For real-to-real mappings{®éx) i)‘;ol

Both reversible integer-to-integer [26, 27, 31-33] and -noare simply chosen as the identity, and tf} , are selected
reversible real-to-real wavelet transforms are employethke from the real numbers. To facilitate filtering at signal bdun
baseline codec. The basic building block for such trans$orraries, symmetric extension [36—38] is employed. Since an im
is the 1-D 2-channel perfect-reconstruction (PR) unifgrml age is a 2-D signal, clearly we need a 2-D UMDFB. By applying
maximally-decimated (UMD) filter bank (FB) which has thehe 1-D UMDFB in both the horizontal and vertical directipns
general form shown in Fig. 6. Here, we focus on the lifting 2-D UMDFB is effectively obtained. The wavelet transfoem i
realization of the UMDFB [34, 35], as it can be used to implahen calculated by recursively applying the 2-D UMDFB to the
ment the reversible integer-to-integer and nonreversédaéto- lowpass subband signal obtained at each level in the decompo
real wavelet transforms employed by the baseline codeach f sition.
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n subbands. Suppose that we denote the coordinates of the uppe
o] HL left and lower right samples in a subband (8sx, tby,) and
: R2 (tbxs — 1,tby; — 1), respectively. These quantities are computed
HLn, as
LH R-2 HHR—Z (thOa tbyO)
ztcjf(l —‘ ) lrié(iy%f—‘) for LL band
Zécjfﬁl — %—‘ , [2,@:071 for HLband  (7a)
= ZgO—J 7 {2@:91 _ % for LH band
LH., HH._, ié%f — %_‘ , [iésy%f — %—‘) for HH band
(tbxq,thy,)
Fig. 7. Subband structure. 2'!8'(1*1—‘ , [%_‘ ) for LL band
_ iécf%f — %—‘ , héfy%f forHLband  (7h)
Suppose that &R — 1)-level wavelet transform is to be em- = toxg oy, 1
ployed. To compute the forward transform, we apply the anal- Rr-T |0 | RT3 for LH band
ysis side of the 2-D UMDFB to the tile-component data in an Ao %W , [2:8:1*1 _ %D for HH band

iterative manner, resulting in a number of subband signals b
ing produced. Each application of the analysis side of ti® 2- ) ) ) .
UMDFB yields four subbands: 1) horizontally and verticallyvherer is the resolution level to which the band belonBss
lowpass (LL), 2) horizontally lowpass and vertically higiss the number_of resolution Ievels,.and@c)‘cyo, tcxg, and tcy are
(LH), 3) horizontally highpass and vertically lowpass (Hapd @S defined in (1). Thus, a particular band has the &loe —

4) horizontally and vertically highpass (HH). &R — 1)-level tbXo) x (tby; —tby,). From the above equations, we can also
wavelet decomposition is associated wiRhresolution levels, S€€ thattbxo,tbyg) = (trxo,try,) and (tbxy, thy; ) = (trxy,try;)
numbered from 0 tR— 1, with 0 andR— 1 corresponding for theLL, band, as one would expect. (This should be the case
to the coarsest and finest resolutions, respectively. Ealsh sSince theLL, band is equivalent to a reduced resolution version
band of the decomposition is identified by its orientatiomg (e ©f the original data.) As will be seen, the coordinate systémn

LL, LH, HL, HH) and its corresponding resolution level (e_g_the_ various resoIgUons and subpands of a tile-componet pl
0,1,...,R—1). The input tile-component signal is considered 8N important role in codec behavior.

be the LLg_1 band. At each resolution level (except the lowest) By examining (1), (6), and (7), we observe that the coordi-
the LL band is further decomposed. For example, the 4l nates of the top-left sample for a particular subband, d=hot
band is decomposed to yield the klp, LHr_2, HLr—2, and (tbxo,tbyy), are partially determined by the XOsiz and YOsiz
HHr_» bands. Then, at the next level, thedl, band is de- parameters of the reference grid. At each level of the decemp
composed, and so on. This process repeats until theblaind  sition, the parity (i.e., oddness/evenness) of tiuxd thy, affects

is obtained, and results in the subband structure illesirét  the outcome of the downsampling process (since downsagplin
Fig. 7. In the degenerate case where no transform is appliedshift variant). In this way, the XOsiz and YOsiz paramster
R =1, and we effectively have only one subband (i.e.,lthg have a subtle, yet important, effect on the transform cata.

band). Having described the general transform framework, we now

As described above, the wavelet decomposition can be g8scribe the two specific wavelet transforms supported by th
sociated with data & different resolutions. Suppose that thgaseline codec: the 5/3 and 9/7 transforms. The 5/3 tramsfor
top-left and bottom-right samples of a tile-component heve 5 reyersible, integer-to-integer, and nonlinear. Thisgform
ordinates(tcxo, teyg) and(texi — 1,tey, — 1), respectively. This a5 proposed in [26], and is simply an approximation to aline
being the case, the top-left and bottom-right samples of gy elet transform proposed in [39]. The 5/3 transform has an

tile-component at resolutionhave coordinategrxo, tryg) and underlying 1-D UMDFB with the parameters:
(trxq — 1,try; — 1), respectively, given by

(trxo, tryp) = ([texo/2% 7], [teyp/2¥ 1) (6a) A=2 Ao(2)=-3}(z+1), M@ =501+zY), (@8)
(trxa, tryy) = ([toxa /2% [tey, /257H) - (6b) QM) =—[-x, QX=[x+}], w=s=1
wherer is the particular resolution of interest. Thus, the tile-
component signal at a particular resolution has the @izg — The 9/7 transform is nonreversible and real-to-real. Tiang-
trxg) x (try; —tryg). form, proposed in [22], is also employed in the FBI fingerprin

Not only are the coordinate systems of the resolution levelsmpression standard [40] (although the normalizatioffierli
important, but so too are the coordinate systems for thewari The 9/7 transform has an underlying 1-D UMDFB with the pa-
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rameters: control. Numerous strategies are possible for the seleofithe
N guantizer step sizes, as will be discussed later in Sedfin |

A=4, Ao(z)=0a0(z+1), A =am(l+Z7), (9) As one might expect, the quantizer step sizes used by the en-

Ar(2) =ap(z+1), As(2)=az(1+ 2*1)7 coder are conveyed to the decoder via the code stream. In pass

Qi(x) = x fori =0,1,2,3, ing, we note that the step S|zes.s_pecn‘|ed in the code st.ream ar
relative and not absolute quantities. That is, the quansitap

o~ —1586134 a;~ 0052980 a2~ 0.882911 size for each band is specified relative to the nominal dynami
a3~ 0.443506 s ~1/1.230174 s =-1/0. range of the subband signal.

In the decoder, the dequantization stage tries to undo the ef

_Since the 5/3 transform is_ reversible, it can be emP'OYed fl%rcts of quantization. This process, however, is not ugual
either lossy or lossless coding. The 9/7 transform, 1acki®g qtiple and therefore results in some information loséie T

reversible property, can only be used for lossy coding. Tre-n guantized transform coefficient values are obtained from th

ber of resolution levels is a parameter of each transfornypht o ntizer indices. Mathematically, the dequantizatiancpss
cal value for this parameter is six (for a sufficiently largege). is defined as

The encoder may transform all, none, or a subset of the compo-
nents. This choice is at the encoder’s discretion. U(xy) = (V(X.y) +rsgniv(xy)A (11)
The inverse intracomponent transform stage in the decoder ’ ’ ’

essentially undogs the effects of the forward intracomp_bne,vhereA is the quantizer step sizejs a bias parametev,(x,y)
transform stage in the encoder. If a transform was applied4dgs the input quantizer indices for the subband, idiid y) is
a particular component during encoding, the corresponiing the reconstructed subband signal. Although the value isf

verse transform is applied here. Due to the effects of finitgot normatively specified in the standard, it is likely thamy
precision arithmetic, the inversion process is not guaethto Jecoders will use the value of one half.

be exact unless reversible transforms are employed.
I. Tier-1 Coding

In th d tter the il t data has b ¢ After quantization is performed in the encoder, tier-1 ogdi
; n de sn?ot er, after et |e;j(;omptonen ata "’:‘:‘ eenrafikes place. This is the first of two coding stages. The geanti
ormed ( y intercomponent and/or intracomponen r"?‘""“@f indices for each subband are partitioned into code blockdeC
the resulting coefficients are quantized. Quantizatioova|

¢ ion o b hieved. b " fblocks are rectangular in shape, and their nominal sizerisea f
greater compression 1o be achieved, by representing D'a_{"s parameter of the coding process, subject to certain contstya
coefficients with only the minimal precision required to aibt

the desired level of lit tizati f transf most notably: 1) the nominal width and height of a code block
€ desiredjevel ofimage quallty. Quantiza lon OTransioo- st pe an integer power of two, and 2) the product of the nom-
efficients is one of the two primary sources of informatiosslo

. ; . : _ inal width and height cannot exceed 4096.

in the coding path (the other source being the discardingadf c . N .

. : . Suppose that the nominal code block size is tentatively cho-
ing pass data as will be described later).

o . . _sen to be P x 20 |n tier-2 coding, yet to be discussed,
Transform coefficients are quantized using scalar quantiza

. . ) L code blocks are grouped into what are called precincts. eSinc
tion V.V'Fh a deadzone. A different quantizer is employed Far ¢ code blocks are not permitted to cross precinct boundaries,
coefficients of each subband, and each quantizer has only gne

: : : o uction in the nominal code block size may be required if the
parameter, its step size. Mathematically, the quantingtio- . . .y .
cess is defined as precinct size is sufficiently small. Suppose that the noimina

code block size after any such adjustment¥® 2« 2y where
V(xy) = [|U(x,y)| /A] sgnU (x,y) (10) xch’ < xcb and ycb<ycb. The subband is partitioned into code
blocks by overlaying the subband with a rectangular gridrigav
whereA is the quantizer step siz&)(x,y) is the input sub- horizontal and vertical spacings of®? and 2, respectively,
band signal, an¥f (x,y) denotes the output quantizer indices foas shown in Fig. 8. The origin of this grid is anchored@0) in
the subband. Since this equation is specified in an infoumatthe coordinate system of the subband. A typical choice fer th
clause of the standard, encoders need not use this preciseriominal code block size is 6464 (i.e., xcb= 6 and ycb= 6).
mula. This said, however, it is likely that many encoders,wil Let us, again, denote the coordinates of the top-left sample
fact, use the above equation. in a subband a&bxp,thyg). As explained in Section IlI-G, the
The baseline codec has two distinct modes of operation, ggrantity(tbxo, thy,) is partially determined by the reference grid
ferred to herein as integer mode and real mode. In integeemoplarameters XOsiz and YOsiz. In turn, the quantthxo, tby,)
all transforms employed are integer-to-integer in naterg.( affects the position of code block boundaries within a sulba
RCT, 5/3 WT). In real mode, real-to-real transforms are enmn this way, the XOsiz and YOsiz parameters have an impor-
ployed (e.g., ICT, 9/7 WT). In integer mode, the quantizepst tant effect on the behavior of the tier-1 coding process, they
sizes are always fixed at one, effectively bypassing quatitiz ~ affect the location of code block boundaries).
and forcing the quantizer indices and transform coeffisi@at  After a subband has been partitioned into code blocks, each
be one and the same. In this case, lossy coding is still gessilmf the code blocks is independently coded. The coding is per-
but rate control is achieved by another mechanism (to be disrmed using the bit-plane coder described later in Sedtieh
cussed later). In the case of real mode (which implies loesly ¢ For each code block, an embedded code is produced, comprised
ing), the quantizer step sizes are chosen in conjunctidnnate of numerous coding passes. The output of the tier-1 encoding

H. Quantization/Dequantization
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(0,0) . . : order, these passes are as follows: 1) significance, 2) neéing
. : : : and 3) cleanup. All three types of coding passes scan the sam-

ples of a code block in the same fixed order shown in Fig. 10.

The code block is partitioned into horizontal stripes, ehat

m2 n2t") A ing a nominal height of four samples. If the code block height

(tox, by, ) o is not a muItipI_e of fo_ur, the height of the pottom stripe will

BO, & B B Y be less than this nominal value. As shown in the diagram, the
0 = Z stripes are scanned from top to bottom. Within a stripe, roolsi

A are scanned from left to right. Within a column, samples are

n B, d scanned from top to bottom.

\ The bit-plane encoding process generates a sequence of sym-
bols for each coding pass. Some or all of these symbols may be
entropy coded. For the purposes of entropy coding, a context

o based adaptive binary arithmetic coder is used—more specifi

(tox, ~ftby, D Y cally, the MQ coder from the JBIG2 standard [30]. For each

pass, all of the symbols are either arithmetically codedaar r

- >l - coded (i.e., the binary symbols are emitted as raw bits virith s

2 2 2 ple bit stuffing). The arithmetic and raw coding processéh bo
ensure that certain bit patterns never occur in the outfiatya
ing such patterns to be used for error resilience purposes.

Fig. 8. Partitioning of a subband into code blocks. Cleanup passes always employ arithmetic coding. In the case

of the significance and refinement passes, two possibikities

. . . . ist, depending on whether the so called arithmetic-codypabs

process is, therefore, a collection of coding passes fovdhie mode (also known as lazy mode) is enabled. If lazy mode is en-

ous code blocks. ) ) , abled, only the significance and refinement passes for the fou
~ On the decoder side, the bit-plane coding passes for the @fs5s; significant bit planes use arithmetic coding, whileriae
ious code blocks are input _to the tn_—zr-l decoder, _these pasﬁ%ining such passes are raw coded. Otherwise, all significan
are decoded, and the resulting data is assembled into subagy, refinement passes are arithmetically coded. The lazgmod

In this way, we obtain the reconstructed _quantlzer indices f5)10ws the computational complexity of bit-plane codingo®

each subband. In the case of lossy coding, the reconstruciggisicantly reduced, by decreasing the number of symbals t

quantizer indices may only be approximations to the quantizy st pe arithmetically coded. This comes, of course, atdise ¢

indices originally available at the encoder. This is atttéble ¢ roquced coding efficiency.

to the fact that the code stream may only include a subset ofa¢ indicated above, coding pass data can be encoded using
the coding passes generated by the tier-1 encoding proliessyne of two schemes (i.e., arithmetic or raw coding). Consecu
the lossless case, the reconstructed quantizer indices BBUSj e coding passes that employ the same encoding scheme con-
same as the original indices on the encoder side, since @l cgyirte what is known as a segment. All of the coding passas in
ing passes must be included for lossless coding. segment can collectively form a single codeword or eachnzpdi

_ i pass can form a separate codeword. Which of these is thexcase i
J. Bit-Plane Coding determined by the termination mode in effect. Two termirati

The tier-1 coding process is essentially one of bit-plard comodes are supported: per-pass termination and per-segenent
ing. After all of the subbands have been partitioned intoecodnination. In the first case, all coding passes are terminated
blocks, each of the resulting code blocks is independentled the second case, only the last coding pass of a segment is term
using a bit-plane coder. Although the bit-plane coding techated. Terminating all coding passes facilitates impraasedr
nique employed is similar to those used in the embedded #@silience at the expense of decreased coding efficiency.
rotree wavelet (EZW) [41] and set partitioning in hieraehi Since context-based arithmetic coding is employed, a means
trees (SPIHT) [42] codecs, there are two notable differencd0r context selection is necessary. Generally speakingtesd
1) no interband dependencies are exploited, and 2) there $gection is performed by examining state information fue t
three coding passes per bit plane instead of two. The first dqf_connected or 8-connected neighbors of a sample as shown in
ference follows from the fact that each code block is conayet Fig. 9.
contained within a single subband, and code blocks are daded [N our explanation of the coding passes that follows, we $ocu
dependenﬂy of one another. By not exp|0iting interban@ep on the encoder side as this facilitates easier understgn'dhe
dencies, improved error resilience can be achieved. Thansecdecoder algorithms follow directly from those employed be t
difference is arguably less fundamental. Using three sasee encoder side.
bit plane instead of two reduces the amount of data assdciate . .
with each coding pass, facilitating finer control over ratso, J-1 Significance Pass
using an additional pass per bit plane allows better pization  The first coding pass for each bit plane is the significance
of important data, leading to improved coding efficiency. pass. This pass is used to convey significance and (as neces-

As noted above, there are three coding passes per bit planesdry) sign information for samples that have not yet beendou
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v, ol [dy Algorithm 2 Refinement pass algorithm.
| h.Ix |h | NEE 1. for each sample in code bloclo
° ! 2: if sample found significant in previous bit platien
vy d, vy |dg 3: code next most significant bit in sample /* 1 binary symbol *
o 4: endif
(a) (b) 5: endfor

Fig. 9. Templates for context selection. The (a) 4-conmkeed (b) 8-

connected neighbors. l l l l l

to be significant and are predicted to become significanhduri R
the processing of the current bit plane. The samples in tbe co l ' l ' l CT l ' l
block are scanned in the order shown previously in Fig. 10. If
a sample has not yet been found to be significant, and is pre-
dicted to become significant, the significance of the sanwle i
coded with a single binary symbol. If the sample also happens
to be significant, its sign is coded using a single binary sym- Fig. 10. Sample scan order within a code block.
bol. In pseudocode form, the significance pass is descriped b

Algorithm 1.

employed, each refinement symbol is coded using one of three
contexts. The particular context employed is selecteddase

if the second MSB position is being refined and the signifieanc
of 8-connected neighbors.

Algorithm 1 Significance pass algorithm.

1. for each sample in code blodo
2: if sample previously insignificarsnd predicted to become significant dur-
ing current bit planghen

3: code significance of sample /* 1 binary symbol */ J.3 Cleanup Pass

4: if sample significanthen . . . . .

5. code sign of sample /* 1 binary symbol */ The third (and final) coding pass for each bit plane is the
6: endif cleanup pass. This pass is used to convey significance and (as
gf gzg'ffor necessary) sign information for those samples that havgetot

been found to be significant and are predicted to remainnifsig
o ] ) ) icant during the processing of the current bit plane.

Ifthe most significant bit plane is being processed, all 98810 conceptually, the cleanup pass is not much different fraen th
are predicted to remain insignificant. Otherwise, a sampledignificance pass. The key difference is that the cleanup pas

predicted to become significant if any 8-connected neighber ey s information about samples that are predicted tairem
already been found to be significant. As a consequence of tiSignificant, rather than those that are predicted to becsigy

prediction policy, the significance and refinement passe®1® pisicant. Algorithmically, however, there is one importaifter-

most significant bit plane are always empty and not expficithce petween the cleanup and significance passes. In thefcase

coded. ) o the cleanup pass, samples are sometimes processed in groups
The symbols generated during the significance pass maygfher than individually as with the significance pass.

may not be arithmetically coded. If arithmetic coding is ém- pecq)l the scan pattern for samples in a code block, shown

ployed, the binary symbol conveying significance informati ¢ jier in Fig. 10. A code block is partitioned into stripehw

is coded using one of nine contexts. The particular conteatlu 5 hominal height of four samples. Then, stripes are scanned

is selected based on the significance of the sample’s 8-C@he 5, 1 to hottom, and the columns within a stripe are scdnne

neighbors and the orientation of the subband with which t m left to right. For convenience, we will refer to eachwoin

sample is associated (e.g., LL, LH, HL, HH). In the case th@finin 5 stripe as a vertical scan. That is, each verticahain

arithmetic coding is used, the sign of a sample is coded as {ig giagram corresponds to a so called vertical scan. As will
difference between the actual and predicted sign. Othertie  ¢,5n become evident, the cleanup pass is best explained as op

sign is coded directly. Sign prediction is performed using t g ating on vertical scans (and not simply individual sarsple

significance and sign information for 4-connected neighbor The cleanup pass simply processes each of the vertical scans
in order, with each vertical scan being processed as folldfvs
the vertical scan contains four samples (i.e., is a full ycsig-

The second coding pass for each bit plane is the refinemaificance information is needed for all of these samples, and
pass. This pass signals subsequent bits after the modicdami all of the samples are predicted to remain insignificant, & sp
bit for each sample. The samples of the code block are scanoid mode, called aggregation mode, is entered. In this mode
using the order shown earlier in Fig. 10. If a sample was fouttide number of leading insignificant samples in the verticahs
to be significant in a previous bit plane, the next most sigaift is coded. Then, the samples whose significance information i
bit of that sample is conveyed using a single binary symblbis T conveyed by aggregation are skipped, and processing cestin
process is described in pseudocode form by Algorithm 2. with the remaining samples of the vertical scan exactly as is

Like the significance pass, the symbols of the refinement pame in the significance pass. In pseudocode form, this psoce
may or may not be arithmetically coded. If arithmetic codimg is described by Algorithm 3.

J.2 Refinement Pass
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Algorithm 3 Cleanup pass algorithm. must decide which passes to include in the final code stremm. |
1: for each vertical scan in code blodk the lossless case, all coding passes must be included. if mul
2: if four samples in vertical scaand all previously insignificant and unvisited ple Iayers are employed (i.é_,> 1), rate control must decide in

and none have significant 8-connected neightihan hich | h codi is to be included. Si d
code number of leading insignificant samples via aggi@gat which fayer each coding pass IS to be Included. since some co

3:
4: skip over any samples indicated as insignificant by agdiey ing passes may be discarded, tier-2 coding is the secondprim
5: endif . _ source of information loss in the coding path.
6: while more samples to process in vertical sdan Recall, from Section llI-I, that each coding pass is assedia
7: if sample previously insignificant and unvisitdebn . . .
8: code significance of sample if not already implied by rut Binary symbol  With @ part'_CU|ar component, resolutl_on level, subband,ade
*/ block. In tier-2 coding, one packet is generated for each-com

9: if sample significanthen onent, resolution level, layer, and precinct 4-tuple. A&
10: code sign of sample /* 1 binary symbol */ P ’ . - Yer, P P " hed
11 endif need not contain any coding pass data at all. That is, a packet
12: endif can be empty. Empty packets are sometimes necessary since a
iii eng}/\/h“e packet must be generated for every component-resoludiper

. enaror

precinct combination even if the resulting packet conveys n

new information.

. . As mentioned briefly in Section 1lI-G, a precinct is essen-
When aggregation mOde is entered, the four Sa?mP'eS. of H}ﬁly a grouping of code blocks within a subband. The pretin

vertlcgl scan are examlned.. It all four S‘.”‘mp'es are |n5|gagrﬁ, partitioning for a particular subband is derived from a jpiart-

an all-insignificant aggregation symbol is coded, and pssiog ing of its parent LL band (i.e., the LL band at the next higher

of the vertical scan is complete. Otherwise, a some-sigmitic resolution level). Each resolution level has a nominal ipietc

aggregation symbol is coded, an_d tvyo F"“?‘_W symbols are_t %e. The nominal width and height of a precinct must be a
used to code the number of leading insignificant samplesan ower of two, subject to certain constraints (e.g., the miaxn

vertical scan. . width and height are both'?). The LL band associated with

The symbols generated during the cleanup pass are alwaygy resolution level is divided into precincts. This iscae
arithmetically coded. In the aggregation mode, the aggi@uya ,jished by overlaying the LL band with a regular grid having
symbol is coded using a single context, and the two symbol rigyizontal and vertical spacings of2 and £PY, respectively,
length is coded using a single context with a fixed uniformbero 55 shown in Fig. 11, where the grid is aligned with the origin
ability distribution. When aggregation mode is not emplbye of the | | hand’s coordinate system. The precincts bordering
significance and sign coding function just as in the case®f tf, the edge of the subband may have dimensions smaller than
significance pass. the nominal size. Each of the resulting precinct regionbémt

_ ) mapped into its child subbands (if any) at the next lowerlteso

K. Tier-2 Coding tion level. This is accomplished by using the coordinatasra

In the encoder, tier-1 encoding is followed by tier-2 enegdi formation(u,v) = ([x/2],[y/2]) where(x,y) and(u,v) are the
The input to the tier-2 encoding process is the set of bim@|acoordinates of a point in the LL band and child subband, re-
coding passes generated during tier-1 encoding. In tier-2 $Pectively. Due to the manner in which the precinct partitig
coding, the coding pass information is packaged into daits uriS Performed, precinct boundaries always align with codelol
called packets, in a process referred to as packetizatidre Poundaries. Some precincts may also be empty. Suppose the
resulting packets are then output to the final code streane. THMinal code block size i®” x 2/, This results nominally
packetization process imposes a particular organizatiozod- N 277X %" x 2°PY=¥e*" groups of code blocks in a precinct,
ing pass data in the output code stream. This organizatala fawhere

itates many of the desired codec features including ratalsita _

) ) o . , PPx forr=0

ity and progressive recovery by fidelity or resolution. PPx’ = PPx_1 f 0 (12)
A packet is nothing more than a collection of coding pass x orr =

data. Each packet is comprised of two parts: a header and body ' PPy forr=0

The header indicates which coding passes are included in the PPy’ = PPy—1 forr>0 (13)

packet, while the body contains the actual coding pass tata i

self. In the code stream, the header and body may appeardndr is the resolution level.

gether or separately, depending on the coding optionsétieff  Since coding pass data from different precincts are coded in
Rate scalability is achieved through (quality) layers. Theeparate packets, using smaller precincts reduces thenamou

coded data for each tile is organized intdayers, numbered of data contained in each packet. If less data is contained in

fromOtoL — 1, wherel > 1. Each coding pass is either assignea packet, a bit error is likely to result in less informatiass

to one of the_ layers or discarded. The coding passes containifgince, to some extent, bit errors in one packet do not afffect

the most important data are included in the lower layersjevhdecoding of other packets). Thus, using a smaller preciret s

the coding passes associated with finer details are includedeads to improved error resilience, while coding efficieisoge-

higher layers. During decoding, the reconstructed imagdityu graded due to the increased overhead of having a larger mumbe

improves incrementally with each successive layer prezkds of packets.

the case of lossy compression, some coding passes may be distore than one ordering of packets in the code stream is

carded (i.e., notincluded in any layer) in which case ratgrod supported. Such orderings are called progressions. There
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(0,0 : : : -
.-"---. .-_),
(m 202 ) A ——
PPy
(trx 0o ) 2 Fig. 12. Code block scan order within a precinct.
Ko K, K, Y
A
of the encoder.
Ky K, Ky ZPPy
Y K.1 Packet Header Coding
K K, Kg A The packet header corresponding to a particular component,

PPy resolution level, layer, and precinct, is encoded as faldiirst,

Y a single binary symbol is encoded to indicate if any codingspa

data is included in the packet (i.e., if the packet is non-gnp

If the packet is empty, no further processing is requiredtaed

2 2 2 algorithm terminates. Otherwise, we proceed to examinhk eac

subband in the resolution level in a fixed order. For each sub-
band, we visit the code blocks belonging to the precinct @frin

Fig. 11. Partitioning of a resolution into precincts. est in raster scan order as shown in Fig. 12. To process asing|
code block, we begin by determining if any new coding pass
data is to be included. If no coding pass data has yet been in-

are five builtin progressions defined: 1) layer-resolutioRiuded for this code block, the inclusion information is eeyed

component-position ordering, 2) resolution-layer-com@ut- yia a quadtree-based coding procedure. Otherwise, a binary

position ordering, 3) resolution-position-componenyelaor-  sympol is emitted indicating the presence or absence of new

dering, 4) position-component-resolution-layer ordgsimnd coding pass data for the code block. If no new coding passes ar

5) component-position-resolution-layer ordering. Thetetder jncluded, we proceed to the processing of the next code block

for the packets is given by the name of the ordering, where p-the precinct. Assuming that new coding pass data are to be

sition refers to precinct number, and the sorting keys atedi jncluded, we continue with our processing of the currentecod

from most significant to least significant. For example, ia thyiock. If this is the first time coding pass data have been in-

case of the first ordering given above, packets are orderstd filyded for the code block, we encode the number of leading in-

by layer, second by resolution, third by component, and laggnificant bit planes for the code block using a quadtreseta

by precinct. This corresponds to a progressive recovery-by dbding algorithm. Then, the number of new coding passes, and

delity scenario. The second ordering above is associatétl Whe |ength of the data associated with these passes is ehcbde

progressive recovery by resolution. The three remainidger pit stuffing algorithm is applied to all packet header datarte

ings are somewhat more esoteric. Itis also possible tofypedyre that certain bit patterns never occur in the outpuyatig

additional user-defined progressions at the expense &fased gy ch patterns to be used for error resilience purposes. iitite e

coding overhead. packet header coding process is summarized by Algorithm 4.

In the simplest scenario, all of the packets from a particula

tile appear together in the code stream. Provisions exst: h Algorithm 4 Packet header coding algorithm.

ever, for interleaving packets from different tiles, allagyfur- 1. packet not emptyhen

ther flexibility on the ordering of data. If, for example, gres- 2: code non-empty packet indicator /* 1 binary symbol */

sive recovery of a tiled image was desired, one would prgba@lg ;8: ZZEE igggabqgc'{(‘ i':iﬂgé‘;’: dli)\ibci act

include all of the packets associated with the first layetef t5. ,4e inclusion information /+ 1 binary symbol or tag tree *

various tiles, followed by those packets associated wighst- 6: if no new coding passes includéten

ond layer, and so on. 7: skip to next code block
, . . . 8: endif
Inthe decoder, the tier-2 decoding process extracts th@usar o: it first inclusion of code blockhen

coding passes from the code stream (i.e., depacketizatah) 10: code number of leading insignificant bit planes /* tag tre
associates each coding pass with its corresponding codk.bld1: endif .
. 12: code number of new coding passes
In the lossy case, not all of the coding passes are guaratuieegﬁ: code length increment indicator
be present since some may have been discarded by the encadetode length of coding pass data
In the lossless case, all of the coding passes must be pliaselitgf endfor

endfor
the code stream. 17: else

In the sections that follow, we describe the packet codilg pri8: code empty packet indicator /* 1 binary symbol */
cess in more detail. For ease of understanding, we choose tojz% e”‘é'ft byte bound
plain this process from the point of view of the encoder. Tee d_— pad fo byfe botndary
coder algorithms, however, can be trivially deduced froosth

(trx  —Ltry, -1)
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K.2 Packet Body Coding contributing to the ROI, and then to encode some or all ofehes

The algorithm used to encode the packet body is relativel efficients With grez_:\ter prepision than the ‘?thers- Thisr'.nis
simple. The code blocks are examined in the same order as in]c L th? basic premise behind the ROI coding technique em-
case of the packet header. If any new passes were speciffesl ifPfoyed in the JPEG-2000 codec.
corresponding packet header, the data for these codinggpass Vhen an image is to be coded with a ROI, some of the trans-

are concatenated to the packet body. This process is suagdar|0'™M coefficients are identified as being more important than
by Algorithm 5 others. The coefficients of greater importance are reféoed

ROI coefficients, while the remaining coefficients are kn@sn
background coefficients. Noting that there is a one-to-ame c
respondence between transform coefficients and quantizer i

Algorithm 5 Packet body coding algorithm.

for each subband in resolution ledd

%} for each code block in subband precidet dices, we further define the quantizer indices for the ROl and
3: if (new coding passes included for code blottign background coefficients as the ROl and background quantizer
gf gg;?f“t coding pass data indices, respectively. With this terminology introduceg are

6. endfor now in a position to describe how ROI coding fits into the rest
7: endfor of the coding framework.

The ROI coding functionality affects the tier-1 coding pro-
cess. In the encoder, before the quantizer indices for the va
L. Rate Control ous subbands are bit-plane coded, the ROI quantizer indrees

In the encoder, rate control can be achieved through two d§§aled upwards by a power of two (i.e., by a left bit shift)isTh
tinct mechanisms: 1) the choice of quantizer step sizes, a¥@ling is performed in such away as to ensure that all bttseof
2) the selection of the subset of coding passes to includeein RO! quantizer indices lie in more significant bit planes tfag
code stream. When the integer coding mode is used (i.e., wiRgtentially nonzero bits of the background quantizer iagioAs
only integer-to-integer transforms are employed) onlyghe- @ consequence, all information about ROI quantizer indidés
ond mechanism may be used, since the quantizer step sizes f@signalled before information about background ROl ieslic
be fixed at one. When the real coding mode is used, then eitheihis way, the ROI can be reconstructed at a higher fideiayt
or both of these rate control mechanisms may be employed. the background.

When the first mechanism is employed, quantizer step size$efore the quantizer indices are bit-plane coded, the esrcod
are adjusted in order to control rate. As the step sizes are @amines the background quantizer indices for all of the sub
creased, the rate decreases, at the cost of greater distokli bands looking for the index with the largest magnitude. Ssep
though this rate control mechanism is conceptually simple,that this index has its most significant bit in bit positiNin- 1.
does have one potential drawback. Every time the quantiZdl of the ROl indices are then shifted bits to the left, and
step sizes are changed, the quantizer indices change,eand Bit-plane coding proceeds as in the non-ROI case. The R@I shi
1 encoding must be performed again. Since tier-1 coding MalueN is included in the code stream.
quires a considerable amount of computation, this appramch During decoding, any quantizer index with nonzero bitsdyin
rate control may not be practical in computationally-caaisied in bit planeN or above can be deduced to belong to the ROI set.
encoders. After the reconstructed quantizer indices are obtaineah fitwe

When the second mechanism is used, the encoder can dpicplane decoding process, all indices in the ROI set age th
to discard coding passes in order to control the rate. The &§aled down by a right shift df bits. This undoes the effect of
coder knows the contribution that each coding pass makesthig scaling on the encoder side.
rate, and can also calculate the distortion reduction éseac ~ The ROI set can be chosen to correspond to transform coeffi-
with each coding pass. Using this information, the encodar cCients affecting a particular region in an image or substtade
then include the coding passes in order of decreasing tigtor affecting the region. This ROI coding technique has a nuraber
reduction per unit rate until the bit budget has been exleaustdesirable properties. First, the ROI can have any arbishape
This approach is very flexible in that different distortioetmics and can consist of multiple disjoint regions. Second, ter®
can be easily accommodated (e.g., mean squared errorlyisuaeed to explicitly signal the ROI set, since it can be dedied

weighted mean squared error, etc.). the decoder from the ROI shift value and the magnitude of the
For a more detailed treatment of rate control, the readerggantizer indices.
referred to [7] and [23]. For more information on ROI coding, the reader is referred
to [43,44].

M. Region of Interest Coding

The codec allows different regions of an image to be codg{j Code Stream
with differing fidelity. This feature is known as region-of- In order to specify the coded representation of an image, two
interest (ROI) coding. In order to support ROI coding, a vemjifferent levels of syntax are employed by the codec. Thekiw
simple yet flexible technique is employed as described belowlevel syntax is associated with what is referred to as thescod
When an image is synthesized from its transform coefficiensgream. The code stream is essentially a sequence of tagged
each coefficient contributes only to a specific region in e rrecords and their accompanying data.
construction. Thus, one way to code a ROl with greater figelit The basic building block of the code stream is the marker seg-
than the rest of the image would be to identify the coeffidentent. As shown in Fig. 13, a marker segment is comprised of
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Type | Length Parameters
(if required)| (if required)

16 bits 16 bits variable leng

Fig. 13. Marker segment structure.

- Main Header
[ SOC Marker Segment |

[ SIZ Marker Segment |

Other Marker Segments
(e.g., COD, COC, QCD, QCC, RGN, etg.)

. Tile—Part Header
[ SOT Marker Segment |

13

LBox | TBox | XLBox DBox
(if required)

32 bits 32 bits 64 bits variat

Fig. 15. Box structure.

additional data is required. To display a decoded imagegxXer
ample, it is often necessary to know additional charadtesisf

an image, such as the color space of the image data and opacity
attributes. Also, in some situations, it is beneficial towrather
information about an image (e.g., ownership, origin, ettQr-

der to allow the above types of data to be specified, an additio
level of syntax is employed by the codec. This level of symgax
referred to as the file format. The file format is used to convey
both coded image data and auxiliary information about the im

age. Although this file format is optional, it undoubtedIyivage
used extensively by many applications, particularly cotepu
based software applications.

The basic building block of the file format is referred to as
L a box. As shown in Fig. 15, a box is nominally comprised of
: Tile—Part Body : four fields: the LBox, TBox, XLBox, and DBox fields. The

| Packet Data | LBox field specifies the length of the box in bytes. The TBox
field indicates the type of box (i.e., the nature of the infation

contained in the box). The XLBox field is an extended length

‘Main Trailer ; indicator which provides a mechanism for specifying theyten
: : of a box whose size is too large to be encoded in the length field
alone. If the LBox field is 1, then the XLBox field is present
and contains the true length of the box. Otherwise, the XLBox
field is not present. The DBox field contains data specific to
the particular box type. Some types of boxes may contairrothe

) _ ] boxes as data. As a matter of terminology, a box that contains
three fields: the type, length, and parameters fields. TP oiher hoxesin its DBox field is referred to as a superbox. @éve

marker) field identifies the particular kind of marker segmeny¢ the more important types of boxes are listed in Table III.
The length field specifies the number of bytes in the marker seg a fjje is a sequence of boxes. Since certain types of boxes are
ment. The parameters field provides additional informasio®  yefined to contain others, there is a natural hierarchipadtre
cific to the marker type. Not all types of marker segments hayg, file. The general structure of a file is shown in Fig. 16. The
length and parameters fields. The presence (or absencesef thpe 2000 signature box is always first, providing an indica
fields is determined by the marker segment type. Each typeyfy that the byte stream is, in fact, correctly formattecheT
marker segment signals its own particular class of infolmmat - e tyne hox is always second, indicating the version of the
A code stream is simply a sequence of marker segments @i sormat to which the byte stream conforms. Although some
auxiliary data (i.e., packet data) organized as shown in g qnsiraints exist on the ordering of the remaining boxesieso
The code stream consists of a main header, followed by &te-pfeyipility is also permitted. The header box simply congain
header and body pairs, followed by a main trailer. A listah&0 mper of other boxes. The image header box specifies several
of the more important marker segments is given in Table K. Pg5sic characteristics of the image (including image sizepn
rameters specified in marker segments in the main header sgjy; of components, etc.). The bits per component box ineficat
as defaults for the entire code stream. These default g8ftinge precision and signedness of the component samples. The
however, may be overridden for a particular tile by speallyi qjor specification box identifies the color space of image da
new values in a marker segment in the tile's header. (for display purposes) and indicates which components map t
All marker segments, packet headers, and packet bodies @tfich type of spectral information (i.e., the corresporuiebe-
a multiple of 8 bits in length. As a consequence, all markefgeen components and color/opacity planes). Every file must
are byte-aligned, and the code stream itself is always agiial ~qntain at least one contiguous code stream box. (Multipte ¢
number of bytes. tiguous code stream boxes are permitted in order to faeilitee
. specification of image sequences to support trivial aniomasi-
O. File Format fects.) Each contiguous code stream box contains a codarstre
A code stream provides only the most basic information ras data. In this way, coded image data is embedded into a file.
quired to decode an image (i.e., sufficient information tdud® In addition to the types of boxes discussed so far, therelsoe a
the sample values of the decoded image). While in some simplex types for specifying the capture and display resolutin
applications this information is sufficient, in other applions animage, palette information, intellectual property imfation,

Other Marker Segments
(e.g., COD, COC, QCD, QCC, RGN, etd.)

[ SOD Marker Segment |

| EOC Marker Segment

Fig. 14. Code stream structure.
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TABLE Il
TYPES OF MARKER SEGMENTS

Type Description

Start of codestream (SOC) Signals the start of a code stream. Always the first markensagin the code stream (i.e., the first marker
segment in the main header).

End of codestream (EOC) Signals the end of the code stream. Always the last markenesegin the code stream.

Start of tile-part (SOT) Indicates the start of a tile-part header. Always the firstk@asegment in a tile-part header.

Start of data (SOD) Signal the end of the tile-part header. Always the last nteskgment in the tile-part header. The tile bogy
follows immediately after this marker segment.

Image and tile size (SIZ) Conveys basic image characteristics (e.g., image sizebeuai components, precision of sample values),
and tiling parameters. Always the second marker segmeheindde stream.

Coding style default (COD) Specifies coding parameters (e.g., multicomponent tramsfavavelet/subband transform, tier-1/tier{2
coding parameters, etc.).

Coding style component (COC) Specifies a subset of coding parameters for a single componen

Quantization default (QCD) Specifies quantization parameters (i.e., quantizer typentizer parameters).

Quantization component (QCC) Specifies quantization parameters for a single component.

Region of interest (RGN) Specifies region-of-interest coding parameters.

|JPEG—2000 Signature Box | V. CONCLUSIONS
|Fi|e Type Box | In this paper, we commenced with a high-level introduction
to the JPEG-2000 standard, and proceeded to study the JPEG-
JP2 Header Box 2000 codec in detail. With its excellent coding performaace
||mage Header Box | many attractive features, JPEG-2000 will no doubt become a

widely used standard in the years to come.

| Color Specification Box |

APPENDIX

. JASPER

Conti Code St B . . . . .
| onfiguods L-ode Sfream Fox | JasPer is a collection of software (i.e., a library and aapli

tion programs) for the coding and manipulation of imagessTh
software is written in the C programming language. Of partic
Fig. 16. File format structure. lar interest here, the JasPer software provides an implitiem
of the JPEG-2000 Part-1 codec. The JasPer software was devel
oped with the objective of providing a free JPEG-2000 codec
and vendor/application-specific data. implementation for anyone wishing to use the JPEG-2000 stan
Although some of the information stored at the file formatard. This software has also been published in the JPEG-2000
level is redundant (i.e., it is also specified at the codeastre Part-5 standard, as an official reference implementatiathef
level), this redundancy allows trivial manipulation of &leith- JPEG-2000 Part-1 codec.
out any knowledge of the code stream syntax. The file nameThe JasPer software is available for download from the
extension “jp2” is to be used to identify files containingalat JasPer Project home page (i.ttp://www.ece.uvic.ca/
the JP2 file format. For more information on the file formag thfmdadams/jasper ) and the JPEG web site (i.étp:/Avww.
reader is referred to [45]. jpeg.org/software ). For more information about JasPer, the
reader is referred to [8—10].
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